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ABSTRACT

Shih-Chieh Liu Ph.D., Purdue University, December 2018. Test of Decay Rate Pa-
rameter Variation due to Antineutrino Interactions. Major Professor: David S
Koltick.

High precision measurements of a weak interaction decay were conducted to search

for possible variation of the decay rate parameter caused by an antineutrino flux. The

experiment searched for variation of the 54
25Mn electron capture decay rate parameter

to a level of precision of 1 part in „ 105 by comparing the difference between the

decay rate in the presence of an antineutrino flux „ 3ˆ1012 ν cm´2 sec´1 and no flux

measurements. The experiment is located 6.5 meters from the reactor core of the High

Flux Isotope Reactor(HFIR) in Oak Ridge National Laboratory. The results show no

effect during the antineutrino exposure. A measurement to this level of precision re-

quires a detailed understanding of both systematic and statistical errors. Otherwise,

systematic errors in the measurement may mimic fundamental interactions.

The γ spectrum has been collected from the electron capture decay of 54Mn,

54
25Mnp3`q ` e´ Ñ 54

24Cr
˚
p2`q ` νe

ë 54
24Crp0

`
q ` γ p834.848KeV q.

What differs in this experiment compared to previous experiments are, (1) a strong,

uniform, highly controlled, and repeatable (Power δP {P „ 10´3) source of antineu-

trino flux, using a reactor, nearly 50 times higher than the solar neutrino flux on

the Earth, (2) the variation of the antineutrino flux from HFIR is 600 times higher

than the variation in the solar neutrino flux on the Earth, (3) the extensive use of

neutron and γ-ray shielding around the detectors, (4) a controlled environment for



xiv

the detector including a fixed temperature, a nitrogen atmosphere, and stable power

supplies, (5) the use of precision High Purity Germanium (HPGe) detectors and

finally, (6) accurate time stamping of all experimental runs. By using accurate detec-

tor energy calibrations, electronic dead time corrections, background corrections, and

pile-up corrections, the measured variation in the decay rate parameter is found to

be δλ{λ “ p0.034˘ 1.38qˆ 10´5. This measurement in the presence of the HFIR flux

is equivalent to a cross section of σ “ p0.097 ˘ 1.24q ˆ 10´25 cm2. These results are

consistent with no measurable decay rate parameter variation due to an antineutrino

flux, yielding a 68% confidence level upper limit sensitivity in δλ{λ ď 1.43 ˆ 10´5

or σ ď 1.34 ˆ 10´25 cm2 in cross section. The cross-section upper limit obtained in

this null or no observable effect experiment is „ 104 times more sensitive than past

experiments reporting positive results in 54Mn.

.
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1. Overview

Unexplained periodic variation of the decay rate parameter measurement for weak

interaction decays such as β˘-decay, and electron capture [1–18] as well as strong

interaction α-decay[5, 12] have been reported. Because the variation of the decay

rate parameter has been presented by a number of groups, located at various loca-

tions, using various types of detectors, different isotopes, and over extended periods

of time, some researchers have interpreted the source of these variations as not from

ambient environmental factors such as temperature, pressure, and humidity but via

an unexplained fundamental interaction. Some results show a correlation between an

annual periodicity of the decay rate parameter variation, and the variable distance

of the Earth from the Sun. The annual variation of the Earth-Sun distance causes

a „ 7% variation of the total neutrino flux on the Earth. This flux variation as

the source of the decay rate parameter variation is motivated by the large neutrino

flux, 6.5 ˆ 1010 ν cm´2sec´1, on the Earth dominated by solar fusion. Also, some

researchers suggest that decay rate parameters are affected by solar activity such as

solar flares[19–22].

However, these conclusions are controversial. This research is focused on the

possibilities that the reported variations are an extension of week interactions. Con-

ventional weak interaction neutrino-nucleon cross sections are 20 orders of magnitude

smaller than the reported strong interaction level cross-sections being observed in
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these experiments, if caused by neutrinos. The conventional neutrino interaction

cross-section per nucleon (ν ` nÑ p` ` e´) is[23]

σweak „
4G2

FE
2
νp~cq2

π

„ 9ˆ 10´44 cm2

ˆ

Eν
1MeV

˙2 (1.1)

where GF is the Fermi constant, and Eν is the neutrino energy. Because antineutrinos

interact with protons (ν ` p` Ñ n ` e`), there is no significant difference between

neutrino, and antineutrino interaction cross-section on target nuclei. That is neutron,

and proton number are similar „ A{2. If a typical neutrino or antineutrino energy is

considered to be „ 1 MeV, Eq.1.1 leads to a nucleon cross section of

σweak „ Nβ
ˆ 9ˆ 10´44cm2 (1.2)

where N „ A{2 is the number of neutrons or protons in the nucleus. The antineutrino

cross section is proportional to Nβ. β “ 2 if the antineutrino scattering is coherent

from the nucleus, and β “ 1 if the scattering is incoherent. The largest possible

conventional cross section occurs if the scattering is coherent.

The goal of this experiment is to maximize the sensitivity to the decay parameter

variation caused by a possible extension to the weak interactions. The disadvantage

of solar neutrinos as a test source is the low flux variation(„ 109 ν cm´2 sec´1) which

demands long measurement time. Antineutrinos can be generated from a nuclear

reactor having a stable antineutrino flux („ 3 ˆ 1012 ν cm´2 sec´1), and high flux

variations due to the reactor off cycles („ 0 ν cm´2 sec´1)[24]. For this reason, the

experiment was performed at the High Flux Isotope Reactor (HFIR) at Oak Ridge

National Laboratory (ORNL). The HFIR provides reactor-on, and reactor-off cycles
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of similar duration. Specifically, the experiment recorded the γ spectra from 54
25Mn

electron capture decay

54
25Mnp3`q ` e´ Ñ 54

24Cr
˚
p2`q ` νe

ë 54
24Crp0

`
q ` γ p834.848KeV q.

(1.3)

Even though the maximum possible week cross section, coherent, for 54Mn(Z “ 25

with β “ 2) is expected to be at the level of

σweak „ 6ˆ 10´41 cm2, (1.4)

the cross-section sensitivity to decay parameter variation obtainable at HFIR is 103

to 104 more sensitive than the reported positive results having strong interaction level

cross-section. The use of antineutrinos in no way invalids comparison between this,

and previous experimental effects based on neutrinos. 54Mn was specially selected

because the basic interaction involves a proton (p` ` e´ Ñ n ` ν) matching the in-

verse β´-decay reaction on neutrons caused by neutrinos.

The 54Mn spectra were collected using a High Purity Germanium Detector (HPGe)

Spectrometer system with background neutron, and γ radiation shielding, and well-

monitored environmental factors to obtain the results. The shielding was effective

in suppressing the backgrounds by a factors 1.8 ˆ 10´4 (reactor-on), and 6.7 ˆ 10´4

(reactor-off). The 54Mn spectra required corrections including dead time corrections,

non-linear energy calibrations, background spectra subtraction, as well as pile-up

effects correction using a de-convolution algorithm. While the entire spectrum was

used in order to calculate the corrections, a Region of Interest (ROI) around the

photopeak of 54Mn was carefully selected for optimal stability over time. No effect

has been observed in the decay parameter at the level of

δλ

λ
“ p0.034˘ 1.38q ˆ 10´5 (1.5)



4

in the presence of an antineutrino flux Fν̄ „ 3ˆ 1012 ν cm´2 sec´1, this measurement

yields an equivalent cross-section

σ “
δλ{λ

τ ˆ∆Fν̄

“ p0.097˘ 1.24q ˆ 10´25 cm2

(1.6)

where τ is the mean lifetime of 54Mn. This results will be discussed in detail later in

Chapters 7, and 8. The results are consistent with no measurable decay rate param-

eter variation due to an antineutrino flux yielding 68% confidence level upper limit

of sensitivity δλ{λ ď 1.43ˆ 10´5 or σ ď 1.34ˆ 10´25 cm2 in cross section. The signif-

icance of this limit needs a comparison to previous results as interpreted being due

to solar neutrinos. Figure 1.1 summarizes the comparison showing this experiment

to be previous experiments. In this comparison Figure, curve (a) is the temporal

cross-section fit σ “ AτP to those experiments reporting decay rate parameter varia-

tions shown as triangles. Curve (b) compares experiments by cross-section only. This

experiment is more sensitive than all previous experiments reporting positive decay

rate parameter variations. Curve (c) connects this experiment, and a solar neutrino

experiment using 40K[19]. The connection between these two experiments maps out

an exclusion zone in the temporal cross-section space excluding decay rate parameter

variations at a level 104 times more sensitive than any previously reported positive

results. Curve (d) displays the temporal cross exclusion zone σ „ σlimitτ
´1 if extrap-

olated using only this experiment.

If the decay rate parameter variations had been detected in this experiment, the

exact form of the interaction would need theoretical underpinning as at present no the-

oretical motivation exists. Such positive results would represent entirely new physics.
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Figure 1.1. The logarithm cross section sensitivity of time-dependent
variation results, no evidence results, and this HFIR result as a
function of the logarithm mean lifetime. The data are based on
Table 3.7, and 3.8. The data includes (1) β´ decay with vari-
ation results[1, 3, 6, 16, 18, 25–28], (2) β´ decay with no effect
results[8, 12, 19, 29–32], (3) β` decay with variation results[7], (4)
β` decay with no effect results[33], (5) Electron Capture decay
with variation results[21], (6) Electron Capture decay with no effect
results[8, 12, 19], (7) α decay with with variation results[5], (8)α de-
cay with no effect results[12, 30, 34], and (9) reactor antinuetrino as
a test source with no effect results[35]. (10) The HFIR 54Mn exper-
iment result. See the text for explanation of the curves (a), (b), (c),
and (d).
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2. Neutrinos

In this chapter, the fundamentals of neutrinos relevant to this research are introduced.

2.1 Standard Properties of Neutrinos

From the moment of the neutrino hypothesis to the present, properties of the neu-

trino continue to be surprising, and strange. The original hypothesis of the neutrino

was required because of the observed continuous energy distribution of the β-decay

electrons. If beta decay were a two-body reaction, the β´ should be emitted at a

fixed energy. However, the emitted particles had a continuous energy distribution.

To solve this missing energy problem, Pauli assumed a second particle emitted in the

β-decay process in 1930. It was assumed, and later measured to be highly penetrating

radiation. This ”second particle” is now known as the Neutrino, named by Fermi.

The beta decay reactions are now understood to be

nÑ p` ` e´ ` νe Negative beta decay pβ´q

p` Ñ n` e` ` νe Positive beta decay pβ`q

p` ` e´ Ñ n` νe Electron capture pεq

(2.1)

Some of the historical standard properties of neutrinos are as follows:

1. The neutrino is charge neutral, and its rest mass is near zero.

2. The neutrino was measured to have spin-1/2 making it a fermion.

3. The conservation of lepton number gives a rule to understand neutrino, and

antineutrino interactions. Take β´-decay as an example, the assignment of a

lepton number of 1 to the electron, and -1 to the electron antineutrino explains

the apparent lepton number conservation in weak interaction reactions.
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4. Two different kind of neutrinos participate in β decay, neutrinos, and antineu-

trinos.

5. The neutrino is always observed to be a parity eigenstate. The helicity of an

antineutrino is only observed parallel to its momentum while for the neutrino,

it is anti-parallel to its momentum.

6. The neutrino discussed in β-decay is known as the ”Electron Neutrino”. In the

Standard Model of particle physics, there are three kinds of charged leptons:

electron, muon, and tau. The table below lists the known types of neutrinos.

Table 2.1.
Three known types of neutrinos, electron neutrino, muon neutrino,
and tau neutrino.

Neutrino νe νµ ντ
Generation First Second Third

Charged Partner electron(e) muon(µ) tau(τ)
First Exp. Discovery 1956 1962 2000

7. The first discovery of a particle fitting the expected characteristics of the neu-

trino was announced by Cowan, and Reines[36, 37]. In 1962, experiments

at Brookhaven National Laboratory, and CERN, the European Laboratory

for Physics, made surprising discoveries: neutrinos produced in association

with muons do not behave the same as those produced in association with

electrons[38]. Likewise, the tau neutrino was introduced after the tau had been

discovered at Stanford Linear Acceleration Center. The DONUT experiment

at Fermi Lab was built to specifically detect the tau neutrino, and reported the

first detection in 2000[39].

In this study, the word neutrino, and antineutrino indicate the electron neutrino,

and electron antineutrino.
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2.2 Neutrino Oscillations

In contrast, initial studies of neutrinos assumed each neutrino type, electron,

muon, and tau had separately conserved lepton numbers, and each was massless.

Now neutrino lepton flavor oscillation experiments have changed these concepts. The

concept of neutrino oscillations have a long history when as early as 1958, Bruno

Pontecorvo mused over the possibility of neutrino-antineutrino oscillation in analogy

with neutral Kaon mxing[40].

If neutrinos have mass, the particle mass eigenstate, and lepton flavor eigenstate

of the particles may not be the same, allowing mixing. In this case, the neutrino can

oscillate from one flavor to another while traveling through space. The observation

of oscillations implies the neutrino flavor states are not mass eigenstate but are the

superposition of such states. The neutrino flavour states |ναy pα “ e, µ, τq are related

to the mass state |νjy , pj “ 1, 2, 3q linearly,

»

—

—

—

–

νe

νµ

ντ

fi

ffi

ffi

ffi

fl

“

»

—

—

—

–

Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

fi

ffi

ffi

ffi

fl

˚

»

—

—

—

–

ν1

ν2

ν3

fi

ffi

ffi

ffi

fl

(2.2)

where Uαj is the 3ˆ3 Pontecorvo´Maki´Nakagawa´Sakata(PMNS) unitary matrix.

The probability of the three neutrino case is difficult to express explicitly. However,

the two flavor mixing fully illustrates the effect. In this case, the unitary matrix U is

given by

U “

»

–

Uα1 Uα2

Uβ1 Uβ2

fi

fl “

»

–

cos θ sin θ

´ sin θ cos θ

fi

fl (2.3)

where θ is the mixing angle. By imputing this U matrix, and the ∆m2
12 mass difference

between the states, the probability of 2 neutrino mixing is

P pνα Ñ νβq “ sin2
p2θq sin2

p
∆m2L

4E
q (2.4)
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The mixing acts as a quantum mechanical phase factor in the wave function. If the

neutrinos were zero mass particles, ∆m2
12 is zero, and then P pνα Ñ να1q “ 0. Neutrino

oscillations have been observed by a number of experiments showing lepton number

is not conserved[41–46]. The observations of the neutrino oscillations conclude that

at least one neutrino flavor has non-zero mass. Again, these surprising results are in

sharp counterpoint to the neutrinos historical properties.

There are four different experimental confirmations of neutrino oscillations, (1)

solar neutrino oscillations first observed by Davis[41], (2) atmospheric neutrino oscil-

lations first observed by Fukuda[42], (3) reactor neutrino oscillations first observed

by An, and Anh[43, 44], and (4) neutrino beam oscillations[45, 46] have been ob-

served. Notably, the existence of neutrino oscillations has resolved the long-standing

solar neutrino problem. That is the missing solar neutrino flux predicted by the solar

model. Davis’s observations of solar neutrino oscillation open the door to the pos-

sibility of oscillation to other unpredicted weakly interacting particles within in the

solar flux on the Earth as well in other neutrino sources.

2.3 Solar Neutrino Flux

Amazingly, during the course of a human lifetime approximately, 1020 solar neutri-

nos will pass through each cm2 of our bodies. The source of solar neutrino production

is the fusion reaction of hydrogen into helium. The nuclear fusion in the Sun occurs

in the core at a temperature of about 15M Kelvin. 99% of the power is generated

within 24% of the Sun’s radius, and by 30% of the radius, fusion has stopped en-

tirely. The Sun’s energy is produced by nuclear fusion in the core region through a

series of steps called the p´p (proton´proton) chain which produces ą 91% of the

solar neutrinos. Electron neutrinos are produced as steps in the fusion reaction from

hydrogen to helium. For example, two protons fuse to produce 2D by jointly forming

an unbound excited state of 2He˚ which then β decays to 2D. This key step in the
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Table 2.2.
The full neutrino flux production from each fusion reaction in the Sun.
The average total solar flux on the Earth is 6.5 ˆ 1010 ν cm´2sec´1.
Most of the solar neutrinos are from the pp(pronton´proton)
chain(ą91%). The 7Be, pep(proton-electron-proton), and 8Be chain
are 7%, 0.2%, and 0.008%. The hep (helium3-electron-proton) chain
can be neglected due to its relative small flux [47].

Reaction Label Flux (cm´2 sec´1)
p` pÑ 2H ` e` ` νe pp 5.95ˆ 1010

p` e´ ` pÑ 2H ` νe pep 1.14ˆ 108

3He` pÑ 4He` e` ` νe hep 9.30ˆ 103

7Be` e´ Ñ 7Li` νe
7Be 4.77ˆ 109

8BeÑ 8Be` e` ` νe
8Be 5.05ˆ 106

proton to helium fusion process has never been observed experimentally. On average,

two β` decays take place in the p´p chain to yield 4He. The total energy released

by these reactions in turning 4 hydrogen atoms into 1 helium atom is 26.7 MeV.

41H Ñ
4He` 2e` ` 2νe (2.5)

The total solar neutrino flux on the Earth assuming no oscillations is 6.5ˆ1010 cm´2sec´1

[47]. Davis results indicates „ 1{2 these solar neutrino have oscillated before reaching

the Earth[41].

2.4 Parity Invariance Violation

The mechanism, which generates neutrino oscillations is still under investigation,

and the Standard Model may be changed due to this new physics reality. Because

neutrinos always participate in weak interactions from a single parity eigenstate, the

opposite non-participating state is called ”sterile.”
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(a) Right-Handed (b) Left-Handed

v v'

s s

Figure 2.1. Helicity of Neutrino, and Antineutrino. (a)Right-handed
(Antineutrino) the spin, and velocity are parallel. (b)Left-handed
(Neutrino) represents the spin, and velocity are anti-parallel. The
handedness (helicity) of the neutrino is consistent with the -1, and
antineutrino is consistent with the +1.

Parity invariance had been considered a universal law of nature until the 1950s.

Yang, and Lee proposed parity in β-decay (Weak Interactions) to be violated in

1956[48]. Wu’s successful experiment soon confirmed their hypothesis by measuring

60Co β-decay[49]. In the past, neutrinos were assumed to be produced in ˘1 helicity

equally. However, Goldhaber’s experiment proved all neutrinos to be left-handed, and

all antineutrinos are right-handed[50]. The mirror images of neutrinos, and antineu-

trinos do not exist. Right-handed neutrinos, and left-handed antineutrinos have never

been observed. If they were to exist, they would not interact via the weak interaction.

Those hypothetical neutrinos are often referred to as ”sterile” neutrinos. If sterile

neutrinos do exist, they could explain not only the existence of neutrino masses but

also the smallness of their mass scale[51]. Sterile neutrinos are also a candidate for

dark matter.

2.5 Reactor Anomaly, and LSND Experiment

The three-neutrino framework has been extremely successful in explaining neu-

trino oscillation results in solar, atmospheric, accelerator, and reactor neutrino os-
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cillation experiments. Their experiments are explained using only two oscillation

frequencies. These frequencies correspond to two mass difference terms, each on the

order of 10´3 to 10´5 eV. However, two experiments present results confronting this

seemingly unified picture, the reactor anomaly experiment[52], and Liquid Scintillator

Neutrino (LSND) experiment[41].

The reactor anomaly refers to the deficiency of observed antineutrinos from exper-

iments performed at reactors compared with the theoretical predictions. The anomaly

being that only about 94% of the expected antineutrinos are actually measured com-

pared to the flux expected by theoretical models[52]. It is unknown whether this is

due to new physics such as a fourth generation neutrino, a sterile neutrino, experimen-

tal error in the measurements, or errors in the theoretical flux calculations. Recently,

some researchers have attempted to explain reactor anomalies as being caused by

sterile neutrino production[52].

Table 2.3.
Individual predicted cross section per fission per fissile isotope k, σk
in units of 10´43 cm2{fission, and the error is represented as a per-
centage of the cross section[52]. When the new cross-section estimates
for the reactor fuel mix are compared to the experimentally measured
flux, a significant 6% deficit is observed, possibility accounted for by
production of new particles.

Predicted Old(Bugey)[53] New [52]
σ(235U) 6.39˘1.9% 6.61˘2.11%
σ(239Pu) 4.19˘2.4% 4.34˘2.45%
σ(238U) 9.21˘10% 10.10˘8.15%
σ(241Pu) 5.73˘2.1% 5.97˘2.15%

σ(Reactor Mix) 5.824˘2.7% 6.102˘2.7%
σ(Exp)[53] 5.752˘1.4%

σ(Exp)/σ(Reactor Mix) 0.987˘1.4%˘ 2.7% 0.943˘1.4%˘ 2.7%
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This view has also support from the LSND experiment started in the 1990s[41].

The LSND experiment reported an anomalous event excess in the νµ Ñ νe appear-

ance channel, which can be interpreted as an oscillation with ∆m2 „ 1 eV [54, 55].

This ∆m2 mass scale is clearly incompatible with the three-neutrino framework. The

LSND anomaly, if true, indicates the existence at least an additional fourth neu-

trino family with ∆m2 „ 1 eV . The antineutrino deficiency can be explained by a

sterile neutrino with large ∆m2[52]. Therefore, resolving the question of the reac-

tor anomaly’s existence is an appropriate first step in determining whether sterile

neutrinos exist.

What Are Neutrinos?

In summary, with the above considerations, it is clear the ”Story” of what is a

neutrino is far from complete. The search for new, and novel neutrino interactions is

worth pursuing.
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3. Reported Results, and Phenomena

In this chapter, the experiments relevant to decay parameter variations are sum-

marized. In addition, the observable effects of a decay parameter variation on the

measuring sensitivity, and effective cross session are presented.

3.1 Historical: Variation of Radioactive Decay Rate Parameters

Oscillation variations of the radioactive decay rate parameters have been investi-

gated for several decades. A number of groups such as Alburger, Falkenberg, Veprev,

and Jenkins et. al. observed time-dependent decay rate parameter variations[1–6, 21,

25]. Because the variation of the decay rate parameters has been reported (1) at

various locations (2) with various type of detectors, (3) using different isotopes, and

(4) over extend periods of time, these researchers believe the variations are not due

to the ambient environmental factors such as temperature, pressure, and humidity.

Some results show a correlation between an annual periodicity of the decay rate pa-

rameter variation, and the variable distance of the Earth from the Sun. These results

motivate some researchers to conclude the solar neutrino flux variations cause the

decay rate parameter variations[4–6, 21].

However, the correlation of the radioactive decay rate parameter variation, and so-

lar neutrino flux has been challenged by Kossert, Semkow, Meijer, Bruhn , Schrader,

and Bellotti et. al.[8, 9, 29–32, 35]. These ”null evidence” experimental references

attribute the decay rate parameter variation to ambient environmental factors or in-

strumental error, instead of the solar neutrino flux variation.
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In this section, a summary of some key results will be discussed. The results

are sorted by isotopes, and published date. A key comment, and a short summary

table are presented at the beginning of each discussion. ”Positive” represents those

observation reporting time-dependent decay rate parameters, whereas ”Negative” are

those showing no variation results. The size of the observed effect or the experimental

sensitivity(δλ{λ) in the case of null results are also displayed in the short summary

table in each discussion. Where as Table 3.7, and Table 3.8 display the results of the

full literature review, and cross-section sensitivities for each reported isotope.

• 32Si, and 36Cl

Table 3.1.
Summary of the 32Si, and 36Cl results.

Source Reference
Sensitivity

Variation
(Size of Effect)

32Si/36Cl Alburger et. al. 5ˆ 10´3 Positive
36Cl Kossert et. al. 4ˆ 10´4 Negative
32Si Semkow et. al. 1ˆ 10´3 Negative

– Alburger et. al. reported the first observation of decay rate parameter

variations in 1986. Alburger worked on the half life measurement of 32Si

with a gas proportional detector over the period 1982 through 1986 at

Brookhaven National Lab(BNL)[1]. They unexpectedly observed small pe-

riodic annual deviations of the data points from an exponential decay. The

authors reported that temperature, and humidity ”can not fully account”

for observed ratio 32Si{36Cl decay rate variation during their measurement,

as shown in Table 3.1. However, they do not have complete environment

records, to backup these claims.

– Kossert et. al. reported no decay rate parameter variations of 36Cl mea-

sured using a custom-built triple-to-double coincident ratio detector (TDCR)
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at Physikalisch-Technische Bundesanstalt (PTB)[31]. TDCR is an optical

chamber with three photomultiplier tubes surrounding a liquid scintillation

detector. The sample is placed in the center. A triple coincidence detector

is much less sensitivity to ambient environmental factors. Kossert mea-

sured much smaller variation of 36Cl as shown in Table 3.1 than observed

by Alburger but Kossert attributes the small variation to instrumental ef-

fects, instead of variations of the decay rate parameter. This conclusion

is much more reliable than Alburger’s because Alburger used a single gas

proportional detector which is sensitive to environmental variations.

– Semkow has written a review concerning decay rate parameter variations

of 32Si from Alburger’s results[30]. Semkow explained the variations of

32Si by the change of temperature causing the air density in the space

between the source, and the gas proportional detector to change reducing,

and increasing the count rate. The higher temperature in the summer

causes lower air density in the space between the source, and the detector,

and resulting in less absorption of the lower energy β particles in the air.

Thus, the gas proportional detector collects more β particles at a higher

temperature, generating a higher counting rate. The resulting limit is given

in Table 3.1.

• 152Eu, 154Eu, and 155Eu

Table 3.2.
Summary of the 152Eu, 154Eu, and 155Eu results.

Source Reference Sensitivity Variation
152Eu, 154Eu, and 155Eu Siegert et. al. 5ˆ 10´4 Negative

152Eu Meijer et. al. 1.4ˆ 10´4 Negative

– Siegert et. al. studied the multi β-decay modes of Eu isotopes. Siegert

used the strong interaction α-particle 226Ra decay as a reference to de-
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termine the half life of the week interaction β decays of 152Eu, 154Eu,

and 155Eu, measured using two different kinds of detector systems; an

ion chamber, and a solid state detector(Ge, Li) at Physikalisch-Technische

Bundesanstalt (PTB)[12]. 152Eu decays to 152Gd by electron capture with

72.1% branching ratio, and to 152Sm by β´-decay with branching ratio

27.9%. Siegert reported that the oscillations of 226Ra have a maximum

positive deviation in February, and minimum deviation in August. Siegert

observed oscillations in 226Ra as well as in the other isotopes but explains

the effect as follows:

”A discharge effect on the charge collecting capacitor, the ca-

bles, and the insulator to the ionization chamber electrode caused

by background radioactivity such as radon, and daughter products

which are known to show seasonal concentration changes.

Siegert concludes the oscillations are proportional to the ionization current.

If the oscillations were due to solar neutrinos interacting with isotopes via

the weak interactions, the 226Ra strong interaction decay oscillations should

not depend on the ionization current. With these considerations, Siegert’s

observation are considered to be upper limits, as shown in Table 3.2.

– Meijer et. al. used reactor antineutrinos as a source. Meijer reported null

evidence for the decay rate variation of 152Eu using reactor antineutrinos[35],

as shown in Table 3.2. If the solar neutrino variations cause the decay rate

parameter variation, Meijer should have observed a stronger effect com-

pared to Siegert due to the factor of 10 higher antineutrino flux variation

from the reactor cycling. No effect was observed.

• 3H

– Falkenberg is the first one to put forward the hypothesis that the vari-

ations of the β-decay rate parameters are due to the solar neutrino flux

variations. Falkenberg measured the radioactive β-decay rate parameter of
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Table 3.3.
Summary of the 3H results.

Source Reference
Sensitivity

Variation
(Size of Effect)

3H Falkenberg 3.7ˆ 10´3 Positive
3H Bruhn 2ˆ 10´3 Negative
3H Veprev et. al. 2ˆ 10´1 Positive

tritium by a photodiode detector from 1980 to 1982[2], as shown in Table

3.3. To determine the significance of the data’s periodic deviation, the

residuals were first fit to a single periodic function. Falkenberg calculated

the residuals as the differences between an aperiodic exponential form, and

the data. Then, he included a cosine function in the fit with a period of

365 days in order to account for the variation away from the aperiodic

function. Falkenberg concluded:

”There is a positive correlation between the periodically chang-

ing solar neutrino flux, and the β-decay of tritium”

– Bruhn re-analyzed Falkenberg’s data, and criticized Falkenberg for not

making corrections for any background effects in his tritium decay rate

measurements [29]. In addition, Bruhn concludes Falkenberg’s results are

not sufficient for deducing a correlation between the tritium decay rate, and

the orbital motion of the Earth because neither the period nor amplitude

of the deviation coincides with the orbital motion of the Earth. Bruhn

concludes:

”By taking the deviation of the measurement data with re-

spect to the optimal solution instead of the true solution (in the

fits) E.D. Falkenberg cannot separate any (hypothetical) additional

background effects in his data from the true solution.”
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Bruhn’s analysis of Falkenberg’s data can be used to estimate a limit on

the decay parameter variations in 3H. Both results are included in this

review, as shown in Table 3.3.

– Veprev et. al. measured the high-energy region of the tritium beta de-

cay spectrum using a liquid scintillation detector system viewed by three

photomultipliers[25]. Veprev reported decay rate parameter oscillations

which coincide with the solar neutrino flux variation distance from the

Earth to the Sun, as shown in Table 3.3. Veprev concludes that the

periodicity of the tritium decay rate parameter variations is due to the

interactions of the tritium nuclei with solar neutrinos.

• 54Mn

Table 3.4.
Summary of the 54Mn results.

Source Reference
Sensitivity

Variation
(Size of Effect)

54Mn Jenkins et. al. 1ˆ 10´3 Positive
54Mn Meijer et. al. 4ˆ 10´4 Negative

– Jenkins et. al. was the first to conclude there is a decay rate parameter

variation due to the variable distance of the Earth from the Sun. The

results are shown in Table 3.4. In addition, Jenkins et. al. reported the

detection of a significant decrease in the decay rate parameter of 54Mn

during a strong solar flare at the end of 2006. Jenkins measured the count

rate of 54Mn, and compared it with the Solar X-ray data. The deviation is

clearly visible on 12/12/06, through 12/17/06, which was coincident with

a severe solar storm. Jenkins attributed the annual oscillations observed in
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the data to the variations in solar neutrino flux due to the annual variation

in the distance between the Sun, and the Earth[6, 21].

– Meijer et. al. used reactor antineutrinos as a source. Meijer reported null

evidence of the 54Mn electron capture decay rate parameter to vary due

to an antineutrino flux with improved sensitivity relative to Jenkins’[6, 21,

35], as shown in Table 3.4. The experiments were conducted comparing

the γ-ray count rate during reactor on, and off periods at an antineutrino

flux of „ 5 ˆ 1010 ν cm´2sec´1. The results showed no variations of the

54Mn decay rate parameter. This challenges Jenkin’s conclusions because

the solar neutrino causes only „ 7% (4.6ˆ 109 ν cm´2sec´1) variations on

the Earth. Hence, Meijer should have observed an effect more than 10

times larger than Jenkin’s, if Jenkin’s hypothesis, were correct.

• 137Cs

Table 3.5.
Summary of the 137Cs results.

Source Reference Sensitivity Variation
137Cs Schrader 4.6ˆ 10´4 Negative
137Cs Bellotti et. al. 8.5ˆ 10´5 Negative

– Schrader et. al. observed variations in the decay rate measurements of

137Cs using an ionization chamber at Physikalisch-Technische Bundesanstalt

(PTB)[8]. Schrader concludes the small yearly variations are from the mea-

suring electronics, instead of decay rate parameter variations. The results

are shown in Table 3.5.

– Bellotti et. al. measured the decay rate of 137Cs radioactive source using

a NaI scintillation detector, and a Ge semiconductor detector[19]. The

results are shown in Table 3.5. No significant yearly deviation from the
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expectations was measured. In addition, the data exhibited no decay rate

parameter variations in the presence of the two solar flares of the year

2011, and 2012.

• 226Ra

Table 3.6.
Summary of the 226Ra results.

Source Reference
Sensitivity

Variation
(Size of Effect)

226Ra Siegert et. al. 1ˆ 10´3 Negative
226Ra Jenkins et. al. 2ˆ 10´3 Positive

– Siegert et. al. used 226Ra, having a strong interaction α-particle decay,

to study decay parameter variations. Siegert measured 226Ra decay rate

with an ionization chamber at the PTB[12]. Siegert reported that the os-

cillations of 226Ra have a maximum positive deviation in February, and

minimum deviation in August. He accounted for these oscillations as due

to seasonal environmental variations. This conclusion meets the expecta-

tion of a null result if extensions to weak interactions were the source of

parameter variations. The results are shown in Table 3.6.

– Jenkins re-analyzed Siegert’s 226Ra decay rate data, and showed the ob-

served variations have a correlation to the inverse squared distance between

the Earth, and the Sun[5]. The results are shown in Table 3.6.

In Summary

The literature does not report a consistent picture of decay rate parameter varia-

tions caused by neutrinos or antineutrinos. Moreover, most references do not discuss

the cross section sensitivity in their reports. For this reason, the results are not di-
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rectly comparable without such a framework. All authors except one report only the

size of the effect relative to the decay rate. If the reported results claim interactions

between the decay rate parameter variation, and a neutrino flux, they should show

a meaningful cross-section sensitivity to account for the interaction. Therefore, this

work places previous results into a unified framework expressed as an interaction

cross section due to the neutrino flux. Furthermore, cross-section sensitivity provides

an opportunity to examine further how to proceed in studies of possible decay rate

parameter variations of radioactive isotopes.

3.2 Cross Section Sensitivity to Variations of Decay Rate Parameter

While the exact cause of decay rate parameter variation is not known, if the as-

sumption is correct, the effect is proportional to the antineutrino flux from the reactor

core or the neutrino flux in the case of the solar source. With this assumption, ex-

perimental cross section sensitivity represents the amount of exposure from the source.

To accomplish this the cross section needs to be framed in terms of the decay rate

parameter variation. The standard decay rate is given by

Rptq “ N0λ exp p´λtq

“
N0

τ
exp

ˆ

´t

τ

˙ (3.1)

where N0 is the constant of integration which gives the original number of nuclei

present when exposure begins. λ is the decay constant, and τ is the mean lifetime

which also equals to 1{λ. The variation of the radioactive decay rate parameter at

time t results in

R1ptq “
N0

τ ` δτ
exp

ˆ

´t

τ ` δτ

˙

(3.2)
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where δτ is the measured variation. The experimental cross-section expresses the

reaction rate to the exposure from the source, and can be written as

σ “
Reaction Events per Unit Time per Nucleus

Incident Flux of Neutrinos or Antineutrinos per Unit Area per Unit Time
(3.3)

This is equivalent to

σ “

ˇ

ˇ

ˇ

ˇ

δRptq

Nptq

ˇ

ˇ

ˇ

ˇ

ˆ
1

∆Fνorν̄
(3.4)

where δRptq is the reaction events per unit time. Nptq is the number of nuclei at time

t. ∆Fνorν̄ is the variation of the neutrino or antineutrino flux. Eq.3.4 can be written

σ “
|δRptq{Rptq|

τ ˆ∆Fνorν̄
(3.5)

by definition Nptq “ Rptq{λ.

To convert |δRptq{Nptq| into the measuring limit δλ{λ, the reaction rate per unit

time per nucleus is given by

δRptq

Nptq
“
Rptq ´R1ptq

Nptq

“
N0

“

τ´1 exp p´t{τq ´ pτ ` δτq´1 exp p´t{pτ ` δτqq
‰

No exp p´t{τq

“
1

τ
´

1

pτ ` δτq
exp

ˆ

´t

τ ` δτ

˙

exp

ˆ

t

τ

˙

(3.6)

Because δτ ! τ ,

exp

ˆ

´t

τ ` δτ

˙

„ exp

ˆ

´
t

τ

ˆ

1´
δτ

τ

˙˙

“ exp

ˆ

´
t

τ

˙

exp

ˆ

δτ

τ

t

τ

˙

,

(3.7)

and
1

pτ ` δτq
„

1

τ

ˆ

1`
δτ

τ

˙´1

. (3.8)
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Using these approximations in Eq 3.6 results in

δRptq

Nptq
“

1

τ

«

1´

ˆ

1`
δτ

τ

˙´1

exp

ˆ

δτ

τ

t

τ

˙

ff

(3.9)

Even with significant decay (t „ τ), the exponential term in Eq. 3.9 is still small

because δτ{τ ranges from 10´2 to 10´5. From this consideration

δRptq

Nptq
“

1

τ

„

1´

ˆ

1´
δτ

τ

˙ˆ

1`
δτ

τ

t

τ

˙

“
1

τ

„

δτ

τ

ˆ

1´
t

τ
`
δτ

τ

t

τ

˙ (3.10)

In this experiment as well as all those reviewed the measurement time t ! τ , therefore,

δRptq

Nptq
„

1

τ

δτ

τ
(3.11)

All the reviewed results as well as this experiment can be framed as a cross section

for comparison by dividing by the neutrino flux variation. Inputting the variation

decay rate, Eq. 3.11 into Eq. 3.4 yields,

σ “

ˇ

ˇ

ˇ

ˇ

1

τ

δτ

τ

ˇ

ˇ

ˇ

ˇ

ˆ
1

∆Fνorν̄

“
|δτ{τ |

τ ˆ∆Fνorν̄

(3.12)

where ∆Fνorν̄ is the variation of the neutrino or antineutrino flux. With δτ “ ´δλ{λ2,

and τ “ 1{λ, Eq. 3.12 can be written

σ “
|δλ{λ|

τ ˆ∆Fνorν̄
(3.13)

From this it is observed there are two routes to improve the cross section sensitivity.

The first method is to measure the isotope decay parameter as precisely as possible.

The second is to get as close as possible to the reactor core to increase the antineutrino

flux. This experiment has taken both approaches.
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Figure 3.1. Using the estimates in this section shown is the cross
section limit divided by the measuring time in units of mean lifetime.
The cross section sensitivity is reduced as a function of experimental
observation time due to the decay of the isotope.

The HFIR Experiment Sensitivity Estimation

As will be shown, the flux (Fν) in HFIR is „ 2.86 ˆ 1012 ν cm´2 sec´1 at 6.53

meters from the core. The reactor power is highly stable so the reactor-on antineu-

trino flux from HFIR is constant as a function of time in this experiment. A single

reactor-on period is nearly 26 days compared to the 54Mn mean lifetime, 450.41 days,

satisfying t ! τ , and as shown in Figure 3.1 no correction to Eq.3.13 is required. The

cross section limit is effectively set by averaging individual reactor-on, and reactor-off

measurements.
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Eq.3.13 shows that the cross-section sensitivity is related to the measuring error, is

inversely related to the mean isotope lifetime, and the antineutrino flux. By using the

54Mn mean lifetime, τ “ 450.41 days, setting the measuring error to δλ{λ „ 10´5, and

using the neutrino flux at 6.53 meters away from the core, the expected cross-section

sensitivity for this experiment is found using Eq. 3.13 to be

σ „ 9.0ˆ 10´26 cm2. (3.14)

Solar Neutrino Variation Estimation

Most of the references have used the Sun as a neutrino source. The total solar

neutrino flux on the Earth is 6.5ˆ 1010 ν cm´2s´1. The variation of the neutrino flux

depends on the distance between the Earth, and the Sun. The Earth has an elliptical

orbit with perihelion at 147.1M km, and aphelion at 152.1M km. The semi-major

axis is 149.6M km. The solar neutrino flux is proportional to the inverse squared

distance, thus

1{r2
perihelion ´ 1{r2

aphelion

1{r2
semi´major

“
p1{147.1q2 ´ p1{152.1q2

p1{149.6q2

„ 7%

(3.15)

The result of the above equation yields a solar neutrino flux variation of nearly

7%. The amplitude of the variation of the solar neutrino flux is then „ 4.6 ˆ

109 ν cm´2sec´1 on the Earth.
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Branching Ratio Cross-section Sensitivity

If an isotope has more than one decay mode, the branching fraction of the decay

mode must be taken into consideration. The effective decay rate can be modified by

multiplying with the branching fraction f

σeffective “

ˇ

ˇ

ˇ

ˇ

δRptq

Nptq

ˇ

ˇ

ˇ

ˇ

ˆ
1

∆Fνorν̄
ˆ f (3.16)

The cross-section sensitivity defined by Eq.3.13 can then be modified to be

σeffective “
|δλ{λ|

τ ˆ∆Fν or ν

ˆ f (3.17)

where τ is the mean lifetime of the isotopes, ∆Fν or ν is the flux variation of the neu-

trino or antineutrino source. Hence, the cross section sensitivity is improved by a

factor of f , the branching fraction.

In conclusion, the cross-section sensitivity is obtained from the measuring error of

the decay rate parameter, mean lifetime of the isotope, the variation in the neutrino

or antineutrino flux. The cross-section sensitivity obtainable at HFIR is at the level of

approximately 103 to 104 times more sensitive than past published results. If a decay

parameter variation were detected due to antineutrino interactions, the neutrino-

nucleus interaction would occur at the level of strong interaction nuclear cross sections.

The cross-section sensitivity from all references in the literature has been calculated

based on Eq.3.13. The references in Table 3.7, Table 3.8 provide a complete review

of the literature. These cross-section limits are also displayed in Figure 8.1.
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4. Experimental Configuration at High Flux Isotope Reactor

The experiment used a 60% High Purity Germanium Detector Spectrometer(HPGe)

system to test the variation of the decay rate parameter of 54Mn. The HPGe has

an energy resolution δE{E „ 1.67 ˆ 10´3 at Eγ “ 1.33 MeV measured using a 60Co

button source placed at the center of the HPGe detectors face. The antineutrino

source for the experiment is the High Flux Isotope Reactor (HFIR) located at Oak

Ridge National Lab at Tennessee, USA. The HPGe system, and shielding house were

designed, built, and tested at Purdue, and then shipped to HFIR for the experiment.

4.1 High Flux Isotope Reactor (HFIR)

High Flux Isotope Reactor (HFIR) is a light-water-cooled, and moderated, beryllium-

reflected, and flux-trap type reactor[57]. The original purpose of HFIR is for the

production of transuranic isotopes. The goal of HFIR includes materials irradiation,

Figure 4.1. High Flux Isotope Reactor at Oak Ridge National Lab
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Figure 4.2. The power as a function of time of High Flux Isotope
Reactor at Oak Ridge National Lab during this experiment. Three
independent detectors are used to verify the stability of the reactor
power. The average power was measured to be 86.007˘0.22 MW.

neutron activation, and neutron scattering. It has a peak thermal neutron(25 meV)

fluence of 2.5ˆ1015 n cm´2sec´1. The thermal neutron flux of the HFIR core is „ 100

times higher than cores of commercial nuclear power plants („ 1013 n cm´2sec´1).

HFIR uses highly enriched 235U (HEU) as the fuel. The operating cycle normally con-

sists of full-power operation for approximately 23-27 days at „ 86 MW. Figure 4.2 is

the HFIR reactor power as a function of time during this experiment. The average

operating power was calculated from the recorded reactor power data taken every

second, and is 86.007˘0.22 MW. The reactor power is very stable with a variance of

δp{pmean „ 2.6ˆ 10´3, where δp is the standard deviation of the average power, and

pmean is the average power of HFIR in operation.

4.2 Reactor-Generated Antineutrinos

Nuclear power reactors are the brightest antineutrino sources. Antineutrinos are

produced from the unstable fission fragments decay. The excess neutrons undergo β´
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Figure 4.3. Mass distribution of 235U fission fragments[58]. The pos-
sible fission fragments are centered around A„95, and A„137 which
must share the original 92 protons. A typical pair of fragments from
235U fission are Xenon(A=140), and Strontium(A=94).

decay which produces protons, electrons, and antineutrinos as the fragments move

towards stability. While the fission fragments are not unique, a possible reaction is

235
92 U` nÑ 140

54 Xe`94
38 Sr` 2n (4.1)

which illustrates the asymmetric mass distribution of the produced fragments shown

in Figure 4.3. Most of these fission fragments are highly unstable(radioactive), and

undergo further radioactive decays to stabilize. For example, 140
54 Xe will decay to 140

58 Ce

via β´ decay, generating the possible decay chain

140Xe
14 s
ÝÝÑ

140Cs
64 s
ÝÝÑ

140Ba
13 d
ÝÝÑ

140La
40hr
ÝÝÝÑ

140
58 Ce. (4.2)
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Likewise, 94
38Sr will decay to 94

40Zr via β´ decay, and follow the possible chain to stabilize,

94Sr
75 s
ÝÝÑ

94Y
19min
ÝÝÝÝÑ

94
40Zr. (4.3)

In this example, the stable end chain nuclei have a total of 98 protons, and 136

neutrons. The fission fragments (parent nuclei) have together 92 protons, and 142

neutrons. Thus, 6 neutrons have β-decayed to protons. Similarly, for each 235U fission,

the fission fragments have on average six negative beta decays (6 neutrons must decay

to 6 protons) which results in six antineutrinos produced per each fission.

4.3 Flux of Antineutrinos at High Flux Isotope Reactor

The average antineutrino flux can be estimated by the fissile fuel composition,

235U, in the HFIR core, and the reactor’s thermal power. Because the antineutrino

flux is related to the reactor thermal power, the reactor antineutrino flux impinging

on a detector can be accurately calculated. The antineutrino flux at HFIR is

dNν

dt
“ nν ˆ

PH
EF

(4.4)

where PH is the average thermal power output, EF is average released thermal energy

per fission, and nν is the average number of antineutrino generated per fission.

Table 4.1 displays the parameters needed to find the antineutrino flux for the most

common reactor fuels. The thermal energy released per each fission of 235U is

Ef “ EF ´ xEνy ˆ nν

“ 201.7´ 1.46ˆ 5.58

“ 193.6MeV

(4.5)
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Table 4.1.
Antineutrino characteristics from 235U, 238U, 239Pu, and 241Pu[59].

Type of Fuel 235U 238U 239Pu 241Pu
Released energy per fission (EF )(MeV) 201.7 205 210 212.4

Mean energy of ν (xEνy)(MeV) 1.46 1.56 1.32 1.44
Number of ν per fission (nν)(E ą 1.8 MeV) 5.58 6.69 5.09 5.89

where EF is the released energy per fission, and xEνy is the mean energy of the

antineutrinos. Hence, the typical rate of 9Nν from the HFIR reactor core is given by

9Nν “ 5.58ˆ
86.007MW

193.6MeV

“ 1.53ˆ 1019 ν sec´1.

(4.6)

At a distance, d “ 6.53m from the core, the antineutrino flux at the HPGe detector,

assuming the core is a point source, is estimated to be

FνpHFIRq “
1.53ˆ 1019 ν sec´1

4πp653q2 cm2

“ 2.86ˆ 1012 ν cm´2sec´1

(4.7)

which is nearly 50 times higher than the solar neutrino flux on the Earth, and more

than 600 times higher than the variation in the solar neutrino flux on the Earth.

4.4 Experiment Layout at HFIR

The HPGe spectrometer layout at HFIR is shown in Figure 4.5. The use of

5.5 tons of lead, as well as copper, aluminum, and borated poly shielding, reduced

the background radiation activity by a factor of one thousand to the level of a few

counts per second full spectrum (3 KeV to 3 MeV). Two ORTEC HPGe detectors are

used for collecting the source, and background spectrum. The detectors are cooled by

X-Cooler-3 mechanical Liquid-Nitrogen-Free chillers, and the signal processing is per-
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Figure 4.4. (Left) Nitrogen gas atmosphere to reduce reactor pro-
duced 40Ar in the housing, and eliminate humidity to the detector.
(Right) HPGe detector spectrometer system in operation at HFIR

formed by a Digital Spectrometer (DSPEC-50) multichannel analyzers. The detectors

are housed in a temperature controlled enclosure, which is continuously flushed with

high purity nitrogen to eliminate condensation, and to isolate the detector from the

reactor produced 40Ar radioactive background. The daily spectrum was saved into

a computer which can be remotely controlled from off-site. The data was uploaded

to an online storage service for further processing. The output spectra have been

corrected, and produced by a 320 cores Intel Xeon E5450 cluster with MATLAB pro-

gramming.

A well-known source for systematic error in counting experiments is a detector’s

response to ambient environmental factors such as temperature, pressure, and relative

humidity. Variations in the ambient environmental factors can produce effects that

mimic fundamental interactions if not accounted for. Figure 4.6 shows the ambient
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Figure 4.5. Experimental Layout at HFIR, The HPGe detector
system is located 6.53 meter from the reactor core. The flux is
2.86ˆ 1012 ν cm´2sec´1 when the reactor is in operation. One HPGe
detector is to measure the 54Mn Source spectrum. The other HPGe
detector is to monitor the background rate. A DSPEC collects, and
analyzes the voltage pulses from the HPGe detector. Two mechani-
cal cooler keep the HPGe detectors near liquid nitrogen temperature.
Data Processing used a 320 cores Intel Xeon E5450 based cluster with
MATLAB programming.

temperature, pressure, and relative humidity as a function of time.

The ambient pressure oscillations are limited to δP {P „ 0.6%, and behaves ran-

domly as shown in Figure 4.6.

The ambient temperature shown in Figure 4.6 shows a „ 27% oscillation dur-

ing the reactor-off Period 1. The ambient temperature also has some small „ 10%

variation in Period 2, Period 3, and Period 4. The ambient temperature displays a

significant „ 20% drop in the reactor-off Period 5, and reactor-on Period 6, caused

by an outage of the air conditioning in the HFIR facility lasting about one month.

These ambient temperatures variations are addressed as corrections by the study of

variations in the relation between the ambient temperature, and the daily decay rate
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Figure 4.6. Ambient pressure, temperature, and humidity as a func-
tion of time at HFIR.

fitting residuals, using a side band method.

The relative humidity shown in Figure 4.6 has a decreasing trend due to the

seasons; starting high at the start of the experiment in August, and decreasing towards

spring at the experiment’s end. The humidity has been fit to

hptq “ h0 ` Asinpωt` φq (4.8)
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Figure 4.7. Daily average humidity fitted with in phase periodic func-
tion (Eq. 4.8), fixed at 1 year, as a function of time.

Table 4.2.
The yearly cycling of the humidity relative to the experiments starting date

Fixed ω=1 year Phase (φ)
In Phase -79 ˘ 1 day

Out of Phase 103 ˘ 1 day

and is shown in Figure 4.7, for the case, ω is fixed at one year to match the cycling

of the seasons. Two cases are fit, the data, and the negative of the data in order to

compare with other in phase, and out of phase distributions. The results are shown

in Table 4.2.

4.5 High Purity Germanium Detector (HPGe)

An HPGe detector behaves in a way similar to a semiconducting diode detector.

The incoming γ ray is absorbed by the crystal creating electron, and hole charge

carriers generated proportional to the ratio Eγ{EGapp0.72eV q. The charge carriers

are drawn to the inner, and outer contacts by the bias voltage. HPGe detectors are
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Figure 4.8. Configuration of High Purity Germanium Detector
(HPGe). (a) The HPGe detector is encased in a vacuum housing.
(b) The incoming gamma ray is absorbed by the crystal, and a pro-
portional number of electron-hole charge carrier are generated. The
current is sensed 1st by a cold pre-amplifier, and converted to an
electric pulse.

unable to operate at room temperature due to a large number of electrons able to

cross the band gap of the Ge crystal. For this reason, the operational temperature

of HPGe detectors was „ 84oK eliminating the probability of thermally excited elec-

trons crossing the band gap into the conduction band of the crystal.

Charge carrier can be trapped on radiation-induced defects in the Ge crystal.

This has the effect of broadening the line shape. For this reason, the line shape is not

Gaussian, and in fact, no model can properly describe the trapping effects to the 10´5

accuracy required in this experiment. Nonetheless, HPGe detectors have excellent
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linearity as they are a gain-one device. An HPGe detector is to first order insensitive

to low levels of external electric fields, magnetic fields, and ambient temperature

variations.

4.6 Shielding Performance, and Background Stability of the HPGe De-

tector

Background radiation is any radiation present in the environment which is not

from the radiation source of interest. The background radiation in HFIR is due to

(1) the neutrons, and gamma rays directly produced from the reactor operation,(2)

cosmic radiation, (3) HPGe detector itself, (4) neutron activated building compo-

nents, (5) scattered radiation from the nearby beamline operations, (6) shielding

materials, (7) decay radiation from the nearby source storage room, and (8) natural

Figure 4.9. (Left) The HPGe detector measured the background
spectrum at HFIR. (Right) The HPGe source detector measured the
source spectrum. Various material such as lead, aluminum, copper,
and borated poly shielding have been utilized to reduce the back-
ground radiation. The complete shielding is not shown in these pic-
tures.



42

0 500 1,000 1,500 2,000 2,500 3,000
10−6

10−5

10−4

10−3

10−2

10−1

100

101

Energy (keV)

R
at

e
(c

ou
nt

s/
ke

V
/s

)

Unshielded (Rx on)
Unshielded (Rx off)
Fully Shielded (Rx off)
Fully Shielded (Rx on)

Figure 4.10. HFIR background spectra with, and without shielding
in the reactor on or off status. The spectra show that the shielding
was effective in suppressing the backgrounds by a factor greater than
1.8ˆ 10´4 (reactor-on), and 6.7ˆ 10´4 (reactor-off).

radioactivity within the building. As the detector is 6.53 meter from the HFIR core,

the gamma rays, and neutrons produced during reactor operations are significant, and

indeed become the dominant background source in the HPGe spectrometer. Various

materials have been used to reduce the background based on absorption cross sec-

tions. Lead, copper, and aluminum are utilized for the γ-ray shielding. Borated-poly

is for neutron shielding. The copper is to eliminate the fluorescence from lead, and

the aluminum to eliminate the fluorescence from the copper. Figure 4.10 shows the

background radiation with, and without shielding during reactor-on, and reactor-off

periods. The spectra show that the shielding is effective in suppressing the back-

grounds by a factor greater than 1.8ˆ10´4 (reactor-on), and 6.7ˆ10´4 (reactor-off).

The background spectra were collected in order to subtract the background from

the 54Mn source spectra. The background data were collected for nearly 90 days con-
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sisting of hourly, daily, and 10 days background runs after the 54Mn was removed on

03/09/2016. The full background measurement includes two reactor-on periods, and

one reactor-off period. Before background subtraction, the time-dependence stability

of the background rate is checked.

The total error in the channel by channel rate calculation in a single spectrum is

given by

σ2
i “

Ni

p∆tq2
`

N2
i

p∆tq2
ˆ
pδtq2

p∆tq2
(4.9)

where Ni is the count for each channel of the background spectrum, and ∆t is the live

time of that background spectrum. The 1st term is the Poisson distributed statistical

error, and the 2nd term is the timing error from the DSPEC-50. The DSPEC-50 re-

ports out the live-times to an accuracy of 0.1 sec. The uncertainty due to the timing

error in a uniform distribution is δt “ 0.1sec{
?

12 „ 0.029 sec.

Figure 4.11 shows the full background spectrum rate as a function of time af-

ter removing of the 54Mn source. Table 4.3 summarizes all the information during

the background collection periods. Timing errors from the DSPEC-50 are below

8.13 ˆ 10´7cps which are negligible but tracked throughout the analysis. The rate

distributions for the runs taken in Period 1, Period 2, and Period 3 are Gaussian (Fig-

ure 4.11). The width of the distributions are in agreement with the estimate found

using the averaged error of the mean found for each run. As shown in Table 4.3, the

statistical mean run error, and the width of the run rate distribution are in agree-

ment. This means the calculated errors are correct as proven by the distributions.

The means of three reactor-off Periods 2, 3, and 4 are in excellent agreement with

their individual variation from the averaged mean shown in the standard deviation

row in Table 4.3. These results prove the background is exceptionally stable over

the 74-days reactor-off period. All the reactor-off data are used for the background

subtraction. The two reactor-on Period 1, and 5 are in disagreement at the level of
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0.04 ˘ 0.005cps from the mean. While the disagreement is small, it is significant.

The Period 1 data was discarded since Period 1 started just after removing the 54Mn

source by deconstruction of the shielding, and reconstruction over a period of about a

week. The 5-day Period 1 data is considered unstable as the detector system needed

time to reach equilibrium. For this reason, the reactor-on background used for cor-

rections only included Period 5, consisting of the average of 5 1-day runs.

The average full spectrum rate for the reactor-on background is 4.502˘ 0.003cps

from Period 5. The average rate for the reactor-off background is 3.2003˘ 0.0007cps
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using Period 2, Period 3, and Period 4, that is the average of the 74 days of runs.

The average rate of 54Mn full spectrum is „ 6500cps. From this, the estimated

error level for the reactor-on background spectrum is „ 6ˆ 10´7, and the reactor-off

background error is „ 1ˆ10´7. Both are small enough to be neglected but are tracked

throughout the analysis.
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5. Energy Calibration of the 54Mn, and the Background

Spectra at HFIR

High Purity Germanium (HPGe) detector gamma-ray spectroscopy has wide-ranging

applications. HPGe detector must be calibrated before proceeding with data cor-

rection, and analysis. That is, the relationship must be known between the energy

deposited in the detector by a gamma ray, and the amplitude of the corresponding

amplifier output pulse. The energy range sensitivity of commercial spectrometer sys-

tems ranges from 3 KeV to over 12 MeV. Because the Ge crystal is a gain-1 device,

it is standard practice to use a linear relationship between the channel scale, and

the energy scale. However, in this experiment, the electronics introduced a nonlinear

term into the calibration.

To measure the calibration accurately, spectral lines are measured over the full

energy range. For background spectra, 13 lines between 3 KeV, and 3 MeV were

used in the calibration. These lines are produced by neutrons, neutron-induced am-

bient background, beta decay transitions induced by neutrons, atomic fluorescence,

and natural environmental backgrounds. Because the 54Mn source overwhelms these

background calibration lines, the 54Mn spectra have been calibrated using the In-

dium X-ray K-edge peak, the Compton edge, and back-scattered peak, the 54Mn

photopeak, and a 208Tl gamma line. Both spectra type used a two-step calibration

process. First, fitting the line shape for its centroid, and, second, combining all the

fitting information into the non-linear detector calibration.
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5.1 Energy Calibration of Background Spectra

Background spectra were collected in the HPGe detector with the source removed

while the reactor was both in on, and off status. The background reactor-on data set

was collected, from June 14, 2016, to June 19, 2016, consisting of approximately 120

hours of data. The data set consisted of 5 independent 24-hour spectra. Additional

reactor-on data, consisting of 5 days of 1-hour runs, were discarded as discussed in

Chapter 4. The reactor-off data set was collected from March 19, 2016, to June 04,

2016, consisting of 833 independent 1-hour spectra, 12 independent 1-day spectra,

and 3 independent 10-days spectra. Figure 5.1, and Table 5.1 show the 13 spectral

lines used in this calibration. The background data calibration process involves fitting

the line shape for the centroid, and second combining all the fitted information into

the detector calibration. The line shape was assumed to be a Gaussian distribution

Table 5.1.
Spectral lines used in the calibration of the background energy calibra-
tion. Accepted energies are from the National Nuclear Data Center,
Brookhaven National Laboratory, based on ENSDF[60]. Accepted
centroids are the fit bin number.

Nuclide
Accepted Accepted

Energy(KeV) Centroid(No.)
1 210Pb 46.5390˘0.0023 205.4116˘0.0101
2 234Th 63.2900˘0.0200 279.7169˘0.0889
3 234Th 92.6000˘0.0200 409.6237˘0.0889
4 208Tl 583.1870˘0.0091 2582.2496˘0.0403
5 214Bi 609.3200˘0.0090 2697.5935˘0.0400
6 137Cs 661.6570˘0.0073 2929.7250˘0.0325
7 228Ac 911.2040˘0.0129 4034.3824˘0.0575
8 228Ac 968.9710˘0.0206 4290.3542˘0.0914
9 234mPa 1001.0300˘0.1000 4433.2512˘0.4444
10 214Bi 1120.2940˘0.0325 4960.8312˘0.1445
11 40K 1460.8220˘0.0324 6469.5223˘0.1438
12 214Bi 1764.4910˘0.0328 7815.7520˘0.1460
13 208Tl 2614.5110˘0.0224 11582.8926˘0.0995



49

1.0x10
-2

0.8

0.6

0.4

0.2

0.0

C
ou

nt
 R

at
e 

(c
ps

)
 

4003603202802402001601208040

Energy(KeV)

234
Th

234
Th

235
U

210
Pb

214
Pb

228
Ac

214
Pb

2.0x10
-3

1.5

1.0

0.5

0.0

C
ou

nt
 R

at
e 

(c
ps

)
 

1000900800700600500400

Energy(KeV)

228
Ac

208
Tl

214
Bi

137
Cs

228
Ac

3.5x10
-4

3.0

2.5

2.0

1.5

1.0

0.5C
ou

nt
 R

at
e 

(c
ps

)
 

260024002200200018001600140012001000

Energy(KeV)

214
Bi

40
K

234m
Pa

214
Bi

214
Bi

214
Bi

208
Tl

Figure 5.1. Background spectrum with 19 identified lines at HFIR. 13
spectral lines have been selected for the background spectrum energy
calibration shown in Table 5.1.

with a continuous background,

fpxq “ a` bx` cx2
`

A
?

2πσ
exp

˜

´px´ x0q
2

2σ2

¸

(5.1)
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Table 5.2.
Calibration coefficients of background spectra with reactor-off for lin-
ear, and nonlinear calibration. χ2 per degree of freedom significantly
improves with the nonlinear calibration.

Background Spectral with Reactor Off Status
Type of aback bback cback χ2{DoF

Calibration (KeV) (KeV/No.) (KeV/No.2)
Linear 0.1824˘0.0032 0.2257˘1.7E-6 N/A 60.84

Non-linear 0.1466˘0.0024 0.2258˘2.4E-6 -1.1E-08˘4.0E-10 6.46

Background Spectral with Reactor On Status
Linear 0.1578˘0.0094 0.2257˘6E-6 N/A 6.61

Non-linear 0.1222˘0.0072 0.2257˘8E-6 -1.2E-08˘1E-9 1.29

where a, b, and c are the coefficients of the continuous background, A is the counts

under the Gaussian distribution, x0 is the centroid, and σ is the energy resolution of

the line shape. A χ2 per degree of freedom minimization is performed using Poisson

statistics weighting (
?
Ni). The accepted line energies are from the National Nu-

clear Data Center(NNDC), Brookhaven National Laboratory, based on ENSDF[60].

However, the centroid resolution of the HPGe detector is not as well controlled as

the uncertainty given by the standard values from the NNDC. The line shape in an

HPGe detector is not well-known function if high accuracy is required. Because the

measuring resolution is on the order of 1 keV, and the number of counts in each line

varies considerably, it was decided to fix the error assigned to each reference line to

the uncertainty listed by the NNDC or the measured error found from the fitting,

whichever was larger. This method was selected so that no single line dominated

the calibration fit, and the errors were dominated by the statistics, and the energy

resolution of the measurements.

The Ge crystal in the HPGe detector is a gain-1 device, so it is standard practice
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Figure 5.2. Background spectral line residuals for reactor-off, and
reactor-on status. The nonlinear calibration for this experiment re-
duces standard deviation in the residuals of the background spectral
lines.

to use a linear relationship between the channel scale, and the energy scale.

Ei “ aback ` bback ˆ i (5.2)

The energy(Ei) is equated to the channel number (i) using two constants aback, and

bback for the background calibrations. To check the goodness of the background

calibration, Figure 5.2 shows the residual at each spectral line for the reactor-off,

and reactor-on calibration using the linear conversion. The total χ2 per degree of

freedom(χ2
DoF ) for the linear calibration is 60.84 for the reactor-off data, and 6.61 for

the reactor-on data. These results are not acceptable values. The residuals of the
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background spectral lines with both reactor-on, and reactor-off are many standard

deviations away from the fit. Because the experiment requires a high precision correc-

tion at the level of 10´5, further calibration of the background spectrum is necessary.

While the HPGe detector response should be linear, the amplifier, and DSPEC-50

electronics are likely sources of the non-linear behavior. To improve the accuracy, a

second-order nonlinear calibration is assumed,

Ei “ aback ` bback ˆ i` cback ˆ i
2 (5.3)

where aback, bback, and cback are the calibration coefficients. The χ2 per degree of

freedom significantly drops to 6.46 during the reactor-off period, and 1.29 during

the reactor-on period. The nonlinear calibration significantly improves the standard

deviation for spectral lines in the high energy range. Because the reactor-off back-

ground is a 74 days average spectrum, the χ2 per degree of freedom for the reactor-off

period is dominated by better statistical error without consideration to systematic

errors. Temperature variations during this period, and the complex line shape for

each spectral line causes systematic error, not taken into account in the χ2. It was

desired to keep each lines importance related to its statistics, making the measured

χ2 acceptable. The nonlinear calibration coefficients, aback, bback, and cback, will be

used for further background corrections to the spectral data.

5.2 Energy Calibration of 54Mn γ-Spectra

The 54Mn source spectra need to be converted from channel number to an en-

ergy scale so that the background energy scale can be matched to it, and subtracted.

The high rate of the 54Mn source overwhelms all the background lines except for the

high energy 208Tl line. For this reasons, a new set of calibration lines is required.

The calibration lines are limited to 5-lines, the Indium atomic K-edge, the Backscat-

tered Compton peak, the Compton edge peak, the 54Mn photopeak as well as the

208Tl, as shown in Figure 5.3. The pile-up lines above the photopeak cannot be used
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Figure 5.3. Logarithm scale of the 54Mn γ-spectrum at HFIR. In-
dium atomic K-edge, Backscattered peak, Compton edge peak, 54Mn
photopeak, and 208Tl have been used to calibrate the 54Mn spectra

because their precise energy is unknown. Each daily 54Mn spectrum is individually

calibrated. The data is fit using a Gaussian distribution function which represents the

complete energy deposition by the incident photon, and a second-order polynomial

which represents the background spectrum,

fpxq “ a` bx` cx2
`

A
?

2πσ
exp

˜

´px´ x0q
2

2σ2

¸

(5.4)

where a, b, and c are the coefficients of the continuous background, A is the total

count rate under the Gaussian distribution. The fit weighting of each channel is given

by Poisson counting statistics. The centroid (x0), and energy resolution (σ) are also

obtained from this fitting. The energy for the 54Mn photopeak, and 208Tl are from the

NNDC[60]. The energy of the Indium K-edge line is from X-ray Transition Energy
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Database, Physical measurement, Laboratory, NIST[61].

The nonlinear energy calibration requires three parameters, and only three lines

are usable in the 54Mn spectrum. This results in an unacceptable zero degree of

freedom fit to the spectrum. For this reason, the Backscattered peak, and Compton

edge peak were studied for this calibration. The Compton edge, and the Backscattered

peak are due to incomplete absorption of the full energy of the incoming γ-ray. In

Compton scattering, the gamma photon interacts with the electrons as if they were

free or unbound. The Compton shift in energy at an angle θ is given by

Eγ1 “
Eγ

1` Eγ
m0c2

p1´ cos θq
(5.5)

As the incident photons are scattered, the Compton scattered electrons have a con-

tinuous distribution of energy from zero in the forward direction to a maximum when

the photon is Backscattered. The Backscattered peak is due to 54Mn photons which

first interact by a single Compton scattering with the shielding material surrounding

the detector. The energy of the Backscattered photon (θ “ 180o) is

Eb “
Eγ

1` 2 Eγ
m0c2

(5.6)

The Compton edge is the maximum energy of an electron from a single Compton

scattering with in the detector,

Eedge “ Eγ ´ Eb

“ Eγ

˜

1´
1

1` 2 Eγ
m0c2

¸

(5.7)

Based on the 54Mn photopeak energy 834.848 KeV, the predicted Backscattered en-

ergy is „195.629 KeV. The predicted Compton edge peak is „639.220 KeV. Table 5.3
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Table 5.3.
Accepted energy, and uncertainty of the calibration lines for the 54Mn
spectrum. The accepted energy, and uncertainty of Indium Atomic
K-edge is from X-ray Transition Energy Database, NIST[61]. The
accepted energy, and uncertainty of 54Mn photopeak, and 208Tl γ-
line are from NNDC[60]. The accepted energy of the Backscattered
Peak, and Compton peaks are based on calculation in this Section.
The estimated uncertainty of the Backscattered Peak, and Compton
peaks are taken from the range of centroid values found by varying
the fitting range.

Type of Accepted
Spectral Lines Energy (KeV)

Indium Atomic K-edge 24.002˘0.017
Backscattered Peak 195.628˘0.112
Compton Edge Peak 639.221˘0.225

54Mn Photopeak 834.848˘0.003
208Tl γ-Line 2614.511˘0.115

summarize the accepted energy, and uncertainty of each line in 54Mn spectrum.

The difficulty associated with these of Backscattered, and Compton edge peaks

for energy calibration is to determine the centroid of those two peaks. To find the

location of these peaks, a differential technique is used. The differential spectrum is

give by

Di “ Ni`1 ´Ni (5.8)

where Ni is the counts in the ith channel in the 54Mn spectra. Figure 5.4 shows the

differential peaks of the Backscattered as well as Compton Edge Peak. After obtaining

the centroids from the differential spectra for the Compton, and Backscattered peaks,

a nonlinear function was used to calibrate the 54Mn daily spectrum

ESource
i “ ar ` br ˆ i` cr ˆ i

2 (5.9)
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Mn Spectrum
 Differential Spectrum
 Fit Differential Spectrum

Figure 5.4. Differential Backscattered, and Compton Edges peaks
from 54Mn daily spectra at HFIR.

where ar, br, and cr are the coefficient of the nonlinear calibration. r represents the

54Mn spectrum of rth day. Unfortunately, the residuals for the Backscattered, and

Compton Edge peaks were found to be unacceptable; causing unacceptable calibra-

tions. The exact centroid value for the Backscattered, and the Compton Edge peaks

depend on the source, detector, and shielding geometry. For this reason, the peak

centroids of those peaks do not match the predicted energy of the Backscattered, and

Compton edge peaks. In order to assign the correct centroid value of those peaks,
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Figure 5.5. Independent 54Mn spectrum measured in the Physics
Building at Purdue University used to study systematic shift.

the shift of the Backscattered (δEBack), and the Compton Edge (δECompton) peaks

are described as

EBack ` δEBack ` ECompton ` δECompton “ Ephotopeak (5.10)

Because the sum of EBack, and ECompton is Ephotopeak, based on the Eq.5.7, Eq. 5.10

can be simplified into

δEBack “ ´δECompton (5.11)
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Mn Spectrum

Figure 5.6. Differential Backscattered, and Compton Edges peaks
from an independent measurement of the 54Mn daily spectrum made
in the Physics Building at Purdue University to study the energy peak
shift.

Eq. 5.11 shows the shift of the Backscattered Compton peak, and Compton edge

peaks are equal, but of opposite sign.

| δE | is found by taking the average shift from the nonlinear fit required to place

the two differential peaks on to the fit. Only the residuals from the 1st day of the

54Mn data taking, the statistically most significant data, were used to calculate the
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shift for all the experimental spectra. The shifted value of the Backscattered, and

Compton edge peak for the HFIR data is measured to be „ 0.2235 KeV („ 1 bin)

with each peaks shifting in the opposite direction.

To verify this analysis, an independent 54Mn spectrum was taken using a different

HPGe detector with similar geometry in the Physics Building at Purdue University.

The results are shown in Figure 5.5. Figure 5.6 shows the Backscattered peak, Comp-

ton Edge peak, and their differential peaks from this measurement. Again, a nonlinear

calibration was used, and the fit residuals of the Backscattered, and Compton Edge

peaks from the independent spectrum were found to have the same value but with

opposite sign, verifying Eq. 5.11. This method was used to optimize the calibration

precision for every daily spectrum using only the first day’s spectrum to find the

centroid’s shift value.

Discussion of Calibration Coefficients

The results of the fitting are shown in Figure 5.7. Again, the calibration coefficient

ar, br, and cr are shown as a function of time found using the shifted centroids method.

Constant Terms ar

The constant terms ar vary about zero with a variance of „ 0.02 KeV or less than

10% of a single bins width at 0.225 KeV. The ar parameters measure offsets in the

energy scales. ar is expected to be nearly zero in a low noise environment which is

the case in this experiment. The stability of ar yields a stable Region of Interest

continuing the 54Mn photopeak.
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Figure 5.7. Nonlinear energy calibration parameters, ar, br, and cr,
determined for each of the daily 54Mn spectra.

Linear Terms br

The linear parameter is well measured with an accuracy of δb{b „ 7 ˆ 10´5.

Nonetheless, the br vary over the course of the experiment due to temperature vari-

ations driven by the X-cooler responding to variation in the humidity. To show this,

the linear br parameters are fit to a periodic function,

bptq “ b0 ` Asinpωt` φq (5.12)
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Figure 5.8. Daily averages for the humidity, temperature of the HPGe
source detector, and the linear term br. Each is fitted with a periodic
function fixed at 1 year, as a function of time.

in which ω is fixed at 1-year. The resulting excellent fit, χ2{Dof “ 1.14, is displayed

in Figure 5.8, and the phase in Table 5.4.

Likewise, the detector temperature is fit as a function of time, with the fit shown

in Figure 5.8, and Table 5.4. It should be noted that the magnetude of br is di-

rectly related to the detectors band gap which has a temperature dependence given
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Table 5.4.
The yearly cycling of the humidity, temperature for the HPGe source
detector, and linear term b values relative to the experiments starting
date.

Fixed ω=1 year Negative phase (φ)
Out of phase humidity 103 ˘ 1 day

Source detector temperature 101 ˘ 6 day
Linear term b 122 ˘ 2 day

by Varshni’s empirical form[62]. Varshni’s form predicts that lower temperatures pro-

duce larger band gaps, and vice versa. Since lower br values represent larger band

gaps, b, and the detector temperature should be in phase. As shown in Table 5.4,

the phases are in reasonable agreement.

However, the temperature of the housing enclosure is held at a very stable tem-

perature 10.00˘ 0.027 oC. Nonetheless, the detectors X-cooler is outside the housing.

The X-cooler is affected by the humidity in the following manner, as the humidity

increases the heat capacity of the air increases, allowing more efficiently cooling, low-

ering the temperature of the detector, and thus increasing the band gap. Likewise,

as the humidity decreases, the heat capacity decreases, yielding less efficient cooling,

and allowing the detector temperature to increase, narrowing the band gap. In this

way, the humidity variation should be out of phase with the detector temperature,

and br parameters as is the case shown in Figure 5.8, and Table 5.4, using the same

fixed fit. While these effects are a small, they produce yearly oscillations in the data

at the level of 10´3.

Nonlinear Terms cr

The cr parameter is the nonlinear term, significant only for high energy spectral

lines. It is due to temperature variations of the electronic outside the temperature
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controlled housing specifically the DSPEC-50 spectrometer. While in the plot cr ap-

pears stable, and small, at large channel number, for example, „ 4000 where the

54Mn photopeak is located, it accounts for a shifted of 1 full bin (0.225 KeV) in the

spectrum. The cr uncertainty is δcr{cr „ 0.1, and requires further refinement. Higher

accuracy in this parameter will be obtained using a ”Side Band” analysis techniques

as will be discussed later.

Finally, the result of the daily energy calibration shows, in Figure 5.9 the stability

of the 54Mn photopeak using these calibration techniques. The average energy of the

54Mn photopeak is 834.849 ˘ 0.001 KeV. The energy peak is exceptionally stable,

and is within the uncertainty of the 54Mn standard error value ˘0.003 KeV[60]. The

nonlinear calibration plays a critical role in the stability of the Region of Interest

region, and the ability to make further accurate corrections to the spectrum.
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Figure 5.9. Energy of the 54Mn primary photopeak as a function of
time. The average energy of 54Mn is 834.849˘0.001 KeV which shows
stability after the nonlinear calibration.
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6. Corrections to the 54Mn Source, and Background Spectra

The 54Mn γ spectra were collected from August 14, 2015, at 23:58:22 to March 09,

2016 at 23:12:51 which includes four reactor-off, and four reactor-on periods. The

total running period consisted of 95 reactor-on days, and 114 reactor-off days over

209 days of data collection. The data was collected using a 60% HPGe detector. The

initial rate was 8.01 kcps with a dead time of „ 13%. The ending data rate was 5.05

kcps with a dead time of „ 8%.

Because the analysis of the HPGe spectrum requires mathematical manipulate on

each channel, statistical, and systematic error must be considered channel by chan-

nel. Systematic error by definition is an error that causes a shift of the measurement

away from its real value due to effects that are not entirely under the control of the

experimenter. Thus, systematic error analysis requires a theory of its cause. There

are three significant systematic errors associated with the measurement. (1) The

Electronic Dead Time from the DSPEC-50 electronic spectrometer (2) Neutron, and

natural background radiation cause an unwanted background spectrum (3) The Elec-

tronic pile-up due to the inability of the electronics spectrometer to distinguish two

or more pulses occurring within a time window smaller than the electronics resolving

time.

Correction procedures for obtaining the true count rate in the 54Mn Region of

Interest (ROI) are summarized in Figure 6.1.
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Figure 6.1. Correction procedure flow for obtaining the true 54Mn ROI count rate.

6.1 Electronic Dead Time Correction

Dead time is the integration of these periods in which the electronics do not give a

response to detector pulses. The electronic spectrometer follows the non-paralyzable



67

Figure 6.2. Illustration of electronic dead time from the DSPEC-50 spectrometer.

model as illustrated in Figure 6.2[63]. In this example, events 3, and 5 are not

registered by the electronics because they come after the previous event before the

pulse returns to the electronic baseline[64]. The ORTEC DSPEC-50 spectrometer is

designed[64]

”To optimally process an input pulse stream, and thereby obtain the

best spectral resolution. (For this reason), the signal processing device.......

(allows) the input signal to return to baseline before beginning to process

the subsequent pulse.

For this design approach[64],

”The dead time for a conventionally processed pulse is the sum of the

pulses rise time, flattop, and fall time.”

The DSPEC-50 has two different ways it processes the 2nd incoming pulse from the

HPGe detector if the previous pulse has not returned to baseline. First, DSPEC-50

will reject the 2nd pulse if it is recognized. Second, if the 2nd pulse arrives unrecog-

nized, that is within a shorter time than the electronic resolving time, the DSPEC-50

records the sum of two pules which is called electronic pile-up. The dead time cor-
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DSPEC 50® and DSPEC 502® Digital Gamma-Ray Spectrometer User’s Manual 932502G / 0618

Figure 1.  Demonstration of the DSPEC 50's Minimum and Maximum
Protection Times in Enhanced Throughput Mode. At the maximum
protection-time setting, the DSPEC 50 processes pulses in the
conventional way.

1.4.  Enhanced Throughput Mode

To optimally process an input pulse stream, and thereby obtain the best spectral resolution, the
signal processing device should allow the input signal to return to baseline before beginning to
process the subsequent pulse. However, in cases where some loss of resolution is acceptable, it
is possible for a DSP to begin processing a subsequent pulse before the first pulse has returned
to the baseline, provided the first pulse has returned to baseline when the peak-detect of the
second pulse occurs. 

The ORTEC Enhanced Throughput Mode takes advantage of this feature of digital signal pro-
cessing by allowing you to adjust the delay between the peak-detect and the start of processing
of the next pulse. The dead time for a conventionally processed pulse is the sum of the pulse’s
rise time, flattop, and fall time. By contrast, the dead time in ORTEC’s Enhanced Throughput
Mode can be as little as the rise time plus the flattop. These two scenarios are illustrated in
Fig. 1. The DSPEC 50 lets you set a protection time (PT), following a peak-detect, that blocks
subsequent peak-detects until the protection time has elapsed. Note that the conventional dead
time illustrated in Fig. 1 is the same as the maximum protection time in Enhanced Through-
put Mode. 

6

Figure 6.3. DSPEC-50’s Minimum, and Maximum Protection
Times[64]. At the maximum protection-time setting, the DSPEC-
50 processes pulses in a conventional way. That is the dead time is
the sum of the pulses rise time, flattop, and fall time. The dead time
of an incoming pulse is nearly „ 16 µsec for the HFIR experiment.

rection would be correct for the full spectrum if there were no electronic pile-up effect.

There are two types of pile-up effects, low energy, and high energy pile-up, de-

fined with respect to the ROI region. The DSPEC-50 dead time correction is only

correct when applied to the photopeak counts. However, the analysis uses an ROI

not limited to the photopeak. The dead time correction does correctly account for

the high energy pile-up, that is the loss of events out of the ROI region. However, the

dead time correction does not take into account the lower energy pile-up effect. That

is low energy events combining to an energy that places the combined event into the

photopeak Region of Interest. Triple pile-up is also observed at the level of 10´6 of
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Table 6.1.
Proprieties of the full 54Mn spectrum. The 1st day spectrum is in a
reactor-off period. The last day of the spectrum is in a reactor-on
period.

Full Spectrum First Day Last Day
Daily Ratio (Reactor-off) (Reactor-on)

Spectrum rate (cps) 8009.5 5054.5
Background rate (Fractional rate) (cps) 3.1(0.04%) 4.7 (0.09%)

Pile-up rate (cps) 33.5 (0.4%) 13.7 (0.04%)
Dead time for a day (sec) 11166.4 7235.9

Pulse generated dead time (µsec) 16 16
Double pulse time resolution (µsec) 0.5 0.5

Dead time rate for background rate (cps) 0.013 0.012

the photopeak rate, and is neglected in this analysis.

Table 6.1 gives the properties of the 54Mn spectrum using the corrections. While

it may appear optimal to finalize the dead time corrections before moving on to

other corrections, this is not possible. The pile-up correction is entangled with other

corrections as will be shown later. The dead time correction is accurate to 10´3 if

pile-up is not taken into account. The pile-up correction can be untangled by first

noting in Table 6.1 that the full spectrum background pile-up with the source is only

0.013 cps, calculated using the double pulse time resolution 0.5 µsec. This, of course,

is much smaller in the Region of Interest. For this reason, the background-source

pile-up is negligible allowing the background to be first subtracted from the dead

time corrected source spectrum.

6.2 Background Spectrum Correction

Before background subtraction can proceed, it must be noted the 54Mn source

spectra, and background spectra have been calibrated using different nonlinear cal-

ibrations. As with this, and other corrections, the 54Mn spectrum is never energy
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scale altered during correction. Corrections are always energy matched to the 54Mn

calibration. In this way, the correction contributes to the minimum possible error to

the analysis. For this reason, the background correction is a three-step process. (1)

The dead time correction is made channel by channel. (2) The second step requires

energy rescaling of the background data to match the difference in energy calibration

parameters between the 54Mn data, and the background data. (3) The third step is

to adjust for the difference in the background rate between the 54Mn data, and the

collected background data. The collected background is normalized to the daily rate

above the triple 54Mn pile-up of the photopeak, in the range Elow= 2515 to Ehigh =

3680 KeV, using a single scaling parameter. This region has no pile-up effects. The

total number of counts must match in the 54Mn source, and background histograms

in this comparison region. After completing all the correction to the background, the

resulting background spectrum is subtracted from the 54Mn source spectrum.

6.2.1 Technical Process for Dead Time Correction

The dead time correction is made channel by channel each day, requiring the tim-

ing errors reported out by the DSPEC-50 to be included for each channel calculation.

The channel by channel correction must be made as other corrections require chan-

nel by channel accounting. The 54Mn spectrum from the DSPEC-50 includes 16384

channels. The channel by channel correction is accomplished as follows. First, the

rate in each channel of the spectrum is found

Ri “
Ni

∆t
(6.1)

where Ni is the raw counts of ith channel, and ∆t represents the live time of the

spectrum. The live time is the period the detector electronics respond to the detec-

tor pulses. In another word, it is the real-time minus the dead time for each spectrum.
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The variance associated with the ith channel of the spectrum is

σ2
i “

Ni

p∆tq2
`
pNiq

2

p∆tq2
ˆ
pδtq2

p∆tq2
(6.2)

The 1st term is from the statistical uncertainty of the Poisson distributed for the

ith channel counts in the spectrum. The second term is the DSPEC-50 timing error

which reports out the live times (∆t) to an accuracy of 0.1 sec. The timing error is

a uniform squared distribution, yielding a variance of δt “ 0.1 sec{
?

12 “ 0.029 secs.

The dominate error in the HPGe spectrum is the statistical error. The timing error

from the DSPEC-50 is at the level of 10´7, and it is negligible but tracked in the total

error estimation.

6.2.2 Background Spectrum Energy Rescaling

The 2nd step is in the energy rescaling process is to assign the energy value asso-

ciated with a background spectrum bin to a location within the 54Mn bin taking into

account the different calibration values of the 54Mn source, and background spectra.

During calibration, each gamma-ray line is fit using channel number which is an inte-

ger. The fitting program assigns an integer value channel number bin (i) to an integer

number of counts (Ni) associated with that bin (i). Thus, each pair [Bpiq, Npiq] is

what the fitting programs operate on. The assumption is that Npiq is associated with

the central value of the bin. That is Bpiq, and Npiq are located at the center of the bin.

The energy calibration of each daily spectrum

ESource
r piq “ ar ` br ˆ i` cr ˆ i

2 (6.3)

where r is the run number, and i represents the index for each bin for the 54Mn

source spectrum. ar, br, and cr is the daily calibration coefficient which is shown in
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Figure 5.7. Likewise, the reactor-on, and reactor-off background data were calibrated

using the spectral lines shown in Table 5.1. These yield two calibrations,

Eback
off pjq “ abackoff ` b

back
off ˆ j ` c

back
off ˆ j

2

Eback
on pjq “ abackon ` bbackon ˆ j ` cbackon ˆ j2

(6.4)

where j represents the index for each bin for each background spectrum. abackoff , bbackoff ,

and cbackoff are the calibration coefficients of reactor-off background spectrum, and abackon ,

bbackon , and cbackon are the calibration coefficients of reactor-on background spectrum,

as shown in Table 5.2. Because both the 54Mn, and the background spectra have

nonlinear calibrations, it is convenient to use the calculated energy scale directly in

the energy rescaling process. The background spectra were re-scaled to match the

energy scaling in each 54Mn spectrum. The new background value V ˚i is the estimated

background associated with the ith bin in the 54Mn source data histogram, that is

V ˚backgroundpiq “
Esource
r pi` 1q ´ Ebackpjq

Ebackpj ` 1q ´ Ebackpjq
ˆ V back

pjq

`
Ebackpj ` 1q ´ Esource

r pi` 1q

Ebackpj ` 2q ´ Ebackpj ` 1q
ˆ V back

pj ` 1q

(6.5)

where V backpjq, and V backpj ` 1q are the original background values in the j, and

pj ` 1q background spectrum bins. If the 54Mn source spectrum was collected in

the reactor-off period, the Ebackpjq, and V backpjq will be Eback
off pjq, and V back

off pjq for

the j index of the reactor-off background spectrum. Similarly, if the 54Mn source

spectrum was collected in the reactor-on period, the Ebackpjq, and V backpjq will be

Eback
on pjq, and V back

on pjq for j index of the reactor-on background spectrum. The new

uncertainty value σ˚piq in the estimated background associated with the ith bin in

the source data histogram

pσ˚backroundpiqq
2
“

ˆ

Esource
r pi` 1q ´ Ebackpjq

Ebackpj ` 1q ´ Ebackpjq

˙2

ˆ
`

σbackpjq
˘2

`

ˆ

Ebackpj ` 1q ´ Esource
r pi` 1q

Ebackpj ` 2q ´ Ebackpj ` 1q

˙2

ˆ
`

σbackpj ` 1q
˘2

(6.6)
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where σbackpjq, and σbackpj`1q are the original background values in j, and pj`1q bins.

After the energy rescaling process for the reactor-on, and the reactor-off background

spectra, the background, and 54Mn source spectral histograms have been aligned. No

additional error is assigned to the energy rescaling process as the number of counts

is conserved. After the daily 54Mn source spectrum, and background spectrum are

aligned, the background spectrum is ready for amplitude rescaling.

6.2.3 Background Spectrum Amplitude Rescaling

To re-scale the background amplitude, the 54Mn spectrum, and the reactor-on or

reactor-off background spectrum is summed above the third photopeak for compari-

son. Because the comparison region is above the triple pile-up of the photopeak, the

54Mn source contributes negligibly to counts within this region. Thus, the summation

of the rate in this region represents the background rate during the 24-hour measure-

ment.

The 54Mn calibration parameters vary day to day for each spectrum. For this

reason, the edge of the energy band of the comparison region can fall between the

bin boundaries. The low, and high comparison band boundary have been set to

Elow= 2515 keV, and Ehigh = 3680 keV above the 3rd photopeak which contains only

background. The bin integration extends from

klow “
´br `

a

b2
r ´ 4crpar ´ Elowq

2cr

khigh “
´br `

a

b2
r ´ 4crpar ´ Ehighq

2cr

(6.7)
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where k is not an integer number in the above equations. It must be remembered

that integer values of k represent the bin center. The fractional part of the first bin

to be summed, and the sum start index is determined by

V Start
Fraction “ p1´ F rklowsq ˆ V

˚
Irklows

(6.8)

where F is a fraction that takes the fractional part of the number, and I is a fraction

that takes the integer part of the number. The fractional part of the last bin, and

the sum end index is determined from,

V End
Fraction “ F rkhighs ˆ V

˚
Irkhighs

. (6.9)

From these evaluations the total rate sum, S is then found

S “ V Start
Fraction `

Irkhighs
ÿ

k“Irklows`1

V pkq ` V End
Fraction. (6.10)

Notice that the start, and end indices need to be calculated for every days run as the

calibration coefficients vary each day. Because no counts have been lost during this

process, the statistical error associated with the sum is „
?
S . The other contri-

butions to the error, such as the dead time corrections have already been taken into

account before this calculation. Because the error associated with this correction is

so much smaller than the errors already calculated for each bin in the 54Mn spectrum,

no error will be assigned to this correction.

The amplitude of the background spectra is shifted to match the estimated back-

ground found in the 54Mn spectrum by comparing the energy region above the 3-event

pileup photopeak with the background data observed in that same region. Every bin

of the background spectrum is scaled by

V piq˚˚background “
Ssource

Sbackground
V ˚piqbackground, (6.11)
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and the associated error is simply scaled

σpiq˚˚background “
Ssource

Sbackground
σ˚piqbackground (6.12)

As has been stated the parameters, and binning of the collected 54Mn source spectra

are not altered in this process. All background spectra subtractions to the 54Mn

source data sets are accomplished by altering the parameters, and binning of the near

zero error of the background data set.

6.2.4 Background Spectrum Subtraction

After completion of the energy rescaling, and amplitude rescaling for background

spectrum, the resulting background spectrum can be subtracted from the 54Mn source

spectrum. Figure 6.4 compares the 1st day of the 54Mn spectrum before background

correction, and the background spectrum after the matching correction. The process

is channel by channel (bin by bin) subtraction using either the reactor-on background

or reactor-off background spectra. The corrected V piqcorrected at the ith bin is

V piqcorrected “ V piqsource ´
Ssource

Sbackground
V ˚piqbackground (6.13)

where V piqsource is the value at the ith bin from the 54Mn source spectrum.

The corrected uncertainty σpiqcorrected for the ith bin is

σpiqcorrected “

b

pσpiqsourceq
2
` pσpiqamplitudeq

2
`
`

σpiq˚˚background
˘2

(6.14)
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Figure 6.4. Logarithm scale of the 54Mn γ-spectrum before back-
ground spectrum subtraction, and the background spectrum

where σpiqsource is the uncertainty in the ith bin of the 54Mn source spectrum. σpiqamplitude

considers the errors in Sbackground. The ratio of the 54Mn spectrum’s error to the error

caused by amplitude scaling of the background is

σpiqamplitude
σpiqsource

“
δSsource ˆ V piq

˚
background

Sbackground ˆ V piqsource
„

$

&

%

2ˆ 10´3 In the Compton Region

1ˆ 10´4 In the ROI Region

,

.

-

(6.15)

where Sbackground „ 0.06 cps, and the values of δSsource, V piq
˚
background, and V piqsource

are taken from Figure 6.4. The background σpiqbackground, and the amplitude scaling
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error σpiqamplitude are extremely small compared to the statistical error in the 54Mn

spectrum, and are dropped. The corrected σpiqcorrected uncertainty in the ith bin is

σpiqcorrected „ σpiqsource (6.16)

Thus, the background subtraction contributes no error to the 54Mn spectrum.

6.3 Pile-up Correction by De-convolution Algorithm

With the background correction completed, the pile-up correction can be made.

Figure 6.5 shows the full 54Mn γ-ray spectrum after background subtraction. The

54Mn spectrum consists of a ”Compton” region in which the full energy of the γ-ray

was no completely absorbed. This region is labelled Region 1 in Figure 6.5. The full-

energy peak or the photopeak is produced by the complete absorption of the γ-energy,

as shown in Region 2. The ratio of events in Region 1 to Region 2 is nearly 3. One of

the major systematic error in 54Mn spectrum is the electronic pile-up. The pile-up,

shown in Region 3, and 4, is caused by two independent nuclear decay photons which

interact with the detector within a time period shorter than the resolving time of the

detector. Because the primary photopeak can be treated as a δ-function, the pile-up

Region 3, and 4 appears as an integration of the ”Compton” Region 1, with the pho-

topeak, Region 2, yielding a mirror-like image of the lower energy single, γ-ray region,

but at higher energy. Region 3, and 4 is called the first pile-up of the 54Mn spectrum

that has the ratio of 10´2 to the 1st photopeak. Region 5, and 6 are called the second

pile-up of the 54Mn spectrum in which 3 γ-rays interact with the detector in a time

shorter than the resolving time. This region has a ratio to the primary photopeak of

nearly 10´5. The expected measuring sensitivity in the experiment is to be 1 part in

105, so the pile-up corrections play a key role to improve the measuring sensitivity.

To obtain a highly accurate single-events 54Mn spectrum, the piled-up events

are removed through an iterative de-convolution algorithm. This procedure is per-
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Figure 6.5. Logarithm scale of the 54Mn γ-ray spectrum after back-
ground subtraction. The 54Mn photopeak is at 834.848 KeV. The
second coincident photopeak shows at „1665 KeV, and the third co-
incident photopeak shows at „2497 KeV.

formed for the energy-calibrated spectra, and background subtracted spectra. Each

de-convolution cycle starts with only the energy region containing the photopeak, and

below. It proceeds by calculating destination bin of any two events residing in the

single-events region, and as a metric computes the reduced S-value of the residuals

between the input spectrum to the resulting de-convolution in the first-order pileup

region[65]. The de-convolution spectrum is generated in the following way,

PkpEi ` Ejq “
ÿ

k“i`j

PipEiq ˚ PjpEjq (6.17)
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Figure 6.6. De-convolution algorithm used to determine pileup events
to be removed from the 54Mn spectrum.

where it is assumed that the energy value refers to the bin center. Unfortunately,

the energy associated with the convoluted bin k does not match the energy bins

associated with the original energy spectrum because of the nonlinear calibration.

The de-convolution spectrum must be appropriately energy scaled before it can be

subtracted from the original energy spectrum. Thus, the energy scale of the pile-up

spectrum must be corrected to match the original spectrum energy scale. Because

the energy scale of the 54Mn spectra is non-linear, it is convenient to match up en-

ergy scales directly for this subtraction process. Again, only the pile-up spectrum is

manipulated. This procedure is similar in the previous background correction process.

Once the pile-up spectrum is generated, and appropriately energy matched to the

54Mn spectrum, the pile-up spectrum is then compared with the 1st pile-up region

input the spectrum for amplitude rescaling. The comparison region for the source,

and the pileup spectrum is the energy region between the end of the primary photo-
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Figure 6.7. Calculated pileup spectrum (blue) with the starting spec-
trum (red) demonstrating the fit achieved by the de-convolution al-
gorithm.

peak (1st), and the end of the pileup photopeak (2nd) which is within the boundaries

of Region 2 to Region 4 in Figure 6.5. A linear regression method with uncertainties

in 2-dimension is utilized to obtain the scaling factor[65]. After the pile-up spectrum

amplitude scaling, the pileup spectrum is subtracted from the original starting energy

spectrum that served as the first guess to generate the pileup spectrum. This pro-

cess is then iterated until the starting spectrum, and the generated pileup spectrum

stabilize. A reduced S-value test is used to stabilize the pile-up spectrum[65]. Each

iteration requires reconstruction of the de-convolution or pileup spectrum to correctly

compare it to, and subtract it from its generating spectrum. The de-convolution algo-

rithm flowchart is shown in Figure 6.6. Figure 6.7 shows the starting spectrum, and
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the results pile-up spectrum. As shown the method compares well in the comparison

region, however, the pile-up photopeak’s width is underestimated because the energy

resolution is not a linear function of energy. Nonetheless, this effect does not alter

the estimate of the pile-up within the region of the single event spectrum due to its

smoothness in this region.

The χ2
Dof of the difference between the convolution, and the data in the match

region is 1.26 indicating an acceptable convergence. Using the first day’s data in

which the pileup is largest, the rate difference between the convolution spectrum, and

the 54Mn spectrum in the match region is ∆R “ 8 ˆ 10´6 cps. Again, showing an

excellent match for the convolution, as the total rate in this region is 15.176˘ 0.014

cps. Because the total rate difference is so much smaller than the regions total rate

error, this indicates that the error generated by the convolution method is dominated

by the statistics in the 54Mn spectrum.

The accuracy of the background match region rate is known to „ 10´3. Assuming

a similar background pileup rate in the region including, and below the photopeak

in the 54Mn spectrum means the pileup correction is at the level of 2 ˆ 10´3, given

the rate in the same region of the 54Mn spectrum is „ 8 ˆ 103 cps. With these con-

siderations, it is shown that the error generated by the convolution process is order

2ˆ 10´6 which can be neglected in this analysis.

After energy scaling, and convergence, the pileup spectrum is subtracted from the

starting spectrum generating the true 54Mn pile-up corrected spectrum.

6.4 Region of Interest (ROI) of 54Mn Spectrum

The daily decay rate from the 54Mn corrected spectrum can be determined using

two different techniques. One technique is to fit the photopeak shape. The drawback
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Figure 6.8. The Region of Interest, from 820 to 900 KeV, is selected
from the corrected daily 54Mn spectrum.

of this method is the photopeak is too complicated to model to the level of accuracy

required. For example, charge trapping, and charge trapping release occur in the

HPGe detector during the γ-ray interaction process. These effects alter the HPGe

line shape, as shown in Figure 6.8, and may cause reduced or excess energy to be

measured in the HPGe detector that is deposited by the γ-ray. As is shown in Fig-

ure 6.8, the line shapes are far from having a Gaussian distribution, and no simple

model can properly describe there trapping effects.

In this experiment source detector charge trapping release alters the measured

γ-ray energy by up to 60 keV. This effect is due to the detectors previous exposure

to neutrons causing defects in the crystal. Another effect due to radiation damage
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is due to charge trapping on defects. In this case, the collected charge from the Eγ

deposition is reduced. The trapping is typically 1 to 2 keV. While this detector had

previously been exposed to a significant neutron flux, in evaluating the detector the

only measure of merit used was a 54Mn Gaussian line width fit for σE measured to

be very acceptable at „ 1keV.

As it is known to degrade as a function of radiation damage, σE is the figure of

merit for such damage. However, because of the very high precision required in this

experiment, 10´5, the additional damage effects of charge trapping release were only

observable after background, and pileup corrections were made to the spectra. This

effect has not been reported in the literature. This effect has been studied[66], and

its observation is due to the strength of the photopeak. This feature is understood

as follows; Using the first days spectrum in which the effect is largest, the total rate

of charge release events is 3.5 cps. This is a factional rate of 2ˆ 10´3 when compared

to the photopeak. The side band region of equal energy width below the ROI has

a total rate of 0.1 cps yielding a charge release rate of 2 ˆ 10´4 cps, which is not

measurable in this experiment. Thus, the observation of the effect is due totally to

the strength of the photopeak. For this reason, the ROI has been selected to fully

include it as the upper end of the ROI energy band. Note that after the background,

and pileup corrections, there are effectively zero events above the ROI energy band.

In addition, the low energy band has been selected to include charge trapping as well

as the k-alpha escape peak in the Ge crystal. These escape events occur when a

surface Ge atom radiates a k-alpha photon away from the crystal. Thus, its energy

is lost. Likewise, the k-alpha pileup from the 54Mn source, and the photopeak have

not been removed, because these are photopeak events, while energy shifted, are not

lost out of the ROI region as is shown in Figure 6.8.

By selection of the ROI band instead of what is an ill-defined, and elusive defi-

nition of photopeak, the effects of charge trapping, and charge trapping release, and
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other effects do not impact the sensitivity of the measurement. Thus, the ROI in this

measurement extends from 820 KeV to 900 KeV.

In addition, the ROI is a fixed energy region, instead of a fixed channel range. Se-

lecting a fixed energy region eliminates the effects of calibration drift, and is accounted

for by the time-dependent energy spectrum calibration coefficients.

6.5 Region of Interest(ROI) Measurement Limit Estimation

The goal of this experiment is to search for possible extensions to the weak in-

teraction due to decay rate parameter variation caused by a flux of antineutrinos.

The electronic dead time correction, the background spectrum subtraction, and pile-

up spectrum correction have been used to correct each 54Mn daily spectrum. The

error estimation of the measurement in the ROI per day includes statistical error

from counting, and systematic error from instruments. Table 6.2 is the summary of

the count rate, and error from each correction to the ROI per day. The total error

estimation in the ROI per day for this measurement is 0.022 cps. Averaging the

Table 6.2.
Error analysis, and estimation per day in Region of Interest (ROI) of
54Mn daily spectrum.

Type of Corrections Count Rate Error Rate
per Day in ROI in ROI (cps) in ROI (cps)

Statistical (Average 20 days) with 8 periods 1431.43 1.0E-02
Dead time Poisson (0.029 sec/day) 1431.43 9.7E-03

Average ROI uncertainty (2.2E-2 KeV) 0.18 1.8E-02
Background with reactor-off 0.056 1.4E-05
Background with reactor-on 0.086 2.4E-05
Pile-up Effect from HPGe 1.70 3.4E-05

Total error per day estimation in rate (cps) 2.2E-02
Total error per day estimation in the level of 1.5E-05
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daily measured decay rate in the ROI over the full length of the experiment yields on

average count rate using this average a per day sensitive in δλ{λ „ 1.5ˆ 10´5.
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7. Data Analysis of Corrected 54Mn spectral

7.1 Single Parameter Fitting to the Region of Interest

The 54Mn daily decay rate as a function of time, which is taken as the Region of

Interest (ROI), is shown in Figure 7.1. The rate was calculated for each daily spectrum

starting August 30, 2015, at 23:58:22, and ending March 09, 2016 at 23:12:51. The

time period includes four reactor-off, and four reactor-on periods. Those daily runs

which cover the transition time of the reactor-on or reactor-off period have been

removed to reduce possible error. The data collection consists of a continuous period

including 87 reactor-on days, and 105 reactor-off days over 192 days of data collection.
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Mn Daily Decay Rate
 Fit Daily Decay Rate
 HFIR_Power

 Period 1
  Rx Off 
(37 Days)

 Period 2
  Rx On 
(24 Days)

Period 3
  Rx Off 
(16 Days)

Period 4   
  Rx On 
(24 Days)

 Period 5
  Rx Off 
(31 Days)

 Period 6
  Rx On 
(23 Days)
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  Rx Off 
(16 Days)

 Period 8 
  Rx On 
(16 Days)

Figure 7.1. Daily decay rate from the integration between 820 to 900
KeV of the 54Mn spectra. Error bars are too small to be shown. The
HFIR reactor power is also shown in this Figure. The Periods 1, 3,
5, and 7 are the reactor-off periods. The Periods 2, 4, 6 ,and 8 are
reactor-on periods.
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The count rate of the ROI continuing the 54Mn photopeak was initially 1754.31˘0.15

cps but decayed to approximately 1146.37 ˘ 0.12 cps at the end of the experiment.

The data point for each day is plotted at the average time weighed by an exponential

function calculated using the standard 54Mn mean lifetime τ (450.41˘0.29 days)[60].

The average time is then calculated as

tave “

ş

t exppt{τqdt
ş

exppt{τqdt
, (7.1)

integrated over the days real time period of 86, 400 seconds.

Once the average time is found, and the daily rate in the ROI is obtained, the

daily decay rate is then fit to an experiential decay function,

Rptq “ ae´t{τ (7.2)
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Figure 7.2. Daily residual fitted with a revised exponential decay func-
tion (Eq 7.3) which includes a single periodic function. The residuals
show the oscillation significantly reduced the fit χ2 per degree of free-
dom.
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where a is the amplitude variable, and again τ is fixed at the standard mean lifetime

of 54Mn[60]. The χ2 per degree of freedom is „ 100 which is unacceptable. The

correct approach is to fit for the decay simultaneously with a revised decay function

including a single periodic function with a phase to take into account the known

yearly environmental oscillations already observed in the data,

Rptq “ ae´t{τ ` Asinpωt` φq. (7.3)

Figure 7.2 shows the residuals of the revised fit(Eq. 7.3). Again, τ is fixed at the

mean lifetime of 54Mn[60], ω is the periodicity fixed at one year, and φ is the phase

relative to the start of the experiment. Including the yearly environmental effects in

the fit reduces the χ2 per degree of freedom to an acceptable 1.54. As expected the

oscillation has a good match to the br parameters oscillation, and has a good out of

phase match to the humidity considering the complexity of there interactions. These

are shown in Table 7.1. This is as expected if the oscillation is driven by the yearly

variations in the humidity acting on the X-cooler. The amplitude of the oscillation is

1.55 ˘ 0.01 cps. When compared to the average rate in the ROI, 1431.43 ˘ 0.18 cps

the fractional effect is at the level of 1.1ˆ 10´3.

The revised fitting function successfully removes the oscillation behavior. The

minimum value occurs on Sep/20/2015 which is nearly 21 days from the starting date

Aug/30/2015. This date is not associated with the Earth’s perihelion or the aphe-

lion which occurred Jan/02/2016 17:49 (EST), and Jul/06/2015 14:40 (EST)[67], as

Table 7.1.
Comparison of in-phase, and out-of-phase ROI oscillation.

ROI Oscillation Phase (φ) In phase factors Phase (φ)
In phase ´111˘ 0.5 day Linear terms br ´122˘ 2 day

Out of phase 71˘ 0.5 day Humidity 79˘ 1 day



90

-3

-2

-1

0

1

2

3

R
es

id
ua

l (
cp

s)

15.0x10
612.510.07.55.02.50

Time (sec)

20

15

10

5

 O
utdoor D

aily T
em

perature ( 0C
)

1.005

1.000

0.995

0.990

0.985 D
is

ta
nc

e 
to

 th
e 

S
un

 (
A

.U
.)

 Residual_PeriodicFn.
 Fit_Residual PeriodicFn.
 Oak Ridge Daily Temperature
 Distance to the Sun

Perihelion 
(~Jan 06)

Figure 7.3. The oscillation term found by subtraction of the exponen-
tial term from the data (Eq. 7.3), and its fit shown in Red data points.
For comparison, the daily outdoor temperature, and the Earth’s dis-
tance from the Sun are not in phase with the environmental oscilla-
tions in HFIR.

shown in Figure 7.3. If the periodicity is allowed to vary, the χ2{DoF is unchanged,

and yields an oscillation of 363.6 days, in agreement within error, with the 1-year

fixed value. Therefore, the oscillation of the decay rate does not correlate to the solar

neutrino flux variation due to the Earth’s motion.

As an aside, The subtraction of this low-frequency term in no way affects the sensi-

tivity of the search for decay rate parameter variations in this experiment, but instead

demonstrates the ability to reject environmental effects, as the HFIR characteristic

on-time period is 30 days a much higher frequency than the 1-year environmental

frequency being filtered-out in this search.
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7.2 Side Band Ambient Temperature Corrections

The DEPEC-50 spectrometer electronics are located outside the controlled envi-

ronmental housing. For this reason, it is influenced by environmental factors such as

temperature, pressure, and humanity. These variations are the cause of the nonlinear

energy scale calibrations. The use of nonlinear calibrations has been presented in

Chapter 5 for both the source, and background spectra. The nonlinear energy scale

correction is given by,

E “ ar ` brx` crx
2 (7.4)

where ar, br, and cr are the calibration coefficient of rth daily spectrum, and x is the

channel number of the spectrum. The data is analyzed using the counts per second

(cps) in a fixed energy band ∆E which includes the photopeak. For illustration using

fixed bins, this band is given by

∆E “ brpxi`n ´ xiq ` crpx
2
i`n ´ x

2
i q

“ rbr ` crpxi`n`xiqs ˆ pxi`n ´ xiq
(7.5)

The error in the bands energy width generates an error in the counts associated with

that band. The error in the width is

δp∆Eq “ rδbr ` δcrpxi`n ´ xiqs ˆ pxi`n ´ xiq (7.6)

br is well measured to a fractional accuracy of 7 ˆ 10´5, as shown in Figure 5.7. cr

is measured only to a fractional accuracy of order 10´1, and requires more accurate

evaluation. At low bin number the non-linear term has no effect on the energy band

width. However, as the bin number increases, and in the ROI band where xi „ 4000,

the error in the band width is dominated by the non-linear term

pδcr ¨ 2xiq
2
ě pδbrq

2 (7.7)
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so that the error on the width is given approximately by

δp∆Eq „ δcrpx
2
i`n ´ x

2
i q (7.8)

The knowledge of cr-term motion as a function of the environmental parameters can

be improved by study of the side band residuals. In addition, the motion of the error

in the br-term is expected to be random as br’s dominant source of motion is due

to the inherent linearity of the HPGe detectors temperature dependence where as

the motion of the cr term error is coming from the DSPEC-50 located outside the

controlled environmental housing.

These expectations concerning δcr are verified in the spectral data by study of the

energy regions below the ROI. Regions of equal energy width were selected staring

from 300 to 380 KeV, 380 to 460 KeV, 460 to 540 KeV, 540 to 640 KeV as well as 640

to 820 KeV all below the ROI. The daily decay rate for each of these energy regions

is fit to the same function as the ROI, that is

Rptq “ ae´t{τ ` Asinpωt` φqq (7.9)

where only a, and A are variable in this fitting. ω, τ , and φ are the same fitted

coefficients found for the ROI; the fitting function from Eq. 7.3. Figure 7.4 shows the

residual of these energy regions, and Table 7.2 gives the χ2 per degree of freedom for

each energy region.

As expected the χ2 per degree of freedom for the lower energy bands is „ 1. How-

ever, because the uncertainty in cr has a significant effect at high bin numbers, this

error is clearly observed in the side band region just below the photopeak. The χ2

per degree of freedom is „ 12, demonstrating a lack of knowledge in the parameter cr.
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Table 7.2.
The χ2 per degree of freedom from fitting equal width energy regions in Figure 7.4.

Energy χ2 per
Region (KeV) degree of freedom

300 to 380 0.98
380 to 460 0.86
460 to 540 0.87
540 to 640 1.24
640 to 820 12.02

The error in cr contributes a significant effect that increases with the channel

number (energy scale). An incorrect assignment of the energy width of the ROI, as

will be shown is a function in time of the environmental parameters. This correction

causes events to be lost or gained as a function of the environmental changes measured

through the motion of the non-linear term. The gain or loss of events due to this

error is measured by the difference in the error in the energy width of the edge bins.

These effects can be calculated from

RLpfpELqq ´RUpfpEUqq “ δR (7.10)

where fpELq, and fpEUq are the fractional variation in the edge bins of the side band

at the lower, and upper edge. RL, and RU are the rates in the side band edge channels

of the 54Mn spectrum. δR is the residual in that energy band. The side band rate

variation is caused by the poor measurement of cr. This causes residual motion away

from the fit. Because events enter or leave the band only through the edges, the

knowledge of cr can be improved by relating the correction in cr to the residuals.

Eq. 7.10 can be rewritten into

RL
δcrpx

2
Lq

∆EL
´RU

δcrpx
2
Uq

∆EU
“ δR (7.11)
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Figure 7.5. Daily Decay rate of Region 740 KeV to 820 KeV of 54Mn spectra

where δcr is the correction to the cr found using the side band residuals where the

residuals are dominated by δcr, the error in cr. This correction provides a unique

way to correct effects due to the electronic instability from the DSPEC-50.

Once the corrections are found to the non-linear calibration term using the side

band, this improved knowledge is used to correct the ROI band. In order to find the

correction in the ROI, the same energy width band has been selected starting from

740 KeV to 820 KeV which is the lower side band of the ROI. The upper edge of this

energy region connects to the lower edge of the ROI.

Before the δcr corrections can be found, an additional correction must be made

to the side band. The residuals for the side band are shown in Figure 7.6. The χ2

per degree of freedom is unacceptable „ 12. Ambient environmental factors will be

shown to correlate to these variations. These same environmental variations in the

photopeak lower side band caused the fit given in Section 7.1 to fail. To correct for
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Figure 7.6. (Upper) Daily residual of the side band energy region
in the 54Mn spectra. (Lower) Daily residual of the side band energy
region of 54Mn spectra after the exponential function correction. A
significant fluctuations appear in Period, 1, 5, and 6.

this, an additional exponential decay function, used only on this side band region,

has been used to optimize the χ2 per degree of freedom of these side band residuals

found using the fit in Eq.7.9

δRptq “ C `D ˆ expp´t{τ1q (7.12)
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where C, D, and τ1 are the fitting coefficients of this function. Once fit the residuals

in the energy region 740 to 820 KeV successfully drop the χ2 per degree of freedom

from 12 to 1.49, which is acceptable. τ is found to be the low frequency at 139 days

showing this correction is not related to reactor operations.

After correcting the lower side band residuals by Eq. 7.12, the correlation between

the residuals, and the ambient temperature is clear. Figure 7.7(Upper) displays the

daily residuals after exponential correction as a function of daily average temperature.

The red squares in Figure 7.7 include all side band residual data points. The blue

triangles only include the end of Period 5 to 7 which is related to a significant drop in
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temperature. It is clear there are ˘0.6 cps variations with temperature deviations of

-4 to 8 oC. Two linear fittings have been applied to the data set independently. The

fitting coefficients from the red data point are different compared with the blue data

points. The residual variations with temperature prove that environmental effects are

causing the motion. However, the length of the time-dependent temperature varia-

tions also plays a role causing the difference between the red, and blue data points.

Because the variations of blue data points include both reactor-off, and reactor-on

periods, they are not caused by the reactor status. That is, antineutrino exposure is

not the reason for this effect.

Likewise, the residuals motion is correlated with humidity as shown in Figure 7.7

(Lower) during a period with unstable temperature. It should be noted that the

residual shifts displayed in Figure 7.6 do not coincide with reactor-on, and reactor-off

cycles. Because of the strong correlation of the side band residuals with environmen-

tal factors, these residual shifts are taken as environmental, to be used to correct for

environmental factors in the ROI. That is, the residuals from the lower side band,

with energy width equal to the ROI region, are set to zero as a measure of the en-

vironmental factors. This pre-assumes that not measurable antineutrino effects are

measurable in the side band. This is reasonable as the data rate ratios between the

side band „ 0.1cps compared to the photopeak ROI of 1800cps is 5.6ˆ 10´5. It is as-

sumed that any effect due to antineutrino interactions is proportional to the number

of decays or this ratio.

It is noted the lower edge of the Region of Interest is the same as the upper edge

of the side band edge. The upper edge of the Region of Interest is zero after the

pile-up correction. After using Eq.7.11 to find δc from the side band, the resulting

effect on the residuals in the ROI is given by

δRROI “ RU

δcrx
2
UpSideBandq

∆EUpSideBandq
(7.13)
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Figure 7.8. Daily δcr, and corrected residual of Region 740 KeV to
820 KeV of 54Mn spectra, and daily average Temperature.

where RUpSideBandq “ RLpROIq, and x2
Side band “ x2

ROI Note the sign changes for the

correction. The rate from the upper side band edge is the lower edge of the ROI.

This occurs because events lost from one band edge is a gain to the other band. The

corrected daily decay rate for the ROI is then,

RCorrectedROIptq “ RROIptq `RU
δcrpx

2
Uq

∆EU
(7.14)

7.3 Results After All Corrections (ROI)

The corrected daily decay rate from the 54Mn ROI was used to search for an-

tineutrino interactions through decay parameter variations. The corrections make to

the ROI are (1) Background Correction. (2) Pile-up Correction. (3) The exponen-

tial fit (Eq. 7.2) (4) A periodic fit with periodicity of one-year. (Eq. 7.3) (5) Side

band environmental correction. Figure 7.9 shows the final residuals for the ROI as
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Figure 7.9. Corrected ROI Residuals as a function of time. The red
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a function of time, and reactor status. The red data points indicate the residuals in

reactor-off periods, and blue data points indicate the residuals in reactor-on periods.

Three different methods were used to search for an effect, and estimate sensitivity,

including (1) A simple average of the residual form each period without regard to

reactor status. (2) Segment analysis by checking 3 consecutive reactor cycles (3) Step

search, by comparing all reactor-on residuals to all reactor-off residuals.

Average Residual Analysis

The first method is to calculate the average residuals in each reactor-on period,

and reactor-off period. This average analysis is to test consistency with the flatness

of the residuals. Table 7.3 shows the average residual of each period yielding the size

of its motion away from zero, δR(cps). Averaging all the periods without regard to

reactor status yields δR “ p0.52˘ 1.08q ˆ 10´2cps, and δR{R “ p3.62˘ 7.53q ˆ 10´6

where R is taken as the experimental average rate. This test shows the residuals are
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Table 7.3.
Average residuals, and uncertainty of each reactor-on, and reactor-off
period. The averaged results without regards to reactor status. The
mean of all the data is less than 1-standard deviation. This is one
test showing the data’s consistency indicating no effect during the
antineutrino exposure. R is taken as the experimental average rate in
ROI.

Average Residual Analysis

Period
Reactor

Residual (cps) Uncertainty (cps)
Status

1 Off 9.35E-03 3.02E-02
2 On -5.01E-02 3.07E-02
3 Off -3.24E-02 3.57E-02
4 On 7.52E-02 2.92E-02
5 Off 2.24E-03 2.48E-02
6 On -5.81E-02 2.73E-02
7 Off -1.90E-02 3.28E-02
8 On 3.41E-02 3.22E-02

Average Size of Effect
in δR (cps)

5.18E-03 1.08E-02

Average Size of Effect
in δR{R

3.62E-06 7.53E-06

consistent with an origin having a single value, zero, indicating no effect during the

antineutrino exposure.

Segment Analysis

The second method is called the segment analysis. The approach to this data

analysis is to use a walking window technique, taking advantage of the alternating

reactor cycle pattern for the antineutrino flux. The two like reactor status periods

are averaged into a single data point, and compared to the average of the opposite

reactor status they guard.



102

Table 7.4.
Residual, and uncertainty of each reactor-on, and reactor-off period
for segment analysis. The sign of the residuals in on-off-on test are
flipped relative to the off-on-off test. The average size of effect is
within one standard deviation. R is taken as the experimental average
rate in ROI.

Segment Analysis

Period
Reactor

Residual (cps) Uncertainty (cps)
Status

1-2-3 off-on-off -3.86E-02 3.31E-02
2-3-4 on-off-on 4.49E-02 3.00E-02
3-4-5 off-on-off 8.02E-02 3.07E-02
4-5-6 on-off-on -1.38E-02 2.83E-02
5-6-7 off-on-off 5.98E-02 2.91E-02
6-7-8 on-off-on 6.98E-03 2.99E-02

Average Size of Effect
in δR (cps)

2.11E-2 2.13E-2

Average Size of Effect
in δR{R

1.48E-5 1.49E-5

The Periods 1-2-3 off-on-off, Periods 2-3-4 on-off-on, Periods 3-4-5 off-on-off, Peri-

ods 4-5-6 on-off-on, Periods 5-6-7 off-on-off, and Periods 6-7-8 on-off-on have been used

to search for an effect. This comparison is highly correlated as each measurement is

used 3 times. For this reason, the calculated residual is increased by
?

3 accounting for

the correlation. Table 7.4 shows the segment analysis average residual of each group

of periods as well as the final size of the effect. That is δR “ p2.11˘ 2.13q ˆ 10´2cps,

and δR{R “ p1.48˘ 1.49qˆ 10´5. The results are within one standard deviation, and

again consistent with no effect during the antineutrino exposure.

Linear Fitting Analysis

The strongest test of the data is to combine all the reactor-on data, and compare

to all the reactor-off data in search of a step. This is the method
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Table 7.5.
Size of effect, and uncertainty from a single constant term.

Linear Fitting Analysis
Fitting Reactor

Residual (cps) Uncertainty (cps) χ2{DoF
Period Status

All N/A 1.49E-05 9.89E-03 1.68
1,3,5,7 Off 2.49E-04 1.38E-02 1.63
2,4,6,8 On -2.33E-04 1.42E-02 1.79

Size of Effect
in δR (cps)

4.83E-04 1.98E-02

Size of Effect
in δR{R

3.37E-07 1.38E-05

Summary

For this analysis, the nuclear decay rate parameter of 54Mn is found not to be

effected when exposed to an antineutrino flux. These results are consistent with no

measurable decay rate parameter variation due to an antineutrino flux yielding a 68%

confidence level upper limit sensitivity, as shown in Table 7.6.

Table 7.6.
68% confidence upper limit on antineutrino interaction on 54Mn

Measured δλ

λ
ď 1.43ˆ 10´5

Variation
Cross Section

σ ď 1.34ˆ 10´25 (cm2)
Sensitivity
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8. Conclusion

The original goal of the experiment is to measure decay rate parameter variation with

sensitivity at 1 part of 105 by measuring the γ spectra from the 54Mn electron capture

decay. The experiment has achieved its sensitivity goal at the level of δλ{λ „ 10´5.

Table 8.1 gives the result of the 54Mn decay rate variation as measured at HFIR. The

result is consistent with no observed effect at the level of the measuring sensitivity of

1.38ˆ 10´5. The 68% confidence level upper limit on the cross section is 0.13 barns,

on the order of a nuclear or strong interaction cross-section.

Figure 8.1 compares the full data available in the literature as discussed in Chap-

ter 3, and these final results. The logarithm cross-section or sensitivity as a func-

tion of logarithm mean lifetime of the decay parameter, is display for all experi-

ments reporting both observed effects, and null observations. The reported decay

modes include (1) the negative β-decay with time-dependent variation results (Red

Table 8.1.
Summary of measurements at HFIR of 54Mn decay rate variations measurement.

Antineutrino
Fν̄ “ 2.86ˆ 1012 (sec´1cm´2)

Flux
Measured δλ

λ
“ p0.034˘ 1.38q ˆ 10´5

Variation
68% Upper Limit δλ

λ
ď 1.43ˆ 10´5

Confidence Level
Measured Cross Section

σ “ p0.097˘ 1.24q ˆ 10´25 (cm2)
Sensitivity

68% Upper Limit
σ ď 1.34ˆ 10´25 (cm2)

Confidence Level
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Triangles)[1, 3, 6, 16, 18, 25–28], (2)the negative β-decay with ”Null” variation re-

sults (Red Squares)[8, 12, 19, 29–32] (3) the positive β-decay with time-dependent

variation results (Orange Triangles)[7] (4)the positive β-decay with ”Null” variation

results (Orange Squares)[33] (5) the electron capture β-decay with time-dependent

variation results (Green Triangles)[21] (6) the electron capture β-decay with ”Null”

variation results (Green Squares)[8, 12, 19] (7) the α-decay with time-dependent varia-

tion results (Purple Triangles)[5] (8) the α-decay with ”Null” variation results (Purple

Squares)[12, 30, 34], are by exposing the solar neutrino. (9) The reactor antineutrino

”Null” variation results [35]. (10) The HFIR 54Mn experiment result.

It is expected that the cross section sensitivities for neutrino, and antineutrino

interactions at a fixed measuring sensitivity should follow the curve.

σ “ AτP (8.1)

where A, and P are the fitting coefficients. In this comparison Figure 8.1, curve (a)

is the temporal cross-section fit σ “ AτP to those experiments reporting decay rate

parameter variations. Curve (b) compares experiments by cross-section only. This

experiment is more sensitive than all previous experiments reporting positive decay

rate parameter variations, and thus it is in disagreement with all positive result ex-

periments on this basis. Curve (c) connects this experiment, and a solar neutrino

experiment using 40K[19]. The connection between these two experiments maps out

an exclusion zone in the temporal cross-section space excluding decay rate parameter

variations at a level 104 times more sensitive than any previously reported positive

result. Curve (d) displays the temporal cross exclusion zone σ „ σlimitτ
´1 if extrapo-

lated using only this experiment, and again is in disagreement with all positive result

experiments.

The properties of these curve are displayed in Table 8.2. From these data, a
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Table 8.2.
Coefficients from four type of curve fitting with previous experiments.

Curve A P
(a) Observed variation -12.31 -1

(b) Cross section only comparison -24.87 0
(c) Exclusion Region -19.54 -0.71

(d) This experiment temporal exclusion -17.28 -1

convincing case is made that those measurements reporting decay rate parameter

variations are not consistent with the source of the variations being caused by neu-

trino or antineutrino interactions.

As displayed in Figure 8.1, isotopes with longer mean lifetime can obtain better

cross-section sensitivity. Data in the same experimental configuration at HFIR using

137Cs a β´-decay process, and 108Ag an electron capture decay process, having nearly

30, and 400 years mean lifetime, has been collected, and are under analysis for decay

rate parameter variations.
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cay with no effect results[12, 30, 34], and (9) reactor antinuetrino as
a test source with no effect results[35]. (10) The HFIR 54Mn exper-
iment result. See the text for explanation of the curves (a), (b), (c),
and (d).
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