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#### Abstract

Jiang, Tao PhD, Purdue University, December 2018. Competitions and Delegations on Network Games: Applications in Supply Chain and Project Management . Major Professor: Thành Nguyen.

We consider the models of sequential games over supply chain networks and production chain networks. In the supply chain model, we show that in particular, for series-parallel networks, there is a unique equilibrium. We provide a polynomial time algorithm to compute the equilibrium and study the impact of the network structure to the total trade flow at equilibrium. Our results shed light on the trade-off between competition, production cost, and double marginalization.

In the production chain model, we investigated sequential decisions and delegation options over three agents, chain, and tree networks. Our main contribution is showing the value of delegation and how to maximumly leverage the middleman's aligned interests with the principal. In particular, we provide a polynomial time algorithm to find the optimal delegation structure and the corresponding necessary contract payments for the principal. Furthermore, we analyzed the trade-off of the delegation and gave a deeper insight into the value of delegation in different conditions. Several questions are left for future research such as what's the optimal delegation structures in general tree and how to build the model that agents can try multiple times until the task is successful.


## 1. SUPPY CHAIN

### 1.1 Introduction

Supply chain networks in practice are multi-tier and heterogeneous. A firm's decision influences not only other firms within the same tier but also across. The literature on game theoretical models of supply chain networks, however, has largely focused on two extreme cases: heterogeneous 2-tier networks (bipartite graph) [1, 2] and a linear chain of $n$-tier firms [3, 4]. One main reason for this is that most models of sequential decision making in multi-tier supply chain networks are intractable. Sequential decision making is a well-observed phenomenon in supply chains because firms at the top tier typically need to make decisions on the quantity to sell to firms in the next tier and the buying firms then decide how much to buy from which suppliers, and continue to pass on the goods by determining the quantity for firms at the next level.

To study such models, one needs to analyze subgame perfect equilibria in which a firm needs to internalize all the decision of all the firms downstream and compete with all the firms of the same tier at the same time. Another factor that further complicates models of general supply chain networks is that even the basic concept of tiers is ambiguous because there are often multiple routes of different length that goods are traded from the original producers to the consumers. Our paper studies a model of sequential network game motivated by supply chain network applications. Our main goal is to understand the effect of network structure on the efficiency of the system.

When considering the efficiency of a supply chain network, there is a trade-off between the length and the number of trading routes. On the one hand, a large variety of options to trade indicates a high degree of competition, which leads to a more efficient system. On the other hand, along the trading path causes double, triple and higher degree marginalization problems. In this paper, to capture these ideas, we consider a sequential game theoretical model for a special class of networks: series-parallel graphs. We focus our analysis on these networks because they are rich enough for studying the trade-off described above and simple sufficient for characterizing the equilibrium outcomes. In particular, series-parallel networks have a natural decomposition of parallel and serial insertions. A parallel insertion, which merges two different sub-networks at the source and the sink, can capture the increase in competition. A serial insertion, which attaches two sub-networks sequentially, corresponds to the increase in the length of trading paths.

Our first contribution is a result showing that the equilibrium is unique in these networks. Furthermore, we provide a polynomial time algorithm to compute the equilibrium. Our algorithm is nontrivial and combines a dynamic program captur-
ing the backward induction of an equilibrium computation and a convex quadratic programming technique for calculating the flow and price functions.

Our second contribution is a set of comparative analysis on the influence of the network structure and the two operations in series-parallel graphs to the total flow at equilibrium. For example, we show that:

- Parallel insertion increases total flow, while serial insertion decreases total flow.
- Given two networks $N_{1}$ and $N_{2}$ the order of serial insertion to obtain $N_{1} N_{2}$ or $N_{2} N_{1}$ network matters only when the production cost of at least one component is positive. The total flow is larger if the component with a higher production cost is closer to the source.
- In parallel insertion, adding a component to a longer range increases the flow more than adding it to a shorter range. This means increasing competition globally is more beneficial than increasing competition locally.
- An upstream firm that controls all the flow of goods of another downstream firm has a location advantage. The utility of this upstream firm is at least twice as much as the dominated downstream firm.

Finally, we show that extending the series-parallel graph to a slightly more general class of network, series-parallel graphs with multiple producers or markets, the problem may become intractable. With multiple producers and single market, our technique extends to construct the unique equilibrium of the game. However, with multiple producers and markets, there may exist multiple or no pure strategy equilibria.

The paper is organized as follows. In section 1.2 we introduce the model of competition and series-parallel networks together with the composition. In section 1.3 we provide the algorithm to compute the unique equilibrium. Section 1.4 uses the network composition and the algorithm to analyze comparative analysis on how network structure influences the efficiency measured by the total trade flow. Section 1.5 discusses extensions to other classes of networks and shows that pure equilibrium might not exist in general networks.

Related work: In our paper, we assume the consuming nodes are Cournot markets. Thus, the structure of the game is closely related to the literature on Cournot games in networks. [2, 5], for example, consider a Cournot game in two-sided markets. [6] study Cournot game in three-tier networks. However, the 2-tier structure of the network in these papers, and the assumption that only the middle tier make the decision in [6] assumes away the complex sequential decision making considered in our paper.
[7] studies a Cournot game in general networks. However, firms are assumed to make simultaneous decisions. As discussed above, simultaneous games are easier to
analyze but do not capture the essential elements of sequential decision making of firms in supply chain networks.
[8] considers assembly network where agents make a sequential decision but assumes a tree network. The analysis for a tree network is substantially simpler, because each firm has a single downstream node that it can sell the products to. In our game, the network is more general, and each firm needs to make the decision of the goods quantity to each firm that it is connected to. As we show, some of the quantities on some of the links can be zero. Such "inactive" links make the analysis more complicated.

Recently, [9] also considered a sequential game and used market clearing prices like our paper. The network considered in this paper is however symmetric, and its structure is linear. The focus of [9] is on the uncertainty of yields, which is different from the motivation in our paper.

More broadly, our paper belongs to the growing literature of network games and their applications in supply chains, including [4, 10, 11, 12]. These papers, however, are different from ours in the main focus as well as the modeling approach. [10] for example, assume a linear structure of supply chains, [11] consider price competition in two-tier networks, and [4, 12] analyze bargaining games in networks with simpler structures. The main contribution of our paper to this line of work is a tractable analysis of sequential competition model in series-parallel graphs, which allows for richer comparative analysis and deeper understanding of how basic network elements influence market outcomes.

### 1.2 Model

In this section, we introduce the sequential decision mechanism in a supply chain network and the definition of series-parallel graph.

### 1.2.1 Sequential Decisional Game

Let $G=(V \cup\{s, t\}, E)$ be a simple directed acyclic network that represents an economy where $s$ is the producer at the source, $t$ is the sink market and $V$ represents intermediary firms. The edges of $G$ represent the possibility of trade between two agents. The direction of an edge indicates the direction of trade. The outgoing end of the edge corresponds to the seller, and the incoming end is the buyer, while $s$ has only outgoing edges, and $t$ has only incoming edges. The remaining vertices $i \in V$ representing intermediary firms has both incoming and outgoing edges. For a vertex $i, B(i)$ (buyer set) and $S(i)$ (seller set) are the sets of agents that can be buyers and sellers in a trade with $i$, respectively.

Assume every agent has full information about the structure of the network. Agents start deciding their order quantities, and selling quantities after the output of
their upstream suppliers is determined. Furthermore, the market clearance price at $i$ is such that the total demand from $i$ matches the total supply.

Each intermediate firm $i$ decides on how much to buy from each of his sellers and how much to sell to each of his buyers. Specifically, $i$ 's decision includes:

- The buying quantity $x_{k i}^{i n} \geqslant 0$ for every $k \in S(i)$;
- The selling quantity $x_{i j}^{\text {out }} \geqslant 0$ to every $j \in B(i)$.
while the source only initializes the supplying amount and the sink will take all the goods at the market price. Fig. 1.1 shows an example of decisions in the supply chain:


Fig. 1.1.: Decisions in a Supply Chain

For producer $s$, his unit cost of production $p_{s}$ is given and assumed to be an affine function on $X_{s}$, the total amount of goods to sell.

$$
p_{s}=a_{s}+d_{s} X_{s}, \text { where } X_{s}=\sum_{i \in B(s)} x_{s j}^{o u t}, d_{s} \geqslant 0 \text { and } a_{s} \geqslant 0 .
$$

Sink node $t$ does not represent a firm, it corresponds to an end market. The price function $p_{t}$ at sink node $t$ is given and assumed to be an affine function on the total amount of goods, $X_{t}$, sold to market $t$.

$$
p_{t}=a_{t}-b_{t} X_{t}, \text { where } X_{t}=\sum_{i \in S(t)} x_{i t}^{i n}=\sum_{i \in S(t)} x_{i t}^{o u t}, a_{t}>0, \text { and } b_{t}>0 .
$$

Note that the market must accept all the goods thus does not have a choice to reject. That is, $x_{i t}^{i n}=x_{i t}^{\text {out }}$ for each $i \in S(t)$. Generally, for a trade $i j \in E$, the buyer $j$ cannot obtain more than what the seller $i$ offers, thus $x_{i j}^{i n} \leqslant x_{i j}^{o u t}$. We assume that each intermediary firm $i$ cannot get goods from any other source besides his sellers. Therefore the outflow of $i$ cannot be more than the inflow of $i$,

$$
\sum_{j \in B(i)} x_{i j}^{\text {out }} \leqslant \sum_{k \in S(i)} x_{k i}^{i n} .
$$

The price for intermediate goods for each node $i \in V$, denoted as $p_{i}$, is determined endogenously such that the corresponding intermediate market at $i$ clears.

Furthermore, agents do not get any value from retaining the goods. They incur a processing cost, which we assume to be quadratic in the quantity of goods the agents sell.

The payoff of the source firm $s$ is

$$
\begin{equation*}
\Pi_{s}=\sum_{j \in B(s)} p_{j} x_{s j}^{i n}-p_{s} \sum_{j \in B(s)} x_{s j}^{o u t}-\frac{c_{s}}{2}\left(\sum_{j \in B(s)} x_{s j}^{o u t}\right)^{2} \text { where } c_{s} \geqslant 0 \tag{1.1}
\end{equation*}
$$

The utility of an intermediate agent $i \in V$ is

$$
\begin{equation*}
\Pi_{i}=\sum_{j \in B(i)} p_{j} x_{i j}^{i n}-p_{i} \sum_{k \in S(i)} x_{k i}^{\text {out }}-\frac{c_{i}}{2}\left(\sum_{k \in S(i)} x_{k i}^{\text {out }}\right)^{2} \text { where } c_{i} \geqslant 0 . \tag{1.2}
\end{equation*}
$$

The formula decomposes the utility function into three terms: the total revenue from $j \in B(i)$, the total cost of materials from $k \in S(i)$, and the processing cost.

The timing of the game is as follows. The producer (source) makes its decision first. A firm makes his decision on the selling quantity to his downstream, once all of his sellers have made decisions ${ }^{\top}$ When choosing their order quantities to maximize their expected profits, firm $i$ also needs to take into account the strategies of both the competing firms and the firms downstream. When a firm makes its decision, it only knows the quantities offered by the firms upstream and makes a prediction based on the rational expectation of other firms' strategies.

Here is a toy example for the equilibrium at a supply chain:

## Example 1

Assume no processing cost in this example.

$$
p_{s}=0 \underset{x_{s a}^{\text {out }}}{\longrightarrow} \underset{x_{s a}^{\text {in }}}{ }\left(\underset{x_{a t}^{\text {out }}}{ } \rightarrow t p_{t}=1-X_{t}\right.
$$

Suppose source s makes an decision to sell $x_{s a}^{o u t}=x$ amount of goods to agent a. Now for agent a, since he has no benefit from unsold goods, his buying amount will be equal to the selling amount, denoted as $x_{a}=x_{s a}^{i n}=x_{a t}^{o u t}$. Meanwhile, the utility function is

$$
\pi_{a}\left(x_{a}\right)=\left(1-x_{a}\right) x_{a}-p_{a} x_{a}
$$

where $p_{a}$ is the market clearance price. And the optimal decision for a $\left(\frac{\partial \pi_{a}}{\partial x_{a}}=0\right)$ is

$$
x_{a}=\frac{1-p_{a}}{2}
$$

[^0]By the definition of the market clearance price, we have $x_{a}=x_{s a}^{o u t}$. Thus, the relation between selling amount and market clearance price at agent $a$ is

$$
p_{a}=1-2 x_{s a}^{o u t}
$$

Now consider the utility function of the source,

$$
\pi_{s}=p_{a} x_{s a}^{o u t}=\left(1-2 x_{s a}^{o u t}\right) x_{s a}^{o u t}
$$

Finally, we have the optimal supplying amount at the source $x_{s a}^{\text {out }}=1 / 4$, which will result in a market clearance price $p_{a}=1 / 2$, and processing amount through $a$ is also $1 / 4$. Note that this is the unique equilibrium flow in this toy supply chain.

### 1.2.2 Series Parallel Graph

In this paper, we consider the case when $G$ is a Series Parallel Graph (SPG). This class of networks is well studied and has several applications in graph theory. (See for example [13]). For completeness, we provide a formal definition as follows.

Definition 1.2.1 (SPG) A single-source-and-sink SPG is a graph that may be constructed by a sequence of series and parallel compositions starting from a set of copies of a single-edge graph, where:

1. Series composition of $X$ and $Y$ : given two $S P G s X$ with source $s_{X}$ and sink $t_{X}$, and $Y$ with source $s_{Y}$ and sink $t_{Y}$, form a new graph $G=S(X, Y)$ by identifying $s=s_{X}, t_{X}=s_{Y}$, and $t=t_{Y}$.
2. Parallel composition of $X$ and $Y$ : given two $S P G s X$ with source $s_{X}$ and sink $t_{X}$, and $Y$ with source $s_{Y}$ and sink $t_{Y}$, form a new graph $G=P(X, Y)$ by identifying $s=s_{X}=s_{Y}$ and $t=t_{X}=t_{Y}$.

### 1.3 Equilibrium Characteristics and Computation

In this section, before describing how equilibrium can be computed, we observe some properties of equilibrium and series-parallel graphs.

### 1.3.1 Properties of Equilibrium

First, observe that the best strategy for agent $i$ is always to sell as much as bought since it cannot benefit from paying more for those unsold goods. At the selling side, suppose firm $i$ is willing to offer $x_{i j}^{o u t}$ quantity of goods to firm $j$, but part of the goods got rejected, i.e. $x_{i j}^{i n}<x_{i j}^{o u t}$. However, this can never happen in equilibrium, because $i$ will be better off by rejecting $x_{i j}^{o u t}-x_{i j}^{i n}$ amount of goods from its upstream at the beginning.

The next proposition lists the properties of supplying quantities at an equilibrium:
Proposition 1.3.1 With market clearance price, where $p_{s}$ and $p_{t}$ are given, each agent $i \in V$ gets to decide $x_{i j}^{o u t}$ where $j \in B(i)$ and $x_{k i}^{i n}$ where $k \in S(i)$, and $s$ gets to decide $x_{s j}^{o u t}$ for $j \in B(s)$. The equilibrium satisfies:

1. $x_{i j}^{o u t}=x_{i j}^{i n}$ for $i j \in E$.
2. $\sum_{k \in S(i)} x_{k i}^{i n}=\sum_{j \in B(i)} x_{i j}^{o u t}$, i.e. inflow is equal to outflow for agent $i \in V$.

For later notations, at the equilibrium, we will set $x_{i j}$ as the flow along the edge $i j$, i.e. $x_{i j}=x_{i j}^{o u t}=x_{i j}^{i n}$, and no longer use $x_{i j}^{i n}$ and $x_{i j}^{o u t}$. Meanwhile, since each firm accepts all the offers and sells everything they bought, we denote this sum of flow as processing quantity for firm $i$, i.e. $X_{i}=\sum_{k \in S(i)} x_{k i}=\sum_{j \in B(i)} x_{i j}$. For market $t$, the price is given as $p_{t}=a_{t}-b_{t} X_{t}$ because $t$ always accepts everything. For example, at equilibrium, the flows of the supply chain in Fig. 1.1 is


Fig. 1.2.: Flows in a Supply Chain at Equilibrium

With the above new notations, by rewriting equation 1.2 , the utility of agent $i$ becomes

$$
\begin{equation*}
\Pi_{i}=\sum_{j \in B(i)} p_{j} x_{i j}-p_{i} \sum_{j \in B(i)} x_{i j}-\frac{c_{i}}{2}\left(\sum_{j \in B(i)} x_{i j}\right)^{2} . \tag{1.3}
\end{equation*}
$$

and by rewriting equation 1.1, the utility of source firm $s$ becomes

$$
\begin{equation*}
\Pi_{s}=\sum_{j \in B(s)} p_{j} x_{s j}-p_{s} \sum_{j \in B(s)} x_{s j}-\frac{c_{s}}{2}\left(\sum_{j \in B(s)} x_{s j}\right)^{2} . \tag{1.4}
\end{equation*}
$$

For the flow activities along each edge, we define an edge $i j \in E$ is active if $x_{i j}>0$, and inactive if $x_{i j}=0$. Note that for every agent, the buying price should be at most the selling price so that the agent can obtain non-negative utility, thus whenever $i j$ is active, $p_{i} \leqslant p_{j}$. Otherwise, $i$ could have been better off by rejecting some goods from upstream and choose not to offer any goods to $j$.

Proposition 1.3.2 For each $i j \in E$ that is active, the market clearance price at an equilibrium satisfies $p_{i} \leqslant p_{j}$.

### 1.3.2 Properties of Series Parallel Graphs

Consider a path $l_{i j}=\left(i, v_{1}, \ldots, v_{k}, j\right)$ from $i$ to $j$. If there is an edge $i j \in E$, then we say $i j$ is a shortcut of $l_{i j}$. The intuition is $i$ always prefers selling to $j$ directly than through the intermediate agents along the path $l_{i j}$, and we prove it in the following proposition. The proof is provided in Appendix 2.6.1.

Proposition 1.3.3 At an equilibrium of a series parallel graph $G$, if ij $\in E$ is a shortcut of a path $l_{i j}$, then there is no trade on $l_{i j}$. Thus, all the edges on the path $l_{i j}$ are inactive.

By this observation, without loss of generality, we can assume that $G$ does not have any shortcuts.

Here we introduce the node relations in SPG. Node $k$ is called parent node of $i$ if there is a directed path from $k$ to $i$. The set of parent nodes of $i$ is denoted as $P(i)$. By a similar idea, we can define the child node and set of children $C(i)$. If consider the relation between direct parent and child $i \rightarrow j$, i.e., $i j \in E$, there are three possibilities in SPG:

- Single seller and single buyer, $|S(j)|=|B(i)|=1$.
- Multiple sellers and single buyer, $|S(j)| \geqslant 2,|B(i)|=1$. (MS)
- Single seller and multiple buyers, $|S(j)|=1,|B(i)| \geqslant 2$. (SM)

$S S$

$M S$


SM

Sometimes there are multiple paths from a parent node to one of its children, and we call these paths disjoint if they do not have any common intermediary nodes, that is, all nodes except the starting and the ending ones are different. Base on this definition, we can define the merging nodes with respect to node $i$.

Definition 1.3.1 (Self-merging Child Node) Node $j \in C(i)$ is a self-merging child node of $i$ if there are disjoint paths from $i$ to $j$. The set of such nodes $j$ is denoted as $C_{S}(i)$.

Definition 1.3.2 (Parent-merging Child Node) Node $j \in C(i)$ is a parent-merging child node of $i$, if there exist node $k \in P(i)$, such that there are disjoint paths from $k$ to $j$. The set of such nodes $j$ is denoted as $C_{P}(i)$.

We also introduce the special self-merging child nodes of $i$ and its child $j$ as $C_{T}(i, j)=C_{S}(i) \cap C(j) \backslash C_{P}(i)$. This notation is useful because it helps us capture the "internal" merging nodes that are responsible for the price of $i$ and flow to $j$ later on.

Proposition 1.3.4 A series parallel graph has the following properties:

1. $C_{P}(s)=C_{P}(t)=\emptyset$.
2. In $S S$ case, for $i j \in E, C_{P}(j)=C_{P}(i)$.
3. In $S M$ case, for $i j \in E, C_{P}(j)=C_{P}(i) \sqcup C_{T}(i, j)$.
4. In MS case, for $i j \in E, C_{P}(i)=C_{P}(j) \sqcup\{j\}$.

Note that $\sqcup$ stands for the disjoint set union.

## Example 2



In this graph, for node $a, C_{S}(a)=\{g, h\}$, because $\{g, h\} \subset C(a)$ and there are multiple disjoint paths from a to $g$ and $h$, while $t \notin C_{S}(a)$ because all the paths from a to $t$ must go through the common node $h$ which are not disjoint paths; $C_{P}(a)=\{h\}$ because $h \in C(a), s \in P(a)$, and there are multiple disjoint paths from $s$ to $h$; $C_{T}(a, b)=\emptyset$, while $C_{T}(a, c)=\{g\}$.

For node $c, C_{P}(c)=\{g, h\}$, while $C_{S}(c)=\emptyset$; For node $g, C_{P}(g)=\{h\}$, while $C_{S}(g)=\emptyset$.

Since $a \rightarrow c$ is the SM relation, by Proposition 1.3.4, $C_{P}(c)=\{g, h\}=C_{P}(a) \sqcup$ $C_{T}(a, c)$. Also, $C_{P}(c)=\{g, h\}=C_{P}(g) \sqcup\{g\}$, because $c \rightarrow g$ belongs to the $M S$ relation.

### 1.3.3 Equilibrium Computation

In this section, we present an algorithm to compute the equilibrium supplying quantities at every edge. To do that, we first derive a closed-form expression for the market clearance price at each firm through a backward algorithm in section 1.3.3. Then, the unique optimal quantities for each firm can be solved following the decision sequence from source to sink as in section 1.3.3.

## Market Clearance Price Computation.

A vital characteristic of the equilibrium is that all edges are active. The market clearance prices have closed-form expressions, and quantities can be computed based on the composition of SPG.

Lemma 1.3.1 At equilibrium, if $a_{s}<a_{t}$, then all the edges are active. Also the market clearance price at agent $i$ is an inverse linear function of $X_{i}$ and flows to its parent-merging children nodes.

$$
p_{i}=a_{t}-b_{i} X_{i}-\sum_{k \in C_{P}(i)} b_{k} X_{k}
$$

where $b_{i}>0, \forall i \in V$ is a constant that only depends on the structure of $G$ and processing cost.

The above lemma shows a concise way to present the price function at equilibrium. The last piece of work for price function computation is to find the value of $b_{i}$ for $i \in V$. This is provided in the proof given in Appendix 2.6.2. By adapting the main equations in that proof, here we introduce a backward Algorithm 1 to compute the market clearance price at equilibrium (starting from $A L G_{1}(j=t, G)$ ).

In each iteration, we just compute $b_{i}$ and this can be done in $O\left(\operatorname{deg}^{+}(i)\right)$ time where $\operatorname{deg}^{+}(i)$ is the outdegree of $i$. Besides, we also store the convex coefficients of each downstream node $j \in B(i)$. The number of $b_{i}$ computation is bounded by $O(|V|)$. Therefore, it takes linear time to compute the price functions by Algorithm 1 .

Below is an example of the price function computation, for the general form expression as in Algorithm 1, please check Example 15.

## Example 3 (Price Function Computation)

 Assume no processing cost in this example.

From Proposition 1.3.1, we know that inflow must equal to outflow for each firm at equilibrium. Therefore, we can set $x_{s a}=x_{a e}=x_{e t}=x, x_{s b}=x_{b d}=y, x_{s c}=x_{c d}=z$, and $x_{d t}=y+z$.

Consider the utility of $e$,

$$
\Pi_{e}(x)=p_{t} x-p_{e} x=(1-x-y-z) x-p_{e} x .
$$

$\overline{{ }^{2} \text { If }\left|C_{S}(i)\right| \geqslant 2 \text {, the computation of } b_{i} \text { is more complicated, the detail is provided in Appendix 2.6.2 }}$

Algorithm 1 : Price Function Computation (Backward)
1: Given the downstream buyer $j$ 's clearance price function $p_{j}$, compute the up-
stream seller $i$ 's clearance price case by case:

- Single seller and single buyer case,

$$
\begin{equation*}
b_{i}=2 b_{j}+\sum_{k \in C_{P}(j)} b_{k}+c_{i} . \tag{SS}
\end{equation*}
$$

- Multiple sellers and single buyer case, for each seller,

$$
\begin{equation*}
b_{i}=b_{j}+\sum_{k \in C_{P}(j)} b_{k}+c_{i} . \tag{MS}
\end{equation*}
$$

- Single seller and multiple buyers case $\left(\left|C_{S}(i)\right|=1\right)^{2}$,

$$
\begin{equation*}
b_{i}=\frac{2}{\sum_{j \in B(i)} \frac{1}{b_{j}}}+2 b_{h}+\sum_{k \in C_{P}(j) \backslash\{h\}} b_{k}+c_{i} . \tag{SM}
\end{equation*}
$$

Set the price function at seller $i: p_{i}=a_{t}-b_{i} X_{i}-\sum_{k \in C_{P}(i)} b_{k} X_{k}$.
if seller $i$ is the source then
Return.
else
6: $\quad \operatorname{Run} A L G_{1}(j=i, G)$.

Market clearance price function of e can be derived by solving the stable condition of the utility maximization problem:

$$
\frac{\partial \Pi_{e}(x)}{\partial x_{e t}}=1-2 x-y-z-p_{e}=0 \Rightarrow p_{e}=1-2 x-y-z
$$

Similarly, we can obtain the following price functions:

$$
\begin{aligned}
& p_{a}=1-4 x-y-z, \\
& p_{d}=1-x-2 y-2 z, \\
& p_{b}=1-x-4 y-2 z, \\
& p_{c}=1-x-2 y-4 z .
\end{aligned}
$$

Note that the above price functions can be written as the form of

$$
p_{i}=a_{t}-b_{i} X_{i}-\sum_{k \in C_{P}(i)} b_{k} X_{k} .
$$

As in Lemma 1.3.1, for example,

$$
p_{b}=1-x-4 y-2 z=1-b_{b} X_{b}-b_{d} X_{d}-b_{t} X_{t} .
$$

where $b_{b}=2, b_{d}=b_{t}=1, C_{P}(b)=\{d, t\}$.
The utility of $s$ is

$$
\Pi_{s}(x, y, z)=p_{a} x+p_{b} y+p_{c} z-p_{s}(x+y+z)
$$

Let $p_{s_{a}}$ be the price function that has to be satisfied if $\frac{\partial \Pi_{s}(x, y, z)}{\partial x}=0$, where $p_{s_{b}}$ and $p_{s_{c}}$ are defined similarly. Hence, the following stable condition is obtained:

$$
\begin{aligned}
& \frac{\partial \Pi_{s}(x, y, z)}{\partial x}=0 \Rightarrow p_{s_{a}}=1-8 x-2 y-2 z \\
& \frac{\partial \Pi_{s}(x, y, z)}{\partial y}=0 \Rightarrow p_{s_{b}}=1-2 x-8 y-4 z \\
& \frac{\partial \Pi_{s}(x, y, z)}{\partial z}=0 \Rightarrow p_{s_{c}}=1-2 x-4 y-8 z
\end{aligned}
$$

Note that all above three equations are necessary conditions for $p_{s}$, by using the convex coefficients $\mu_{1}=\frac{2}{5}, \mu_{2}=\mu_{3}=\frac{3}{10}$, we write $p_{s}$ as function of total flow $X_{s}=x+y+z$,

$$
\begin{aligned}
p_{s_{a b c}} & =\mu_{1} p_{s_{a}}+\mu_{2} p_{s_{b}}+\mu_{3} p_{s_{c}} \\
& =1-\frac{22}{5}(x+y+z) \\
& =1-\frac{22}{5} X_{s}
\end{aligned}
$$

Till here, we have the equilibrium price function at every node. Furthermore, we can find the total flow at equilibrium $X_{s}$ at source by solving

$$
p_{s_{a b c}}=p_{s}=0 \Rightarrow X_{s}=\frac{5}{22} .
$$

Base on the closed-form relation between seller and buyer as in SS, MS, and SM, we can prove a stronger version of Proposition 1.3.2. The proof can be found in Appendix 2.6.3.

Proposition 1.3.5 If an edge is active in an SPG, then the price at corresponding seller is strictly less than the price at the buyer.

## Equilibrium Quantities Computation.

After having the closed-form of the market clearance price function, we present an algorithm that finds the unique supply quantities at equilibrium. Consider the
quantities decision for firm $i$ to its downstream buyers $j \in B(i)$. Suppose there is only a single outflow for firm $i$, i.e., $|B(i)|=1$, by Proposition 1.3.1, inflow equals outflow at firm $i$, and firm $j$ will take all the supplying quantities from $i$, formally, $x_{i j}=X_{i}$. Hence, in the following analysis, we focus on the nontrivial case when firm has multiple downstream buyers, i.e., $|B(i)| \geqslant 2$. How to optimally allocate the supplying quantities to different buyers? In particular, firm $i$ 's decision $x_{i j}$, where $j \in B(i)$, is to optimize its utility $\Pi_{i}$. Recall the utility equation 1.3 ;

$$
\Pi_{i}=\sum_{j \in B(i)} p_{j} x_{i j}-p_{i} \sum_{j \in B(i)} x_{i j}-\frac{c_{i}}{2}\left(\sum_{j \in B(i)} x_{i j}\right)^{2}
$$

Note that before firm $i$ makes decision, $p_{i}$ is determined by upstream flows, but $p_{j}$ may be affected by $x_{i j}$ where $j \in B(i)$. By Lemma 1.3.1, we can write the price function of seller $j$ as

$$
\begin{equation*}
p_{j}=a_{t}-b_{j} x_{i j}-\sum_{k \in C_{P}(j)} b_{k} X_{k} . \tag{1.5}
\end{equation*}
$$

Note that by the property of SPG, $|S(j)|=1$ when $B(i) \geqslant 2$. Thus, $X_{j}=x_{i j}$.
To find the optimal supply quantities to downstream firm $j$, take the derivative of the utility function with respect to $x_{i j}$, and obtain

$$
\begin{equation*}
\frac{\partial \Pi_{i}}{\partial x_{i j}}=p_{j}-\sum_{l \in B(i)} \frac{\partial p_{l}}{\partial x_{i j}} x_{i l}-p_{i}-c_{i} X_{i} \tag{1.6}
\end{equation*}
$$

Expand the second term of equation 1.6 as

$$
\begin{align*}
\sum_{l \in B(i)} \frac{\partial p_{l}}{\partial x_{i j}} x_{i l} & =b_{j} x_{i j}+\sum_{l \in B(i)}\left(\frac{\partial \sum_{k \in C_{P}(l)} b_{k} X_{k}}{\partial x_{i j}}\right) x_{i l} \\
& =b_{j} x_{i j}+\sum_{l \in B(i)}\left(\sum_{k \in C_{P}(l) \cap C(j)} b_{k}\right) x_{i l}  \tag{1.7}\\
& =b_{j} x_{i j}+\sum_{h \in C_{T}(i, j)} b_{h} X_{h}+\sum_{k \in C_{P}(i)} b_{k} X_{i} .
\end{align*}
$$

Plug equation 1.5 and equation 1.7 back into equation 1.6, we get

$$
\begin{align*}
\frac{\partial \Pi_{i}}{\partial x_{i j}} & =a_{t}-2 b_{j} x_{i j}-\sum_{k \in C_{P}(j)} b_{k} X_{k}-\sum_{h \in C_{T}(i, j)} b_{h} X_{h}-\sum_{k \in C_{P}(i)} b_{k} X_{i}-c_{i} X_{i}-p_{i}  \tag{1.8}\\
& =a_{t}-2 b_{j} x_{i j}-2 \sum_{h \in C_{T}(i, j)} b_{h} X_{h}-p_{i}-\text { const. }
\end{align*}
$$

Note that $X_{i}$ and $X_{k}$ where $k \in C_{P}(i)$ are given constant predetermined by upstream supply. By point 3 of Proposition 1.3.4, $C_{P}(j)=C_{P}(i) \sqcup C_{T}(i, j)$ and we have

$$
\text { const }=\left(\sum_{k \in C_{P}(i)} b_{k}+c_{i}\right) X_{i}+\sum_{k \in C_{P}(i)} b_{k} X_{k} .
$$

Observe the utility of firm $i$ (equation 1.3) is concave. At the equilibrium, if $x_{i j}>0$, then $\frac{\partial \Pi_{i}}{\partial x_{i j}}=0$; if $x_{i j}=0$, then $\frac{\partial \Pi_{i}}{\partial x_{i j}} \leqslant 0$. This problem is equivalent to the following linear complementary problem (LCP) with variables $x_{i j}$ where $j \in B(i)$.

$$
\left\{\begin{array}{l}
\frac{\partial \Pi_{i}}{\partial x_{i j}} x_{i j}=0  \tag{LCP}\\
\frac{\partial \Pi_{i}}{\partial x_{i j}} \leqslant 0, \\
x_{i j} \geqslant 0, \quad \forall j \in B(i)
\end{array}\right.
$$

To solve the above system of equations LCP, we introduce a convex quadratic program:

$$
\begin{array}{lll}
\min _{x_{i j}, X_{k}} & \sum_{j \in B(i)} b_{j} x_{i j}^{2}+\sum_{k \in C_{S}(i) \backslash C_{P}(i)} b_{k} X_{k}^{2} & \\
\text { subject to } & a_{t}-2 b_{j} x_{i j}-\sum_{k \in C_{T}(i, j)} 2 b_{k} X_{k}-\text { const } \leqslant p_{s} & \text { for } j \in B(i),  \tag{CQP}\\
& x_{i j} \geqslant 0 & \text { for } j \in B(i) .
\end{array}
$$

By examining the KKT conditions of the quadratic program, the independent variables $X_{k}$ satisfy $X_{k}=\sum_{j: k \in C(j)} x_{i j}$, which fits the definition of $X_{k}$. Besides, equation LCP also holds. The proof of Lemma 1.3 .2 is provided in Appendix 2.6.4.

Lemma 1.3.2 Problem $L C P$ is equivalent to the convex optimization problem $\triangle Q P$, and the solution is unique.

After the market clearance price function is computed by Algorithm 1 , by solving CQP directly, we have the optimal decision of each firm in polynomial time. In fact, the algorithm can be sped up by distributing the flow from $i$ to $j \in B(i)$ proportionally to the convex coefficients pre-computed in Algorithm 1. Besides, all the $p_{j}$ 's have the same price value so that $i$ has no preference about whom to sell to. The proof of Lemma 1.3 .3 is provided in Appendix 2.6.5.

Lemma 1.3.3 For the $S M$ case, $\Pi_{i}$ is maximized by distributing the flow to $j \in B(i)$ proportionally to the convex coefficients pre-computed in Algorithm 1. Besides, all the $p_{j}$ 's have the same price value.

```
Algorithm 2: SPG Flow Computation (Forward)
    (Initialize \(X_{j}=0, \forall j \in V\). Start with \(A l g_{2}\left(i=s, p_{i}=p_{s}, G\right)\).)
    Distribute the flow \(x_{i j}\) where \(j \in B(i)\) proportionally to the convex coefficients.
    for \(k \in C_{S}(i)\) do
        if \(X_{k}=0\) then
            \(X_{k}=\sum_{j: k \in C_{P}(j)} x_{i j}\).
    for \(j \in B(i)\) do
        if \(X_{j}=0\) then
            \(X_{j}=x_{i j}\).
        \(p_{j}=a_{t}-b_{i} X_{j}-\sum_{k \in C_{P}(j)} b_{k} X_{k}\).
        Run \(\operatorname{Alg}_{2}\left(j, p_{j}, G\right)\).
11: Return.
```

The algorithm starts with solving the equilibrium flow at source, then based on the flow decision, each $j \in B(i)$ is considered as the new source node, and their equilibrium flow decisions were solved along the path to the sink, as demonstrated in the following examples.

Example 4 (Flow Computation Order)
Consider the same instance as Example 2:


Algorithm 2 solves the flow quantities along the red edges first, then those along the blue and orange edges. Note that the flow along the black edge is equal to the total inflow to the upstream firm by the definition of market clearance price (e.g. $x_{g h}=$ $\left.X_{g}=x_{c g}+x_{f g}\right)$.

## Example 5 (Flow Computation)

Consider the same instance as Example 3:


We already have $X_{s}=\frac{5}{22}$. By distributing the flow proportionally to the convex coefficients $\mu_{1}=\frac{2}{5}, \mu_{2}=\mu_{3}=\frac{3}{10}$, we have $x=\mu_{1} X_{s}=\frac{1}{11}$ and $y=z=\mu_{2} X_{s}=\frac{3}{44}$. We calculate the price values $p_{a}, p_{b}$, and $p_{c}$ from the flow values $x, y$, and $z$ :

$$
\begin{aligned}
& p_{a}=1-4 x-y-z=1-4 \times \frac{1}{11}-\frac{3}{44}-\frac{3}{44}=\frac{1}{2}, \\
& p_{b}=1-x-4 y-2 z=1-\frac{1}{11}-4 \times \frac{3}{44}-2 \times \frac{3}{44}=\frac{1}{2}, \\
& p_{c}=1-x-2 y-4 z=1-\frac{1}{11}-2 \times \frac{3}{44}-4 \times \frac{3}{44}=\frac{1}{2} .
\end{aligned}
$$

Theorem 1.3.1 For $S P G$, there exists a linear time algorithm to solve the equilibrium flow and prices, and the equilibrium is unique.

Proof The equilibrium flow and prices can be found by Algorithm 1 and Algorithm 2 in linear time as aforementioned. The uniqueness of equilibrium can be proved by encoding this problem into LCP and its corresponding CQP has a unique solution.

### 1.4 Structural Analysis of Network Pricing Equilibria

In this section, we compare the equilibria and analyze the influence of different operations on SPG, e.g., switching the order of two components in SPG, or inserting a new component to a given SPG. The criterion of the influence is the network efficiency defined as follows:

Definition 1.4.1 (Efficiency) A supply chain network is more efficient if it has a larger total flow value at equilibrium.

Following are some general results for SPG. The first proposition shows that the direct selling from source to sink is the most efficient supplying network,

Proposition 1.4.1 Singe-edge graph is the most efficient SPG supplying network.
For single-edge graph, let $p_{s}^{0}$ be the source price, then $p_{s}^{0}=a_{t}-\left(2 b_{t}+c_{s}\right) X_{s}$. For general SPG, by induction, we show that the market clearance price for every firm is higher than $p_{s}^{0}$. The induction step is similar to the proof of Lemma 1.3.1, and the proof details can be found in Appendix 2.7.1.

Interpret $a_{t}$ as the demand of the market, the following proposition shows the relation between demand and efficiency.

Proposition 1.4.2 The market efficiency increases if the demand at the market increases or material cost at the source decreases.

Proof From Lemma 1.3.1.

$$
p_{s}=a_{t}-b_{s} X_{s}=a_{s}+d_{s} X_{s} \text { (the given source price). }
$$

It follows that $X_{s}=\frac{a_{t}-a_{s}}{d_{s}+b_{s}}$, so the increasing demand at market $\left(a_{t}\right)$ or decreasing cost at the source ( $a_{s}$ or $d_{s}$ ) will make the supply chain more efficient.

### 1.4.1 Components' Series Order

In this section, we examine the relationship between efficiency and local structure of an SPG, i.e., the order of components.

Definition 1.4.2 (Component) $X$ is a component of $G$ if $X$ only contains one node or $X \subseteq G$ is an $S P G$ whose head $s_{X}$ and tail $t_{X}$ satisfy $t_{X} \in C_{S}\left(s_{X}\right)$. Besides, $X$ contains all the nodes in $P\left(t_{X}\right) \cap C\left(s_{X}\right)$.

If component $X$ 's tail is $Y$ 's head (or the reverse), then we say $X$ and $Y$ are series components. Note that we can extend the definition of the component by treating $S(X, Y)$ as a component too, while all the results in this section still hold.

Obviously, the efficiency of a supply chain is highly related to its components, and we define component efficiency as follows.

Definition 1.4.3 (Component Efficiency) Component efficiency of $X$ is $\lambda\left(X, b_{t_{X}}\right)=$ $\frac{b_{s_{X}}}{b_{t_{X}}}$.

We can see measures the changes of slopes by component $X$, and it has high component efficiency if $\lambda\left(X, b_{t_{X}}\right)$ is small. Let us first consider the simpler case that the processing cost is absent. As a result, the component efficiency is irrelevant to $b_{t_{X}}$. The proof is provided in Appendix 2.7.3.

Lemma 1.4.1 Assume no processing cost in component $X$, then

$$
b_{s_{X}}=\lambda\left(X, b_{t_{X}}\right)=\lambda(X) b_{t_{X}}
$$

where $\lambda(X) \geqslant 2$ is a constant only relevant to the graph structure.
Now consider the efficiency of series components $S(X, Y)$ and assume no processing cost in $X$ and $Y$, by Lemma 1.4.1:

$$
\begin{aligned}
\lambda\left(S(X, Y), b_{t}\right) & =\lambda\left(X, \lambda\left(Y, b_{t}\right)\right) \\
& =\lambda(X) \lambda(Y) b_{t} \\
& =\lambda(Y) \lambda(X) b_{t} \\
& =\lambda\left(S(Y, X), b_{t}\right)
\end{aligned}
$$

which means the order of series components does not matter, and we obtain the following theorem (proof detail is provided in Appendix 2.7.4.)

Theorem 1.4.1 Assume no processing cost, switching the order of series components does not change the efficiency.

Now consider the case with processing cost:

$$
\Pi_{i}=\sum_{j \in B(i)} p_{j} x_{i j}-p_{i} X_{i}-\frac{c_{i}}{2} X_{i}^{2}, \text { where } c_{i}>0
$$

If we change the order of series components, the total flow and the slope efficiency may vary as shown in this following example.

Example 6 Consider the price functions of source for the following two graphs, where $c_{a}>0, c_{b}=0, p_{t}=a-b X_{t}$, and $p_{s}=0$ :


Every edge is active in both graphs, price functions for the first graph are

$$
\begin{aligned}
& p_{b}=a-2 b x, \\
& p_{a}=a-\left(4 b+c_{a}\right) x=0 .
\end{aligned}
$$

As a result, the total flow is $x_{1}=\frac{a-p_{s}}{4 b+c_{a}}$. While the price functions for the second graph are:

$$
\begin{aligned}
& p_{a}=a-\left(2 b+c_{a}\right) x, \\
& p_{b}=a-\left(4 b+2 c_{a}\right) x=0 .
\end{aligned}
$$

As a result, the total flow is $x_{2}=\frac{a-p_{s}}{4 b+2 c_{a}}<x_{1}$. It follows that the first graph is more efficient than the second one, and the series order of $a$ and $b$ does influence the efficiency.

In the general case with processing cost, each component has a complex influence on the ratio of $b_{s}$ to $b_{t}$, and it is unclear to us what is the efficient algorithm to find the optimal series order of the components. Nevertheless, for some simple cases, we can see the pattern of optimal order.

Proposition 1.4.3 For a series composition of components $X$ and $Y$, suppose there is processing cost in $X$, but no processing cost in $Y$, then the composition with $X$ close to the source is more efficient than the composition with $X$ close to the sink.

The proof is provided in Appendix 2.7.5.
One natural interpretation of the above result is the later the processing cost occurs, the worse the efficiency. At equilibrium, upstream firms will consider the cost from downstream. Therefore, the later cost hinders the incentive of upstream firms to supply more goods.

Suppose the supply chain is a straight line, the pattern is clearer, the processing $\operatorname{cost} c_{i}$ is the only criteria to decide the optimal order. Without loss of generality, denote the optimal order as firm $0,1, \ldots, n-1, n$ from source 0 to sink $n$.

Proposition 1.4.4 In the most efficient order arrangement of a straight line model, firm $i$ has higher order than firm $j$ if and only if $c_{i} \leqslant c_{j}$, and this relation always holds:

$$
\begin{aligned}
& a_{0}=a_{n}, \\
& b_{0}=2^{n} b_{n}+\sum_{i=1}^{n} 2^{i} c_{i} .
\end{aligned}
$$

The proof is provided in Appendix 2.7.6.
This indicates that it is always better to put the node with a higher cost closer to the source, and the fact is the processing cost will be amplified (exponentially) along the path from sink to source.

### 1.4.2 Series Insertion, Parallel Insertion

This section focuses on in which way and at what location, adding a component to a given supply chain network will change the efficiency. The two operations we are most interested in are series insertion and parallel insertion.

Definition 1.4.4 (Series Insertion) $A n S P G X$ is series-inserted into an $S P G G$ at node $i$ by setting $s_{X}=i, t_{X}=i$.

Definition 1.4.5 (Parallel Insertion) An $S P G Y$ is parallel-inserted into an $S P G$ $G$ at component $X$ by setting $s_{Y}=s_{X}$ and $t_{Y}=t_{X}$.

The intuition is parallel insertion provides another path for the flow in the supply chain, while series insertion just makes the supply chain redundant, and we have the following theorem illustrating our intuition.

Theorem 1.4.2 Series insertion always decreases the total flow, while parallel insertion always increases the total flow.

The proof is provided in Appendix 2.7.7.
Base on the fact that series insertion is always bad, while parallel insertion is always good, the next question is, given components, where is the most efficient location to insert?

To analyze the changes in efficiency from different parallel insertion location, we can start with a special case, where $G$ can be written as a series composition of two components.

Lemma 1.4.2 Suppose $G=S\left(X_{1}, X_{2}\right)$, then $P(G, Y)$ is more efficient than parallelly inserting $Y$ at $X_{1}$ and also more efficient than parallelly inserting $Y$ at $X_{2}$.

The proof is provided in Appendix 2.7 .8 and it can be extended to general SPG as mentioned in the following theorem.

Theorem 1.4.3 Parallel insertion into the entire SPG is more efficient than parallel insertion into a component of the SPG.

Proof Proof by induction, starting from the smallest series of components, it is always better off by parallel insertion at the head and tail nodes by Lemma 1.4.2, and we can repeat this until stopping at the global parallel insertion.

This theorem can be interpreted as global parallel insertion will bring more competition to the supply chain network than local parallel insertion. As a result, the network is more efficient after global insertion.

### 1.4.3 Firm Location and Individual Utility

This section focuses on the firm's utility at equilibrium. Specifically, how does the position of a firm in the network influence its utility at equilibrium? To address this question, we first check the result of a simple example.
Example 7 (Firm Utility in Straight Line)

$$
p_{s}=0 \leftrightarrow \xrightarrow{x} \text { ( } \xrightarrow{x} \xrightarrow{x} p_{t}=1-X_{t}
$$

Assume processing cost is 0 . Price at firm a and s are $p_{a}=1-2 x$ and $p_{s}=1-4 x$. Therefore, the utilities are $\Pi_{a}=\left(p_{t}-p_{a}\right) x=x^{2}$ and $\Pi_{s}=2 x^{2}=2 \Pi_{a}$.

The above example shows an intuition of the location advantage that the firm closer to the source may have higher utility than its downstream buyers. However, this is not always true in SPG, especially when there is strong competition among upstream buyers (i.e., MS case). To gain a deeper intuition, we would say the upstream firm which controls all the flow of its downstream firm has a relatively better utility at equilibrium. Therefore, we introduce the following new definition.

Definition 1.4.6 (Dominating Parent) $i$ is a dominating parent of $j$ if all the flow from source to $j$ must go through $i$.

As in Example 4, $a$ is a dominating parent of $b$ and $g$, but neither a dominating parent of $h$ nor a dominating parent of $i$.

For firm $i$, the utility is

$$
\begin{aligned}
\Pi_{i} & =\sum_{j \in B(i)}\left(p_{j}-p_{i}\right) x_{i j}-\frac{c_{i}}{2} X_{i}^{2} \\
& =\sum_{j \in B(i)}\left(b_{i} X_{i}+\sum_{k \in C_{P}(i)} b_{k} X_{k}-b_{j} X_{j}-\sum_{k \in C_{P}(j)} b_{k} X_{k}\right) x_{i j}-\frac{c_{i}}{2} X_{i}^{2} .
\end{aligned}
$$

By using the coefficient relation between buyer and seller as in equation SS , MS, and SM, we can find the closed-form of the utility. The proof is provided in Appendix 2.7.9.

Lemma 1.4.3 The utility at equilibrium can be written as

$$
\begin{equation*}
\Pi_{i}=\frac{1}{2}\left(b_{i}+\sum_{k \in C_{P}(i)} b_{k}\right) X_{i}^{2} . \tag{1.9}
\end{equation*}
$$

Based on the utility function, we can prove the following key theorem which shows the location advantage of a dominating parent. Namely, if a firm controls the other firm's flow in the supply chain, then its utility is at least twice as much as its child. The proof is provided in Appendix 2.7.10.

Theorem 1.4.4 If firm $i$ is a dominating parent of firm $j$, then firm $i$ has at least twice as much utility as firm $j$.

The following corollary shows that the seller benefits a lot from the competition among the buyer side, and the proof is provided in Appendix 2.7.11.

Corollary 1.4.1 In the SM case, the utility of the seller is larger than the utility sum of all the buyers.

To sum up, we proved a dominating parent always has better utility, and the double utility rule will hold, which demonstrates the great value of controlling the upstream flows in the real world.

### 1.5 Equilibrium in Generalized Series Parallel Graph

In this section, we discuss the equilibria properties in the extension cases when the series-parallel graph has multiple sources or sinks. In particular, we will show:

- Multiple-sources-and-single-sink SPG: There exists a unique equilibrium, and it can be found in polynomial time.
- Single-source-and-multiple-sinks SPG: Price function of a firm may be piecewise linear under simple settings. Besides, there may exist multiple equilibria.
- Multiple-sources-and-multiple-sinks SPG: There may exist multiple equilibria, or there is no equilibrium.


### 1.5.1 Multiple Sources and Single Sink

A series-parallel graph with multiple sources and single sink (MSPG) is defined as follows.

Definition 1.5.1 (MSPG) $G$ is multiple-source-and-single-sink SPG if it can be constructed by deleting the source node of an SPG and setting the adjacent nodes of the source as the new source nodes.

Assume every source producer makes decision simultaneously. In contrast to SPG that all edges are active, there may exist inactive edges in MSPG.

Example 8 (Inactive Edges)

By Algorithm 1, Price functions at firm a is $p_{a}=8-2 X_{a}$. By solving the LCP as in section 1.3.3, the equilibrium flow is $x=2, y=0$, where firm $s_{2}$ and edge $x_{s_{2} a}$ are inactive.

By the proof 2.6.2 of Lemma 1.3.1 (SM case), if a firm is active, all the sub-flows are active too. Therefore, it is sufficient to identify all the inactive edges by check the seller's activity status, and here is an algorithm to identify all the inactive edges in MSPG:

```
Algorithm 3: Determinate Inactive Edges
    Similar to Algorithm 1, compute the price function of all nodes.
    Solve the convex optimization problem CQP at the source nodes, get the equilib-
    rium flow \(x_{s j}\) where \(j \in B(s)\) for each source node \(s\).
    3: For any firm \(k\), if all of its inflow edges are red, also mark \(k\) and its outflow edges
    as red. Repeat that until no new red firm or edge appears.
    Firms and edges are inactive if and only if it is marked as red.
```

Similar to the SPG procedure, we can apply Algorithm 1 and Algorithm 2 to compute the price and quantities at equilibrium.

Theorem 1.5.1 For MSPG, there exists a polynomial time algorithm to solve the equilibrium flow and price, and the equilibrium is unique.

The proof is quite similar to Theorem 1.3.1 and is omitted here. Note that uniqueness is because flow quantity is a solution of CQP (Lemma 1.3.2).

### 1.5.2 Single Source and Multiple Sinks

In this section, we focus on the extension of multiple sinks, and the definition is similar to Definition 1.5.1.

Definition 1.5.2 G is single-source-and-multiple-sinks SPG if it can be constructed by deleting the sink node of an SPG and setting the adjacent nodes of the sink as the new sink nodes.

First, we consider a special case that all markets have the same demand $a_{t}$, then all markets are active, i.e., every market has a positive incoming flow. The proof is provided in Appendix 2.8.1.

Theorem 1.5.2 If all markets have the same demand, then all markets are active, and there exists a unique equilibrium.

However, one major difference multiple sinks cast to SPG is that depending on the selling price from upstream, and the ending markets may be inactive, that is, the incoming quantity is zero, while the single ending market is always active in SPG. For example,

## Example 9 (Markets Activities)



Since $a_{t_{1}}>p_{s}$, it is clear that market $t_{1}$ is active. Suppose market $t_{2}$ is active, market clearance price function at a is $p_{a}=5-X_{a}$. When source s makes decision, note that flow $x_{s t_{1}}$ and $x_{s a}$ can be handled independently, it is easy to see the optimal decision that maximizes the utility $\left(5-X_{a}\right) X_{a}$ of $s$ from $a$ is $X_{a}=2.5$ and $p_{a}=2.5>a_{t_{2}}$, contradicting to market $t_{2}$ is active. Therefore, market $t_{2}$ is inactive, even though it has higher demand than market $t_{1}$.

Note that, the above example is against the intuition that the market with higher demand is more likely to be active ( $t_{2}$ is inactive while $t_{1}$ is). While the truth is not only market demand, but also the competitors and network structure influence the market activity. Namely, market $t_{2}$ is inactive because it has a longer supply chain than $t_{1}$ and a strong competition between $t_{3}$. As a result, it is less favorable than $t_{1}$ and $t_{3}$.

Based on the activity status of the ending markets, we introduce two types of processing strategies for upstream firms.

Definition 1.5.3 (Low Price Strategy) Firm processes relatively large quantity of goods at a relatively low price, such that all the markets are active.

Definition 1.5.4 (High Price Strategy) Firm processes relatively small quantity of goods at a relatively high price, such that some markets are inactive.

Note that the firm's decision of strategies only depends on individual utility maximization. Because of various choice of strategies, we will see the price functions are piecewise linear in this case. Furthermore, some counterintuitive results will occur, i.e., the increase of demand may result in the decrease of total flow and social welfare (comparing to Proposition 1.4.2). To understand these differences, it is helpful to consider an example as in Figure 1.3, where the two supply chain networks have identical structure but different market demands.
supply chain 1 :

supply chain 2 :


Fig. 1.3.: Multiple Sinks Supply Network

It seems that supply chain 2 with higher market demand should have larger flow and social welfare. However, the truth is supply chain 1 is more efficient. To explain this, let us check the market clearance price at $b$ and $a$ first as in Figure 1.4. Note that the source firm $b$ has two strategies when $p_{b}=7$, and both low and high price strategies are feasible. Interestingly, when $a_{t_{1}}=20$, the utility of $b$ is maximized by choosing high price strategy and only market $t_{1}$ is active. However, when demand at market $t_{1}$ drops, low price strategy is preferred by $b$.


Fig. 1.4.: Piecewise Linear Price Functions of Supply Chain 2

By fixing demand at market 2 and adjusting the demand at market $1\left(a_{t_{1}}\right)$, Figure 1.5 shows the numerical results of firm $b$ 's corresponding surplus, consumer surplus, total flow, and social welfare. Note that the intersecting point at $a_{1} \approx 19.5$ shows that increasing demand at market hurts the supply chain efficiency.


Fig. 1.5.: Price Strategies Simulation

Remark. For the supply chain networks in Figure 1.3, we have the following results:

- Supply chain under low price strategy is always more efficient than under high price strategy.
- When the demand difference between two markets is small enough, low price strategy gives better payoff for source firm $b$. If the difference is large enough, high price strategy gives better payoff for source firm $b$.
- Low price strategy always produces a higher total surplus of firms and consumers. Hence, social welfare is also higher.
In short, low price strategy is preferred by $b$ if the demand difference is not significant. Besides, with low price strategy, everyone is usually better off. For more interpretation of these results, please check Appendix 2.8.2.

When upstream chooses the optimal strategy and flow, there may exist multiple equilibria for downstream firms. Details are in Example 2.12.7.

### 1.5.3 Multiple Sources and Multiple Sinks

In the multiple sources and multiple sinks cases, the problem may become intractable as shown in the following examples:

- Multiple pure strategy equilibria exist (Example 10).
- No pure strategy equilibrium exists (Example 11).

Therefore, it is difficult to analyze the behavior of the firms in the supply chain without any further assumption in this case.

Example 10 (Multiple pure strategy Equilibria)


Assume no processing cost. $\Pi_{1}^{h}$ is the utility of $s_{1}$ with high price strategy and $\Pi_{1}^{l}$ is the utility of $s_{1}$ with low price strategy. The notations for $s_{2}$ are similar.

- Suppose restricted to high price strategy, the optimal quantities are $x=y=\frac{2}{3}$, then

$$
\Pi_{1}^{h}=\Pi_{2}^{h}=\frac{8}{9}
$$

If $s_{2}$ increases supply to low price strategy level $\left(y^{\prime}=\frac{11}{12}\right)$, his optimal payoff at the new low price strategy is

$$
\Pi_{2}^{l^{\prime}}=\frac{121}{144}<\Pi_{2}^{h}
$$

Thus, exists equilibrium at high price strategy.

- Suppose restricted to low price strategy, the optimal quantities are $x=y=\frac{5}{6}$, then

$$
\Pi_{1}^{l}=\Pi_{2}^{l}=\frac{25}{36}
$$

If $s_{2}$ decreases supply to high price strategy level $\left(y^{\prime}=\frac{7}{12}\right)$, his optimal payoff at the new high price strategy is

$$
\Pi_{2}^{h^{\prime}}=\frac{49}{72}<\Pi_{2}^{l}
$$

Thus, exists equilibrium at low price strategy.

In summary, both high and low price strategies are equilibria. Computation details can be found in Appendix 2.12.7

The following example shows that it is possible that no equilibrium exists in the multiple sources and multiple sinks cases.

## Example 11 (No pure strategy equilibrium)



Assume no processing cost. $\Pi_{1}^{h}$ is the utility of $s_{1}$ with high price strategy and $\Pi_{1}^{l}$ is the utility of $s_{1}$ with low price strategy. The notations for $s_{2}$ are similar.

- Firm $s_{1}$ never accepts low price strategy, because when market $t_{2}$ is active $p_{c}$ has to be smaller than 1 , but $p_{s_{1}}>1>p_{c}$.
- If firm $s_{1}$ is not active $(x=0)$, firm $s_{2}$ will prefer high price strategy which gives a higher utility,

$$
\Pi_{2}^{l}=\frac{49}{32}<\frac{50}{32}=\Pi_{2}^{h}
$$

while the price function at $c$ is greater than the material cost of firm $s_{1}$,

$$
p_{c}=2.5>p_{s_{1}} .
$$

Therefore, this is not an equilibrium because firm $s_{1}$ will prefer participating the supply network and $x>0$.

- If firm $s_{1}$ is active $(x>0)$, then assume they agrees on a local optimal at high price strategy. However, firm $s_{2}$ will prefer increasing production and switching to low price strategy because

$$
\Pi_{2}^{h}=\frac{49}{36}<\frac{50}{36}=\Pi_{2}^{l}
$$

Thus, it is not an equilibrium either.
In summary, neither high nor low price strategy exists equilibrium. Computation details can be found in Appendix 2.12.8.

### 1.6 Conclusion

We considered a network model of sequential competition in supply chain networks. Our main contribution is that when the network is series-parallel, the model is tractable and allows for a rich set of comparative analysis. In particular, we provide a polynomial time algorithm to compute the equilibrium, and the algorithm helps us to study the influence of the network to the total flow of the equilibrium. Furthermore, we show that slightly extending the network structure beyond series-parallel graphs makes the model intractable. Several questions are left for future research such as extending the model to capture uncertainty, risks, and asymmetric information.

## 2. DELEGATION STRUCTURE

### 2.1 Introduction

The decision of delegation structure affects the cost of the principal and the effort status of every agent in the production chain in different ways. The principal may prefer delegation because that saves the cost of monitoring. However, the conflict interests between the middle agents with the principal may result in an insufficient incentive for downstream agents under delegation. In this article, we investigate and fully characterize the trade-off of the delegation, and provide algorithms to compute the optimal delegation structure for the principal.

Our model has three main features. First, we consider the production chain as a sequential process, where a product is processed from raw material at the initial agent to the final product at the principal. During this process, the agents decide the effort levels sequentially. Second, the effort level is unobservable, but it's possible to monitor the quality of the output product from each agent. Third, and most importantly, the principal could access the intermediate product quality information by signing a contract with the corresponding agent. Therefore, there is no information advantage for the middleman.

In this setting, the principal first designs a delegation structure for the product chain, and start signing contracts sequentially from the top to the down levels. After received contracts, the agents begin exerting efforts sequentially along the production chain. Due to the difficulty of monitoring the efforts, while the observable quality is an aggregation of the effort, the predecessor's output quality, and unknown environmental effect, problems of free riding and moral hazard arise in this context. Hence, how to design an efficient contract structure, at the minimum cost, to induce the effort from every agent becomes the primary concern of the principal.

To find the optimal contract structure, we start our analysis with a three agents model, including the principal, agent 1 and agent 2. A practical instance of this model can be a production chain of building satellites: the power system must be finished by agent 1 first. Then, after knowing the engine's capability and the maximum deliverable mass, agent 2 can start to design the rest of the satellite. In the end, the principal expects a functional satellite ready to launch. To motivate every agent along the production chain, the principal can sign a direct contract with both agents and observes their output signals.

Meanwhile, it is also an option to give agent 2 more power and make him responsible for agent 1's action. Specifically, in the delegation case, agent 2 not only needs to decide his effort but also accountable for the subcontract with the downstream agent. Otherwise, shirking may happen and eventually harms agent 2 task completeness.

One significant difference between our study with the other literature is that we treat the principal and the delegating middle agent at the same fair position when monitoring the downstream agents. For example, both of the principal and agent 2 can observe the same correct output signal from 1, and there is no additional cost for the principal even if to control every agent directly. Under this setup, it may appear to be that the delegation will not help since the middle agent does not have any advantage on inducing the downstream agents' effort but has a personal objective inconsistent with the principal. However, we will show sometimes leaving more responsibilities to the middle agents may help the principal save the cost of incentive when signing contracts.

Our paper studies a model of sequential network game motivated by production chain network applications. We consider the agents are risk neutral and can't be punished. To study such a delegation model, one needs to analyze subgame perfect equilibria. After received a contract from the principal, to make an optimal decision about personal effort and subcontract, agent 2 needs to internalize the decision of agent 1.

Once the subgame equilibrium is solved, we can characterize the threshold for the principal to decide whether direct control or delegation in a three agents model in Section 2.2. Our primary goal is to understand the value of delegation and how to utilize agents' incentive through different contract structures fully. Moreover, our study illustrates the trade-off of using delegation. On the one hand, through delegation, the principal shifts the contract cost of the downstream agents to the middle agents. On the other hand, the principal gives up the ability to observe those intermediate signals and loses control over those delegated agents.

Our main finding in this paper is presenting a new approach to demonstrate the value and trade-offs of the delegation. In contrast, the other work assuming asymmetric information, i.e., [14, 15], we assume the principal can access full information same as the middleman. Furthermore, we provide thresholds for the principal to make the optimal decision between direct control and delegation under different conditions. We explore the influence of various parameters over the delegation decision of the principal in different situations through a comparative study.

After solving the problem in a three agents model in Section 2.2, under some mild assumptions, we extend this model to various complex process structures, including path and tree in Section 2.3 and 2.4. We also developed a polynomial time algorithm to obtain the optimal delegation structure and contract payments.

Related work: Our paper assumes the effort is unobservable and concerning the efficient contract structure based on the quality signals, which is closely related to the literature on Moral Hazard on teamwork, including [16, 17, 18, 19]. Comparing to their work, our paper focuses more on the sequential processing and optimal delegation structure along the production chain. However, [17] considers two identical agents in the team and focus more on the benefits from different contract conditions. Meanwhile, [16, 18, 19] stress on different types of agents in the group and the effects
of matching between different types. In contrast, the agents in our paper belong to the same type but have different parameters about the success probability.

Our work focus on the value of delegation by using the middleman, [20, 21] also investigate the role of middleman and its effects over the overall network. Our paper's setting is related to [22], which considers uncertainty over the agents preferences and provide an optimal delegation set. However, he restricts the set of feasible delegation sets to intervals. Our work is also related to the papers about relational contracts within and between organizations. For instance, [23] studies the design of self-enforced in the presence of moral hazard and hidden information.

For a similar network structure, [4, 12] analyze bargaining games. However, our paper assumes zero bargaining power when the downstream agent receives the contract from the upstream agent but considers more variation on contract structure by delegation.

### 2.2 General Three Agents

### 2.2.1 Model Description

We consider a three agents sequential working process as in Fig. 2.1, where the work is initiated at the agent 1. After agent 1's task is done, it will be passed over to agent 2 , and eventually to the last agent (the principal). During the process, each agent can decide making effort or not, while this effort is costly and unobservable to the others. However, a binary signal $s_{k} \in\{0,1\}$ which indicates the task completeness is observable to the next node, More precisely, agent 2 can observe $s_{1}$ and the principal can observe $s_{2}$ after the task of agent 1 or 2 is done.


Fig. 2.1.: Process Path

For agent 1 , the probability of success, $P\left(s_{1}=1\right)$, is related to

- Personal effort $e_{1}$,
- Environmental random effect $r_{1}$.

For agent 2 , the probability of success, $P\left(s_{2}=1\right)$, is related to

- Signals from agent $1, s_{1}$,
- Personal effort, $e_{2}$,
- Environmental random effect, $r_{2}$.

We assume the success probability in each condition is a public information, and the following values are given to every agents in the production chain,

$$
\begin{align*}
& P\left(s_{1}=1 \mid e_{1}\right), \text { where } e_{1} \in\{0,1\}  \tag{2.1}\\
& P\left(s_{2}=1 \mid s_{1}, e_{2}\right), \text { where } e_{2}, s_{1} \in\{0,1\} \tag{2.2}
\end{align*}
$$

Without loss of generality, we can rewrite the above probabilities in the following form,

$$
\begin{align*}
& P\left(s_{1}=1 \mid e_{1}\right)=\alpha_{1} e_{1}+\gamma_{1},  \tag{2.3}\\
& P\left(s_{2}=1 \mid s_{1}, e_{2}\right)=\alpha_{2} e_{2}+\beta_{2} s_{1}+\tau_{2} s_{1} e_{2}+\gamma_{2} . \tag{2.4}
\end{align*}
$$

and the value of the parameters $\alpha, \beta, \tau, \gamma$ are common information. It's also fair to assume that the effort and good signals indeed help complete the task,

$$
\begin{aligned}
& P\left(s_{1}=1 \mid e_{1}=1\right)>P\left(s_{1}=1 \mid e_{1}=0\right) \\
& P\left(s_{2}=1 \mid s_{1}, e_{2}=1\right)>P\left(s_{2}=1 \mid s_{1}, e_{2}=0\right), \forall s_{1} \in\{0,1\}, \\
& P\left(s_{2}=1 \mid s_{1}=1, e_{2}\right)>P\left(s_{2}=1 \mid s_{1}=0, e_{2}\right), \forall e_{2} \in\{0,1\} .
\end{aligned}
$$

which is equivalent to assume $\alpha, \beta, \tau>0$.
The priority goal of the principal is to achieve success at the final task, i.e., $s_{2}=1$. Since agents' effort is costly and unobservable, the only way for the principal to induce the effort is by signing contracts based on the output signal $s_{1}, s_{2}$. There are two options for the contract structure ${ }^{1}$, i.e., either directly control both of agents, or delegate agent 1 to agent 2 as in Fig. 2.2, where the solid black line means contract direction, and the blue dashed line means the process direction:


Direct Control


Delegation

Fig. 2.2.: Two Delegation Structures

As in the Figure 2.2, the principal can direct control (sign contract with) agent 1,2 . In this case, because the contract with agent 1 , the principal obtain the ability to

[^1]monitor agent 1's output signal $s_{1}$. The decision time line of direct control is plotted in Fig. 2.3.


Fig. 2.3.: Timing of Contracting of Direct Control

Another option is only signing contract with agent 2, and agent 2 has the freedom to decide whether signs a subcontract to motivate agent 1. In another words, the principal gives up all the control over agent 1 , and cannot observe the contract detail between agent 2 and 1. The decision time line of delegation is plotted in Fig. 2.4.


Fig. 2.4.: Timing of Contracting of Delegation

Assume agents are risk neutral and have zero liability. In the production chain, agents make decisions sequentially to maximize the individual utility. The goal of the principal is to maximize the success probability with the lowest cost. Namely, the principal wants to minimize the cost under the condition that every single agent in the process tree ha incentive to work. The question is how much is the necessary contract payment that the principal should sign the agents, and what's the best structure, delegation or direct control?

### 2.2.2 Preliminary

Agent 1's expected utility function is

$$
\pi_{1}\left(e_{1} \mid M_{1}\right)=P\left(s_{1}=1 \mid e_{1}\right) M_{1}-c_{1} e_{1} .
$$

Because agent has zero liability, the efficient contract always set the payment to 0 when the task is failed, and the contract to agent 1 has the following form:

$$
r_{1}= \begin{cases}M_{1}, & \text { if } s_{1}=1  \tag{2.5}\\ 0, & \text { if } s_{1}=0\end{cases}
$$

We call $M_{1}$ as the contract payment, and to induce agent 1 to make effort, $M_{1}$ must satisfy $\pi_{1}\left(e_{1}=1 \mid M_{1}\right) \geq \pi_{1}\left(e_{1}=0 \mid M_{1}\right)$. From the this condition, we can compute the minimum contract payment to agent 1 ,

$$
\begin{equation*}
M_{1}^{0}=\frac{c_{1}}{P\left(s_{1}=1 \mid e_{1}=1\right)-P\left(s_{1}=1 \mid e_{1}=0\right)}=\frac{c_{1}}{\alpha_{1}} . \tag{2.6}
\end{equation*}
$$

When agent 2 is making effort decision, the expected utility function is,

$$
\pi_{2}\left(e_{2} \mid s_{1}, M_{2}\right)=P\left(s_{2}=1 \mid s_{1}, e_{2}\right) M_{2}-c_{2} e_{2} .
$$

In contrast to agent 1 , the utility of agent 2 also depends on the result of $s_{1}$. The difference of effort is

$$
\begin{aligned}
\Delta \pi_{2}\left(s_{1} \mid M_{2}\right) & =\pi_{2}\left(e_{2}=1 \mid s_{1}, M_{2}\right)-\pi_{2}\left(e_{2}=0 \mid s_{1}, M_{2}\right) \\
& =\left(P\left(s_{2}=1 \mid s_{1}, e_{2}=1\right)-P\left(s_{2}=1 \mid s_{1}, e_{2}=0\right)\right) M_{2}-c_{2} e_{2} \\
& =\left(\alpha_{2}+\tau_{2} s_{1}\right) M_{2}-c_{2} e_{2} .
\end{aligned}
$$

By the incentive condition $\Delta \pi_{2}\left(s_{1} \mid M_{2}\right) \geq 0$. When $s_{1}=0$, the minimum contract payment is

$$
\begin{equation*}
M_{2}^{+}=\frac{c_{2}}{\alpha_{2}} . \tag{2.7}
\end{equation*}
$$

When $s_{1}=1$, the minimum contract payment is

$$
\begin{equation*}
M_{2}^{-}=\frac{c_{2}}{\alpha_{2}+\tau_{2}} . \tag{2.8}
\end{equation*}
$$

Note that since we assume $\tau_{2} \geq 0$, we have $M_{2}^{-} \leq M_{2}^{+}$, and the following proposition.

Proposition 2.2.1 Minimum payment for agent 2 to make effort is larger when $s_{1}=0$.

Hence, both $s_{1}$ and $s_{2}$ are useful to design the contract with agent 2. In contrast, for contract with agent 1 , signal $s_{1}$ is enough to motivate agent 1 , and additional information from $s_{2}$ doesn't save the expected cost for the principal.

Proposition 2.2.2 In the direct control case, signal $s_{1}$ is sufficient for the principal to design the minimum cost contract with agent 1.

After receiving incentive contract, and suppose everyone makes effort, We denote $P(1), P(2)$ as the success probability under effort,

$$
\begin{align*}
P(1) & =P\left(s_{1}=1 \mid e_{1}=1\right)  \tag{2.9}\\
P(2) & =P\left(s_{2}=1 \mid e_{1}=1, e_{2}=1\right) \\
& =\sum_{s_{1}} P\left(s_{2}=1 \mid s_{1}, e_{2}\right) P\left(s_{1} \mid e_{1}\right) . \tag{2.10}
\end{align*}
$$

Recall the delegation options for the principal (Fig 2.2), here we prove, the principal never considers delegating the upstream agent to the downstream agent,

Proposition 2.2.3 Delegate agent 2 to agent 1 is always inefficient.
The proof is provided in Appendix 2.9.4.
Since the principal knows all the information as the other agents, it seems to be the principal has no benefit to delegate agent 1 under the control of agent 2. However, this is not always true, and the following example shows that delegation may be better than direct control.

## Example 12 (Benefit of Delegation)

Setup: For agent 1, the effort cost is $c_{1}=1, \alpha_{1}=0.4, \gamma_{1}=0.2$ and corresponding successful probabilities are,

$$
\begin{aligned}
& P\left(s_{1}=1 \mid e_{1}=0\right)=0.2 \\
& P\left(s_{1}=1 \mid e_{1}=1\right)=0.6
\end{aligned}
$$

For agent 2, the effort cost is $c_{2}=2, \alpha_{2}=0.2, \beta_{2}=0.5, \tau_{2}=0, \gamma_{2}=0.2$ and corresponding successful probabilities are,

$$
\begin{aligned}
& P\left(s_{2}=1 \mid s_{1}=0, e_{2}=0\right)=0.2, \\
& P\left(s_{2}=1 \mid s_{1}=1, e_{2}=0\right)=0.7, \\
& P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right)=0.4, \\
& P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right)=0.9 .
\end{aligned}
$$

## Computation:

By Equation 2.6, 2.7, 2.8, the minimum effort payment for agent 1 and agent 2 is

$$
\begin{aligned}
& M_{1}^{0}=2.5 \\
& M_{2}^{0}=M_{2}^{+}=M_{2}^{-}=10
\end{aligned}
$$

and the successful probability when every agents commits effort by equation 2.9 is,

$$
\begin{aligned}
& P(1)=P\left(s_{1}=1 \mid e_{1}=1\right)=0.6 \\
& P(2)=P\left(s_{2}=1 \mid e_{1}=1, e_{2}=1\right)=0.7
\end{aligned}
$$

In the direct control case,


Direct Control
the expected cost of direct control is,

$$
\operatorname{cost}=P(1) M_{1}^{0}+P(2) M_{2}^{0}=8.5 .
$$

In the delegation case,


## Delegation

in order to motivate agent 2 , the payment needs to satisfy $M_{2} \geq M_{2}^{0}$. If agent 2 signs subcontract with 1 , we know the payment is $M_{1}=M_{1}^{0}$, and the following is the agent 2 's utility when sign or not sign contract with 1

$$
\begin{aligned}
\pi_{2}\left(M_{1}=M_{1}^{0} \mid e_{2}=1\right) & =P\left(s_{2}=1 \mid e_{1}=1, e_{2}=1\right) M_{2}-P\left(s_{1}=1 \mid e_{1}=1\right) M_{1}-c_{2} \\
& =0.7 M_{2}-0.6 M_{1}-c_{2} \\
\pi_{2}\left(M_{1}=0 \mid e_{2}=1\right) & =P\left(s_{2}=1 \mid e_{1}=0, e_{2}=1\right) M_{2}-c_{2} \\
& =0.5 M_{2}-c_{2} .
\end{aligned}
$$

By the condition that $\pi_{2}\left(e_{2}=1, M_{1}=M_{1}^{0}\right) \geq \pi_{2}\left(e_{2}=1, M_{1}=0\right)$, we have a lower bound for contract payment to agent 2 as $M_{2} \geq 7.5$, which is already satisfied by $M_{2}=M_{2}^{0}=10$. Therefore, in the delegation case, if the principal signs contract with payment $M_{2}^{0}$, the agent 2 will sign subcontract with agent 1 and exert personal effort. Finally, the expect cost of delegation is

$$
\text { cost }^{\prime}=P(2) M_{2}^{0}=7<\text { cost } .
$$

Thus, delegation is better than direct control with a lower expected cost for the principal.

### 2.2.3 Delegation Threshold

In this section, we consider two delegation structures, direct control and delegation as in Fig 2.2. In the delegation case, the principal gives up the control over agent 1 and delegate him to agent 2. Therefore,s compared to the direct control, the principal is only able to observe $s_{2}$ in the delegation case. Here are a few trade-offs for choosing delegation,

- pro: save the contract cost with agent 1 ;
- con: may increase the contract cost with agent 2 ;
- con: less efficient cost with agent 2 , due to lack of information about $s_{1}$.

To compare delegation with direct control, we also consider two direct control case

- with both signals, the principal can sign contract with agent 2 based on $s_{1}$ and $s_{2}$;
- with a single signal, the agent 2 only accepts contract conditional on his performance $s_{2}$.

In the following part, we will analyze the expected cost in each case and the parameters and conditions that influence the principal's decision over different structures.

## Direct control with single signal.

Suppose the contract payment to agent 2 only depends on $s_{2}$ as follows:

$$
r_{2}= \begin{cases}M_{2}, & \text { if } s_{2}=1 \\ 0, & \text { if } s_{2}=0\end{cases}
$$

To cover the worst case scenario $s_{1}=0$, and always induce agent 2's effort, the principal has to set the contract payment as $M_{2}=M_{2}^{+}$. Thus, the expect cost of the principal is

$$
\begin{equation*}
\operatorname{cost}_{1}=P(1) M_{1}^{0}+P(2) M_{2}^{+} \tag{2.11}
\end{equation*}
$$

Recall that $M_{1}^{0}=\frac{c_{1}}{\alpha_{1}}, M_{2}^{+}=\frac{c_{2}}{\alpha_{2}}$ are computed at Equation 2.6, 2.7.

## Direct control with both signals.

Suppose the previous signal $s_{1}$ can be leveraged to design the contract with agent 2 , then agent 2 's contract payment is,

$$
r_{2}= \begin{cases}M_{2}^{-}, & \text {if } s_{1}=1, s_{2}=1 \\ M_{2}^{+}, & \text {if } s_{1}=0, s_{2}=1 \\ 0, & \text { if } s_{2}=0\end{cases}
$$

Recall that $M_{2}^{-}=\frac{c_{2}}{\alpha_{2}+\tau_{2}}, M_{2}^{+}=\frac{c_{2}}{\alpha_{2}}$ are computed at Equation 2.8, 2.7. Meanwhile, the contract payment to agent 1 is still $M_{1}^{0}=\frac{c_{1}}{\alpha_{1}}$.

The expected cost in this case is

$$
\begin{align*}
\operatorname{cost}_{2}= & P\left(s_{1}=1 \mid e_{1}=1\right) M_{1}^{0}+P\left(s_{2}=1, s_{1}=0 \mid e_{1}=1, e_{2}=1\right) M_{2}^{+} \\
& +P\left(s_{2}=1, s_{1}=1 \mid e_{1}=1, e_{2}=1\right) M_{2}^{-} \\
= & P(1) M_{1}+P\left(s_{1}=0 \mid e_{1}=1\right) P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right) M_{2}^{+} \\
& +P\left(s_{1}=1 \mid e_{1}=1\right) P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) M_{2}^{-} . \tag{2.12}
\end{align*}
$$

Since direct control with both signals allows the principal to design more flexible and efficient contracts, we know $\operatorname{cost}_{2} \leq \operatorname{cost}_{1}$ always holds, and have the following proposition,

Proposition 2.2.4 Direct control with both signals is always better than direct control with a single signal.

## Delegation.

In the delegation case, since the principal only observes $s_{2}$, the contract structure is

$$
r_{2}= \begin{cases}M_{2}, & \text { if } s_{2}=1 \\ 0, & \text { if } s_{2}=0\end{cases}
$$

Because the principal only has contract with agent 2, the expected cost in this case is

$$
\begin{equation*}
\operatorname{cost}_{3}=P(2) M_{2} \tag{2.13}
\end{equation*}
$$

The question is what's the minimum contract payment $M_{2}$ such that agent 2 will be motivated to sign subcontract with agent 1 and exert personal effort. Recall the decision timeline in Fig 2.4, similar to the case of direct control with a single signal, the
minimum payment for agent 2 committing personal effort in the worst-case scenario in the effort stage is

$$
M_{2} \geq M_{2}^{+}
$$

Given this is satisfied, in the contract, agent 2 only needs to consider the expected utility in the following two conditions when making subcontract decision to agent 1 ,

- No subcontract, and commits personal effort later

$$
\begin{equation*}
\pi_{2}\left(M_{1}=0 \mid e_{2}=1\right)=P\left(s_{2}=1 \mid e_{1}=0, e_{2}=1\right) M_{2} \tag{2.14}
\end{equation*}
$$

- Subcontract, and commits personal effort later

$$
\begin{equation*}
\pi_{2}\left(M_{1}=M_{1}^{0} \mid e_{2}=1\right)=P\left(s_{2}=1 \mid e_{1}=1, e_{2}=1\right) M_{2}-P\left(s_{1}=1 \mid e_{1}=1\right) M_{1}-c_{2} . \tag{2.15}
\end{equation*}
$$

By the condition that $\pi_{2}\left(M_{1}=M_{1}^{0} \mid e_{2}=1\right) \geq \pi_{2}\left(M_{1}=0 \mid e_{2}=1\right)$, we get another low bound for the contract payment for agent 2 ,

$$
M_{2} \geq \frac{P(1) M_{1}^{0}}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)}
$$

The following lemma gives the minimum contract payment to agent 2 in the delegation case.

Lemma 2.2.1 In the delegation case, the minimum contract payment to agent 2 is

$$
M_{2}=\max \left\{M_{2}^{+}, \frac{P(1) M_{1}^{0}}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)}\right\} .
$$

The proof details is provided in Appendix 2.9.1. Therefore, we have expected cost of delegation as follows,

$$
\begin{equation*}
\operatorname{cost}_{3}=P(2) \max \left\{M_{2}^{0}, \frac{P(1) M_{1}^{0}}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)}\right\} . \tag{2.16}
\end{equation*}
$$

Given the expected cost in three cases 2.11, 2.12, 2.16, it's clear that the principal prefers delegation to direct control with single signal when $\operatorname{cost}_{1} \geq$ cost $_{3}$, and the following theorem gives the specific threshold.

Theorem 2.2.1 The principal prefer delegation to direct control with single signal if the following inequality is satisfied.

$$
\begin{equation*}
\frac{\left(\alpha_{2}+\left(\alpha_{1}+\gamma_{1}\right)\left(\beta_{2}+\tau_{2}\right)+\gamma_{2}\right) c_{2} / \alpha_{2}}{\left(\alpha_{1}+\gamma_{1}\right) c_{1} / \alpha_{1}} \geq \frac{\alpha_{2}+\gamma_{1}\left(\beta_{2}+\tau_{2}\right)+\gamma_{2}}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)} . \tag{2.17}
\end{equation*}
$$

Similarly, if condition $\operatorname{cost}_{2} \geq \operatorname{cost}_{3}$ is satisfied, then the principal prefers delegation to direct control with both signals, and we derive the thresholds in the following theorem,

Theorem 2.2.2 The principal prefer delegation to direct control with both signals if inequality 2.18, 2.19 is satisfied.

$$
\begin{gather*}
\frac{c_{1}}{\alpha_{1} \sigma_{2}} \geq \frac{\tau_{2} c_{2}}{\alpha_{2}\left(\alpha_{2}+\tau_{2}\right)},  \tag{2.18}\\
\left(1-\sigma_{1}\right)\left(\alpha_{2}+\gamma_{2}\right) \frac{c_{2}}{\alpha_{2}}+\sigma_{1} \sigma_{2} \frac{c_{2}}{\alpha_{2}+\tau_{2}} \geq \frac{\sigma_{1}\left(\alpha_{2}+\gamma_{2}\right)}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)} \frac{c_{1}}{\alpha_{1}} . \tag{2.19}
\end{gather*}
$$

where $\sigma_{1}=\alpha_{1}+\gamma_{1}, \sigma_{2}=\alpha_{2}+\beta_{2}+\tau_{2}+\gamma_{2}$.

### 2.2.4 Comparative Statistics

Given the thresholds from the last section, this section will analysis the impact of each parameters over the principal's choice of delegation structure. Recall the probability functions 2.3 ,

$$
\begin{aligned}
& P\left(s_{1}=1 \mid e_{1}\right)=\alpha_{1} e_{1}+\gamma_{1} \\
& P\left(s_{2}=1 \mid s_{1}, e_{2}\right)=\alpha_{2} e_{2}+\beta_{2} s_{1}+\tau_{2} s_{1} e_{2}+\gamma_{2}
\end{aligned}
$$

We first compare the delegation with direct control with single signal, whose contracts to agent 2 both only depend on $s_{2}$. The threshold 2.17 by Theorem 2.2.1 is,

$$
\frac{\left(\alpha_{2}+\left(\alpha_{1}+\gamma_{1}\right)\left(\beta_{2}+\tau_{2}\right)+\gamma_{2}\right) c_{2} / \alpha_{2}}{\left(\alpha_{1}+\gamma_{1}\right) c_{1} / \alpha_{1}} \geq \frac{\alpha_{2}+\gamma_{1}\left(\beta_{2}+\tau_{2}\right)+\gamma_{2}}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)} .
$$

If $\alpha_{1}, \beta_{2}, \tau_{2}$ or $c_{2}$ increases, the left hand side increases and right hand side decreases. Therefore, the principal prefers delegation if

- agent 1's effort has a large impact on the success rate of the first task $\left(\alpha_{1}\right)$;
- the success of the first task has a large impact on the final success $\left(\beta_{2}\right)$;
- the success of the first task makes the effort of agent 2 much more valuable: $\tau_{2}$;
- agent 2 has a high cost of effort $\left(c_{2}\right)$.

Meanwhile, if $c_{1}, \gamma_{1}$, or $\alpha_{2}$ increases the left hand side decreases and right hand side increases. Therefore, the principal prefers direct control if

- agent 1 has a high cost of effort $\left(c_{1}\right)$;
- agent 1 has a high probability of success without effort $\left(\gamma_{1}\right)$;
- agent 2's personal effort has a high impact on the final success $\left(\alpha_{2}\right)$.

Now let's compare the delegation with direct control with both signals. By Theorem 2.2.2, when $M_{2}=M_{2}^{+}$or

$$
\begin{equation*}
\frac{c_{1}}{\alpha_{1}\left(\alpha_{2}+\beta_{2}+\tau_{2}+\gamma_{2}\right)} \geq \frac{\tau_{2} c_{2}}{\alpha_{2}\left(\alpha_{2}+\tau_{2}\right)} . \tag{2.20}
\end{equation*}
$$

only threshold 2.18 is active, and we call this threshold as efficient contract threshold,

$$
\frac{c_{1}}{\alpha_{1}}+\left(\alpha_{2}+\beta_{2}+\tau_{2}+\gamma_{2}\right) \frac{c_{2}}{\alpha_{2}+\tau_{2}} \geq\left(\alpha_{2}+\beta_{2}+\tau_{2}+\gamma_{2}\right) \frac{c_{2}}{\alpha_{2}} .
$$

and when $M_{2}=\frac{P(1) M_{1}^{0}}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)}$ or

$$
\begin{equation*}
\frac{c_{2}}{\alpha_{2}} \leq \frac{\left(\alpha_{1}+\gamma_{1}\right) c_{1}}{\alpha_{1}^{2}\left(\beta_{2}+\tau_{2}\right)} \tag{2.21}
\end{equation*}
$$

only threshold 2.19 is active, and we call this threshold as subcontract incentive threshold,

$$
\left(1-\alpha_{1}-\gamma_{1}\right)\left(\alpha_{2}+\gamma_{2}\right) \frac{c_{2}}{\alpha_{2}}+\left(\alpha_{1}+\gamma_{1}\right)\left(\alpha_{2}+\beta_{2}+\tau_{2}+\gamma_{2}\right) \frac{c_{2}}{\alpha_{2}+\tau_{2}} \geq \frac{\left(\alpha_{1}+\gamma_{1}\right)\left(\alpha_{2}+\gamma_{2}\right)}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)} \frac{c_{1}}{\alpha_{1}} .
$$

In these case, because direct control could sign more efficient contract with agent 2, these parameters don't have consistent impact as previous anymore.

For example, considering cross term $\tau_{2}$ in the delegation case, a large $\tau_{2}$ provides more incentive to middle agent 2 to sign subcontract with agent 1 , which benefits delegation. However, when the contract payment $M_{2}^{+}$for agent 2's effort is high enough, it already provides enough incentive for subcontracts. Meanwhile, threshold 2.19 becomes inactive, and threshold 2.18 becomes active. As a result, a higher $\tau_{2}$ decrease the left-hand side but increase the right-hand side, which makes the principal prefers direct control. The intuition is the principal cares more about efficient contract when $M_{2}=M_{2}^{+}$, and a large $\tau_{2}$ can help save a lot cost when contract $M_{2}$ can use additional signal $s_{1}$.

In summary, for delegation, the advantage of higher $\tau_{2}$ is a more significant incentive to middle agent 2 to sign subcontract, while the disadvantage is the contract with agent 2 is less efficient by losing the information from $s_{1}$. On the principal's side, the principal may consider more about how to leverage the aligned the interest and use a middle agent for delegation when the cost of a middle agent is small. However, when the cost of a middle agent is enormous, how to obtain more information and design an efficient contract becomes more important to the principal.

### 2.3 Path

### 2.3.1 Path Model

We consider a principal-agent model with the working process on a directed path, as in Figure 2.5. The work is initiated at the agent 1, after agent 1 exerts an unobservable effort, the task is passed over to agent 2 with an observable output signal $s_{1}$. After receiving this signal, agent 2 starts to decide the effort and so on so forth until the final task is completed and handed over to the principal.


Fig. 2.5.: Production Chain

In this sequential production process, we assume the effort is costly and unobservable, and takes two possible values that we normalize respectively as a zero effort level and a positive effort of one: $e \in\{0,1\}{ }^{2}$. Meanwhile, the output signal after task is completed in each stage is observable and binary, which indicate the task completeness, success or failure.

$$
s_{k}=\left\{\begin{array}{l}
1, \text { success } \\
0, \text { failure }
\end{array}\right.
$$

Denote the set of agents as $\mathcal{N}$. For the initial agent 1 , the output signal $s_{1}$ is a random variable with probability function

$$
P\left(s_{1} \mid e_{1}\right)=\alpha_{1} e_{1}+\gamma_{1}
$$

where $\alpha_{1}$ is the positive impact form the effort and $\gamma_{1}$ is the environmental influence. For intermediate agent $k>1$, the success of task is also depends on the task status from the previous signal $s_{k-1}$, and the probability function is as follows:

$$
\begin{equation*}
P\left(s_{k}=1 \mid e_{k}, s_{k-1}\right)=\alpha_{k} e_{k}+\beta_{k} s_{k-1}+\tau_{k} s_{k-1} e_{k}+\gamma_{k}, \tag{2.22}
\end{equation*}
$$

where $\beta_{k}$ is the positive impact form the previous success, $\tau_{2}$ is the cross term, and can be interpreted as a previous success will make current effort more valuable to the project. We assume
${ }^{2}$ Our results can be extent to the case with multiple effort levels

$$
\begin{array}{r}
\alpha_{k}, \beta_{k}, \tau_{k}, \gamma_{k} \geq 0, \forall k \in \mathcal{N}, \\
\alpha_{k}+\beta_{k}+\tau_{k}+\gamma_{k} \leq 1, \forall k \in \mathcal{N},
\end{array}
$$

and every coefficient $\alpha_{k}, \beta_{k}, \tau_{k}, \gamma_{k}, \forall k \in \mathcal{N}$ are common information to everyone in the production chain.

The primary goal of the principal is to maximize the success probability of the final task, $P\left(s_{n}=1\right)$. In other words, the principal wants every agent to make an effort. Recall that effort are costly and unobservable, thus contracts with payment based on task status can be used to induce agents' effort. Our model assumes the agents has zero liability. In other words, the agent cannot be punished in the contract if the task is failed.

About the delegation structure, we have the following assumption,
Assumption 2.3.1 (Continuous Delegation) Every subtree in the delegation tree is an interval in the production chain.

The motivation is, in practice, if an agent's downstream and upstream supplier are both under the control of another agent $k$, then most likely, this agent also under the influence of agent $k$. To illustrate this assumption better, following are two examples of invalid and valid delegation structure of production chain in Figure 2.5.


Fig. 2.6.: Example of Invalid Delegation Structure

The above structure is invalid, because agent 2 violate the continuous delegation assumption and should also be delegated to agent 4 instead of 5 .

In the Figure 2.7, the principal direct controls (signs contract with) agent 4, 5 and delegates agents $1,2,3$ to agent 4 . After signed the contract with principal, agent 4 has the freedom to decide whether signs a subcontract with his children, based on his contract payment $M_{4}$ from the principal.

In summary, the model contains three stages:

- Design Stage: The production chain and parameters $(\alpha, \beta, \gamma, c)$ are given as common information ${ }^{3}$, and the principal designs a delegation tree accordingly.

[^2]

Fig. 2.7.: Example of Valid Delegation Structure

- Contract Stage: In the delegation tree, the principal initiates the contract signing, and passing down until the leaves, a node
- receives contract from his parent;
- signs contract with his children.
- Effort Stage: In the production chain, the leaf starts working on the task, and passing up until the root, a node
- receives the work and signal from his predecessor;
- decides to make effort or not (unobservable);
- passes over his task to the successor.

The goal of the principal is to maximize the success probability with the lowest cost. Namely, the principal wants to minimize the cost under the condition that every single agent has the incentive to work.

The utility function of every agent is assumed to be risk neutral and the expected utility function includes three parts,

- expected contract reward from the successor or the principal;
- expected contract cost to the children in delegation tree;
- cost of personal effort.

For agent $k \in \mathcal{N}$, the output signal of every descendant under his control may influence his utility. Hence, all of those signals may be used to design the contract with $k$. For simplicity of the contract, we have the following assumption for the contracts,

Assumption 2.3.2 (Signal Condition) The contract payment only depends on the output signal of whom received the contract.

In the other words, if someone wants to sign a contract with agent $k$, then the contract payment can only depend on signal $s_{k}$. For example, agent $k$ 's contract payment $r_{k}$ is

$$
r_{k}= \begin{cases}M_{k}, & \text { if } s_{k}=1  \tag{2.23}\\ 0, & \text { if } s_{k}=0\end{cases}
$$

Note that for an efficient contract, the payment when project fails is always 0 , and we call $M_{k}$ as the contract payment to agent $k$.

Because of the conflicting interests between the principal and the agents, the question is what's the optimal delegation structure and contract payment the principal should choose? For the delegation structure, does direct control every agent the best choice, or only do the delegation following the production chain structure? In the next section, we will show the answers to the above questions is not fixed but depends on the model parameters. Moreover, we will provide a polynomial time algorithm.

### 2.3.2 Preliminary

Recall the probability of success for agent $k(2.22)$ is

$$
P\left(s_{k}=1 \mid e_{k}, s_{k-1}\right)=\alpha_{k} e_{k}+\beta_{k} s_{k-1}+\tau_{k} s_{k-1} e_{k}+\gamma_{k} .
$$

Because we assume success of the previous signal always has a positive effects over the current task $\left(\tau_{k} \geq 0\right)$, agent $k$ has more incentive to exert effort when observed $s_{k-1}=1$. Therefore, we define three effort status for agent $k$,

- Zero effort, never exert effort;
- Conditional effort, exert effort only when previous signal is positive;
- Full effort, always exert effort regardless the previous signal.

Given the contract payment $M_{k}$, the corresponding effort status for agent $k$ can be determined by the following theorem.

Theorem 2.3.1 For an agent $k$,

- the minimum payment for conditional personal effort is $M_{k}(\tilde{k})=\frac{c_{k}}{\alpha_{k}+\tau_{k}}$.
- the minimum payment for full personal effort is $M_{k}(k)=\frac{c_{k}}{\alpha_{k}}$.

If $k$ choose to shirk, his expected payoff is

$$
\pi_{k}\left(0 \mid s_{k-1}, M_{k}\right)=\left(\beta_{k} s_{k-1}+\gamma_{k}\right) M_{k}-\sum_{h \in T(k)} s_{h} M_{h}
$$

If $k$ makes effort, his expected payoff is

$$
\pi_{k}\left(1 \mid s_{k-1}, M_{k}\right)=\left(\alpha_{k}+\beta_{k} s_{k-1}+\tau_{k} s_{k-1}+\gamma_{k}\right) M_{k}-\sum_{h \in T(k)} s_{h} M_{h}-c_{k}
$$

Thus, the utility function given $s_{k-1}, M_{k}$ is a piecewise linear function as in Fig. 2.8,

$$
\pi_{k}\left(M_{k} \mid s_{k-1}\right)=\max _{e_{k} \in\{0,1\}} \pi_{k}\left(e_{k} \mid s_{k-1}, M_{k}\right)
$$



Fig. 2.8.: Piecewise Linear Utility Function of Agent $k$

We know the minimum incentive payment must satisfy $\pi_{k}\left(1 \mid s_{k-1}, M_{k}\right) \geq \pi_{k}\left(0 \mid s_{k-1}, M_{k}\right)$, which gives

$$
\begin{equation*}
\left(\alpha_{k}+\tau_{k} s_{k-1}\right) M_{k} \geq c_{k} \tag{2.24}
\end{equation*}
$$

By the different values of $s_{k-1}$, we prove the Theorem 2.3 .1 by the above inequality 2.24. Note that the effort decision at effort stage is irrelevant to the subcontract decisions in the contract stage.

By Theorem 2.3.1, we know the relation between personal effort $e_{k}$ and contract payment $M_{k}$, and we can use it to solve a special case that the principal signs direct contracts with every agent in the production chain. For example, the delegation tree is Fig. 2.9 for a production chain as in Fig 2.5, where the solid black line represents the contract direction, and the blue dashed line represents the original process direction.


Fig. 2.9.: Direct Control

For the contract payment to $k$, if it's less than $M_{k}(k)$, it's not enough to provide incentive for full effort. If it's larger than $M_{k}(k)$, it only increases the expected cost of the principal. Hence, the expected cost in direct control case is

$$
\operatorname{cost}_{p}=\sum_{k=1}^{n} P(k) M_{k}(k) .
$$

Other than directly controlling every agent, suppose the principal decides to delegate a set of agents to agent $k$, while these agents are the descendants of $k$ in the delegation tree, we call them as the control set of $k$.

By the Assumption 2.3.1, the control set of $k$ must be a continuous set of agents from $i$ to $k$, where $1 \leq i \leq k$. Thus, we use notation $\theta_{k}^{i}$ to denote the control set of $k$ including agents from $i$ to $k$. Denote $\Theta(k)$ as the set of all possible control set of $k$. For each control set, there are different delegation structures, denoted as $\eta\left(\theta_{k}^{i}\right)$.

In the case of delegation, the principal will not sign a direct contract with the control set of $k$, and $k$ 's subcontract decision will determine their effort status. The next question is given $M_{k}$ what would be the effort status of $k$ 's descendants in the delegation tree?

We first introduce some notations to describe the effort status of $k$ 's control set $\theta_{k}^{i}$.

- $\psi_{i, k}^{0}$, set of agents who make zero effort;
- $\psi_{i, k}^{1}$, set of agents who make conditional effort (when the previous signal is positive);
- $\psi_{i, k}^{2}$, set of agents who makes full effort (regardless the previous signal).

[^3]and we defined the motivated level of every agent in the control set $\theta_{k}^{i}$ as the effort status:
$$
\psi_{i, k}=\left\{\psi_{i, k}^{0}, \psi_{i, k}^{1}, \psi_{i, k}^{2}\right\} .
$$

The set of all the possible effort status $\psi_{i, k}$ under $\theta_{k}^{i}$ is denoted as $\Psi_{i, k}$.
By offering different contract payments to his children in the delegation tree, an agent can manipulate the effort level $\psi_{i, k}$ in his control set $\theta_{k}^{i}$. Meanwhile, for the agents out of his control set, he always believes the others will exert effort,

Proposition 2.3.1 Agents believe the agents not in his control set will make an effort.

Proof Since it is common information that the principal's priority is motivating everyone to work. Every agent will believe who are not under his delegation are motivated by the principal's arrangement.

When all of the previous agents are willing to commit effort, the probability of success of agent $k$, denoted as $P(k)$, can be computed recursively as follows,

$$
\begin{align*}
P(k) & =\alpha_{k}+\left(\beta_{k}+\tau_{k}\right) P(k-1)+\gamma_{k}  \tag{2.25}\\
& =\sum_{h=1}^{k}\left(\alpha_{h}+\gamma_{h}\right) \prod_{j=h+1}^{k}\left(\beta_{j}+\tau_{j}\right), \tag{2.26}
\end{align*}
$$

and $P(0)=0$.
Given an effort status $\psi_{k}$, with the above belief, probability of success $P\left(s_{k}=\right.$ $\left.1 \mid \psi_{i, k}\right)$ (also denoted as $p_{k}\left(\psi_{i, k}\right)$ ) can be decomposed and computed in four parts,

- Impacts from agents before $i$, by Proposition 2.3.1, all of those agents are believed to be making effort,

$$
\begin{equation*}
p_{k}^{0}=\beta_{i, k} P(i-1) \tag{2.27}
\end{equation*}
$$

where $\beta_{i, k}=\prod_{h=i}^{k} \beta_{j}$;

- Impacts from zero effort agents among $\theta_{k}^{i}$,

$$
\begin{equation*}
p_{k}^{1}=\sum_{h \in \psi_{i, k}^{0}} \beta_{h+1, k} \gamma_{h} \tag{2.28}
\end{equation*}
$$

- Impacts from conditional effort agents among $\theta_{k}^{i}$,

$$
\begin{equation*}
p_{k}^{2}=\sum_{h \in \psi_{i, k}^{1}} \beta_{h+1, k}\left(\left(\alpha_{h}+\tau_{h}\right) p_{h-1}\left(\psi_{k} \mid \theta_{k}^{i}\right)+\gamma_{h}\right) ; \tag{2.29}
\end{equation*}
$$

- Impacts from full effort agents among $\theta_{k}^{i}$,

$$
\begin{equation*}
p_{k}^{3}=\sum_{h \in \psi_{i, k}^{2}} \beta_{h+1, k}\left(\alpha_{h}+\tau_{h} p_{h-1}\left(\psi_{k} \mid \theta_{k}^{i}\right)+\gamma_{h}\right) . \tag{2.30}
\end{equation*}
$$

In summary, the expected successful probability of $k$ given effort status $\psi_{k}$ over contract set $\theta_{k}^{i}$ has the following close form expression,

$$
\begin{equation*}
p_{k}\left(\psi_{i, k}\right)=p_{k}^{0}+p_{k}^{1}+p_{k}^{2}+p_{k}^{3} . \tag{2.31}
\end{equation*}
$$

For the impact from interval $\theta_{k}^{i}$, we denote it as $\Delta p_{k}\left(\psi_{k} \mid \eta_{k}\right)$,

$$
\begin{equation*}
\Delta p_{k}\left(\psi_{i, k}\right)=p_{k}^{1}+p_{k}^{2}+p_{k}^{3} \tag{2.32}
\end{equation*}
$$

To measure the size of the possible delegation structure, we introduce the following definition,

Definition 2.3.1 (Delegation Depth) For agent $k$, the distance to $k$ 's the furthest delegated agent is the delegation depth of agent $k$.

By assumption 2.3.1, since delegated agents are continuous on the process path, the delegation depth of an agent is equal to the size of the control set of that agent minus one. For example, the delegation depth of agent $k$ in control set $\theta_{k}^{k-d}$ is $d$ as in Fig 2.10 .


Fig. 2.10.: Delegation with Depth $d$ in a Process Path

Suppose delegate agent $k_{0}<k$ under $k$ 's control, we can derive lower bound of $M_{k}$.

Theorem 2.3.2 If delegate agent $k_{0}<k$ under $k$ 's control, then

$$
\begin{equation*}
M_{k} \geq \frac{M_{k_{0}}\left(k_{0}\right)}{\prod_{i=k_{0}+1}^{k}\left(\beta_{i}+\tau_{i}\right)} \tag{2.33}
\end{equation*}
$$

Recall that $M_{k_{0}}\left(k_{0}\right)$ is the minimum payment for $k_{0}$ 's personal effort. The proof is provided in Appendix 2.10.1.

The above Theorem suggests that the contract payment grows exponentially with the depth of delegation. To illustrate that, consider all the $\beta_{k}$ and $\tau_{k}, k \in \mathbb{N}$ is equal, we have the following Corollary as a special case of Inequality 2.33 ,

Corollary 2.3.1 Suppose $\beta=\beta_{k}, \tau=\tau_{k}, k \in \mathbb{N}$ is a constant, the lower bound of contract payment to motivate a agent $k$ with delegation depth $d$ is

$$
M_{k} \geq \frac{M_{k-d}(k-d)}{(\beta+\tau)^{d}} .
$$

Because of the exponentially increasing cost, the principal generally doesn't consider a delegation structure with too large depth. Therefore, in order to analysis the optimal delegation structure in the process path, here we introduce an bounded depth assumption

Assumption 2.3.3 The delegation depth for any agent is bounded by $d$.
With the above assumption, we can prove the delegation structure is bounded.
Lemma 2.3.1 If an agent has delegated a control set with size d, the possible delegation substructure below this agent is $O\left(2^{d^{2}}\right)$

The proof is provided in Appendix 2.10.2. Based on this, we are going to propose a polynomial time algorithm to find the optimal delegation structure in the next section.

### 2.3.3 Dynamic Programming Algorithm

For agent $k$, given delegation structure $\eta_{i, k}$ with control set $\theta_{k}^{i}$ and contract $M_{k}$. The main question in this section is what's the effort status $\psi_{i, k}$ ? We build the connection between $M_{k}$ and $\psi_{i, k}$ by induction, suppose $k$ is a leaf agent, by Theorem 2.3.1, the corresponding effort status of $k$ is

- Zero effort, if $M_{k}<M_{k}(\tilde{k})$;
- Conditional effort, if $M_{k}(\tilde{k}) \leq M_{k}<M_{k}(k)$;
- Full effort, if $M_{k} \geq M_{k}(k)$.

Now consider middle agent $k$, for every child $h \in T(k)$, by induction there is a mapping from minimum contract payment $M_{h}$ to $\psi_{h}$, and his expected utility function at the contract stage is

$$
\begin{aligned}
\pi_{k}\left(M_{\vec{h}} \mid M_{k}, \eta_{k}\right) & =p_{k}\left(e_{k}\left(M_{k}\right), M_{\vec{h}} \mid \eta_{k}\right) M_{k}-\sum_{h_{j} \in T(k)} p_{h}\left(M_{h_{j}} \mid \eta_{k}\right) M_{h}-c_{k} e_{k} \\
& =p_{k}\left(\psi_{i, k}\right) M_{k}-\sum_{h_{j} \in T(k)} p_{h}\left(\psi_{h_{j-1}+1, h_{j}}\right) M_{h}-c_{k} e_{k}
\end{aligned}
$$

By Equation 2.22, the expected probability $p_{k}\left(\psi_{i, k}\right)$ can be written as

$$
\begin{align*}
p_{k}\left(\psi_{i, k}\right) & =\alpha_{k} e_{k}\left(M_{k}\right)+\beta_{k} p_{k-1}\left(\psi_{i, k-1}\right)+\tau_{k} p_{k-1}\left(\psi_{i, k-1}\right) e_{k}\left(M_{k}\right)+\gamma_{k} \\
& =\alpha_{k} e_{k}\left(M_{k}\right)+\sum_{h \in T(k)} \beta_{h+1, k} \Delta p_{h}\left(\psi_{i, k}\right)+\beta_{i, k} P(i-1)+\tau_{k} p_{k-1}\left(\psi_{i, k-1}\right) e_{k}\left(M_{k}\right)+\gamma_{k}, \tag{2.34}
\end{align*}
$$

recall that $\beta_{h+1, k}=\prod_{j=h+1}^{k} \beta_{j}$, and the second equality is from Equation 2.31 .
For $k$ 's personal effort $e_{k}\left(M_{k}\right)$, it's not a decision variable at the contract stage, but we have its expected value by Theorem 2.3.1,

$$
e_{k}\left(M_{k}\right)= \begin{cases}0, & M_{k} \leq \frac{c_{k}}{\alpha_{k}+\tau_{k}},  \tag{2.35}\\ p_{k-1}\left(\psi_{i, k-1}\right), & \frac{c_{k}}{\alpha_{k}+\tau_{k}} \leq M_{k} \leq \frac{c_{k}}{\alpha_{k}}, \\ 1, & M_{k} \geq \frac{c_{k}}{\alpha_{k}} .\end{cases}
$$

Therefore, we can rewrite the total utility function of agent $k$ at contract stage as

$$
\begin{equation*}
\pi_{k}\left(M_{\vec{h}} \mid M_{k}, \eta_{k}\right)=\pi_{k}^{p}\left(\psi_{i, k} \mid M_{k}\right)+\sum_{h \in T(k)} \pi_{k, h}^{s}\left(\psi_{i, k} \mid M_{k}\right)+\left(\beta_{i, k} P(i-1)+\gamma_{k}\right) M_{k} \tag{2.36}
\end{equation*}
$$

where

$$
\begin{align*}
\pi_{k}^{p}\left(\psi_{i, k} \mid M_{k}\right) & =\left(\alpha_{k} e_{k}\left(M_{k}\right)+\tau_{k} p_{k-1}\left(\psi_{i, k-1}\right) e_{k}\left(M_{k}\right)\right) M_{k}-c_{k} e_{k}  \tag{2.37}\\
& = \begin{cases}0, & M_{k} \leq \frac{c_{k}}{\alpha_{k}+\tau_{k}}, \\
\left(\left(\alpha_{k}+\tau_{k}\right) M_{k}-c_{k}\right) p_{k-1}\left(\psi_{i, k-1}\right), & \frac{c_{k}}{\alpha_{k}+\tau_{k}} \leq M_{k} \leq \frac{c_{k}}{\alpha_{k}}, \\
\alpha_{k} M_{k}-c_{k}+\tau_{k} p_{k-1}\left(\psi_{i, k-1}\right) M_{k}, & M_{k} \geq \frac{c_{k}}{\alpha_{k}} .\end{cases}  \tag{2.38}\\
\pi_{k, h}^{s}\left(\psi_{i, k} \mid M_{k}\right) & =\beta_{h+1, k} \Delta p_{h}\left(\psi_{i, k}\right) M_{k}-p_{h}\left(M_{h} \mid \eta_{k}\right) M_{h} . \tag{2.39}
\end{align*}
$$

By picking the optimal $\psi_{i, k}$ that maximize the above utility of $k$, we find a mapping between $M_{k}$ and $\psi_{i, k}$. The following lemma builds the one-to-one mapping and shows the optimal $\psi_{i, k}$ can be found by enumerating polynomial possibilities.

Lemma 2.3.2 For any agent $k$, given delegation depth d, there is an one-to-one mapping between minimum contract payments and effort status. And the choice of effort status is bounded by $3^{d}$, i.e.,

$$
\left|\Psi_{k-d, k}\right| \leq 3^{d}
$$

The proof is provided in Appendix 2.10.3. Besides the one-to-one mapping, the effort status of $k$ is monotone by inclusion, and the proof is provided in Appendix 2.10.4.

Theorem 2.3.3 The effort status satisfies monotone inclusion with the increasing of the contract payment.

Denote the minimum contract payment for effort status as $M_{k}\left(\psi_{i, k}\right)$.
By the computation in the proof, we define the optimal sub-delegation structure as

$$
\eta_{k}^{i *}=\operatorname{argmin}_{\eta_{k}^{i} \in H\left(\theta_{k}^{i}\right)} M_{k}\left(\theta_{k}^{i} \mid \eta_{k}^{i}\right)
$$

and the optimal full incentive contract payment

$$
M_{k}\left(\theta_{k}^{i}\right)=\min _{\eta_{k}^{i} \in H\left(\theta_{k}^{i}\right)} M_{k}\left(\theta_{k}^{i} \mid \eta_{k}^{i}\right)=M_{k}\left(\theta_{k}^{i} \mid \eta_{k}^{*}\right)
$$

Define the minimum expected cost till $k$ is the minimum expect cost for the principal to motivate agents from 1 to $k$, denoted as $\operatorname{cost}_{k}$. Now we can provide the algorithm to update the minimum cost at each stage.

It starts with $\operatorname{cost}_{1}=M_{1}(1)$. Expected cost till $k$, for any $0 \leq k-d \leq i \leq k$,

$$
\operatorname{cost}_{k, i}=M_{k}\left(\theta_{k}^{i}\right)+\operatorname{cost}_{i-1}
$$

and the minimum cost is

$$
\cos _{k}=\min _{k-d \leq i \leq k} \operatorname{cost}_{k, i}
$$

The optimal delegation till $k$ is

$$
\eta_{k}^{*}=\eta_{k}^{i *} \cup \eta_{i-1}^{*}
$$

In summary, DP along the working process path, while DP stores

- Control set of $k, \Theta(k)$.
- For each control set $\theta_{k}^{i} \in \Theta(k)$, set of all delegation structures $H\left(\theta_{k}^{i}\right)$.
- For each delegation structure $\eta_{k} \in H\left(\theta_{k}^{i}\right)$, set of all possible effort status $\Psi_{k}\left(\eta_{k}\right)$.
- For each effort status $\psi_{k} \in \Psi_{k}\left(\eta_{k}\right)$, the corresponding minimum contract payment $M_{k}\left(\psi_{k}\right)$.
- Minimum expected cost till $k, \operatorname{cost}_{k}$, and the corresponding optimal structure $\eta_{k}^{*}$.

Theorem 2.3.4 Time complexity is $O\left(n d 2^{d^{2}} 3^{d}\right)$.
Proof As in Algorithm 5. There are $n$ stages ( $n$ agents), and at stage $k$, there are at most $d$ control sets. For each control set $\theta_{k}^{i}$, there are $O\left(2^{d^{2}}\right)$ delegation structure.

For each delegation structure $\eta_{k}$, we plot the piecewise utility function from the previous DP status and find the mapping between effort status and contract payment. The number of pieces is bounded by $O\left(3^{d}\right)$.

Overall, the time complexity is $O\left(n d 2^{d^{2}} 3^{d}\right)$.

```
Algorithm 4: Optimal Delegation Structure with Bounded Depth
    for \(k=1\) to \(n\) do \(\triangleright\) agent \(k\)
        \(\operatorname{cost}_{k} \leftarrow 0\).
        for \(i=k-d\) to \(k\) do \(\quad \triangleright\) control set \(\theta_{k}^{i}\)
            \(\Psi_{i}\left(\theta_{i}^{i}\right)=\{\emptyset,\{i\}\}\).
            \(M_{i}(\emptyset)=0\).
            \(M_{i}\left(\{i\} \mid \theta_{i}^{i}\right)=\frac{c_{i}}{\alpha_{i}}\).
            for \(\eta_{k} \in H\left(\theta_{k}^{i}\right)\) do \(\triangleright \mathrm{DP}\) from \(\theta_{j}^{i}\)
                Plot \(\pi_{k}\left(M_{k} \mid \theta_{k}^{i}, \eta_{k}\right)\) by Lemma 2.3.2
                Intersection points gives \(\Psi_{k}\left(\theta_{k}^{i}, \eta_{k}\right)\) and \(M_{k}\left(\psi_{k} \mid \theta_{k}^{i}, \eta_{k}\right)\).
            \(\operatorname{cost}_{k}\left(\theta_{k}^{i}\right)=P(k) M_{k}\left(\theta_{k}^{i}\right)+\operatorname{cost}_{i-1}\)
            if \(i=1\) or \(\operatorname{cost}_{k}>\operatorname{cost}_{k}\left(\theta_{k}^{i}\right)\) then
                \(\operatorname{cost}_{k} \leftarrow \operatorname{cost}_{k}\left(\theta_{k}^{i}\right)\).
                \(i^{*} \leftarrow i\)
        \(\eta_{k}=\eta_{i^{*}} \cup\{k\}\)
    return Optimal Structure \(\eta_{n}\) and minimum expected cost cost \(_{n}\)
```

Space complexity is $O\left(d^{2} 2^{d^{2}} 3^{d}\right)$, since we only need the last $d$ agents' status information to update in the DP algorithm.

### 2.3.4 Properties

Theorem 2.3.5 Expected cost till $k$ is monotone increasing.
Proof Consider the expected cost till $k$, suppose the cost is minimized when the principal delegate $i, \ldots, k-1$ to $k$, and the minimum expected cost is

$$
\operatorname{cost}_{k}=p_{k} M_{k}\left(\theta_{k}^{i}\right)+\operatorname{cost}_{i-1},
$$

while the utility of agent $k$ is

$$
\pi_{k}=p_{k} M_{k}\left(\theta_{k}^{i}\right)-p_{k-1} M_{k-1}\left(\theta_{k-1}^{i}\right)-c_{k} \geq 0 .
$$

Thus, $p_{k} M_{k}\left(\theta_{k}^{i}\right) \geq p_{k-1} M_{k-1}\left(\theta_{k-1}^{i}\right)$, which infers

$$
\begin{aligned}
\operatorname{cost}_{k-1} & \leq p_{k-1} M_{k-1}\left(\theta_{k-1}^{i}\right)+\operatorname{cost}_{i-1} \\
& \leq \operatorname{cost}_{k} .
\end{aligned}
$$

Proposition 2.3.2 In the symmetric case with two agents, delegation is better than direct control when

$$
\beta(1+\beta) \geq 1
$$

Proof In the symmetric case, where $\alpha_{1}=\alpha_{2}, c_{1}=c_{2}$. For the computation simplicity, assume $\gamma=0$.

$$
\frac{p_{2}-\alpha_{1} \beta_{2}}{\alpha_{1} \beta_{2}} \frac{p_{1}}{p_{2}} \frac{c_{1}}{\alpha_{1}}=\frac{1}{\beta} \frac{1}{1+\beta} \frac{c}{\alpha} .
$$

Therefore, delegation will be better if and only if

$$
\beta(1+\beta) \geq 1 .
$$

Lemma 2.3.3 In the symmetric case, the probability of success when every downstream agent is working converges to $\frac{\alpha+\gamma}{1-\beta}$.

Proof The probability of success of agent $k$ is

$$
p_{k}=f\left(p_{k-1}\right)=\alpha+\gamma+\beta p_{k-1} .
$$

Since $0<\beta<1, f(\cdot)$ is a contractive mapping. By Banach Fixed Point Theorem, we know the fix point exists and unique. Therefore, by solving

$$
p^{*}=\alpha+\gamma+\beta p^{*} .
$$

we have $p^{*}=\frac{\alpha+\gamma}{1-\beta}$.
Proposition 2.3.3 If every agent and task is identical, when an agent is far from the initial agent on the process path, the principal prefers direct control to delegation.

The proof is provided in Appendix 2.10.6.
Proposition 2.3.4 In the symmetric case, suppose one agent has an effort cost $t$ times larger than the other agents' cost, the delegation depth of this agent is bounded by

$$
d \leq \frac{\log t}{\log (\beta+\tau)^{-1}}
$$

The proof is provided in Appendix 2.10.7.

### 2.3.5 Example

Consider the process chain as in Fig. 2.5 with 6 nodes,


Fig. 2.11.: Process path
and we'll show an example such that the optimal delegation is as follows,


Fig. 2.12.: Optimal Delegation Tree

Let $\tau_{i}=0$ for all the agent $i$. We also have $M_{i}(i)=\frac{c_{i}}{\alpha_{i}}$.
Let $c_{1}=1, \alpha_{1}=0.4$. Then,

$$
M_{1}(1)=\frac{5}{2}, P(1)=0.4
$$

Let $c_{2}=2, \alpha_{2}=0.2, \beta_{2}=0.5$. Therefore,

$$
M_{2}(2)=10, P(2)=\alpha_{2}+P(1) \beta_{2}=0.4
$$

Let $c_{3}=1, \alpha_{3}=0.1, \beta_{3}=0.25, \gamma_{3}=0.4$, then

$$
M_{3}(3)=10, P(3)=\alpha_{3}+P(2) \beta_{3}+\gamma_{3}=0.6
$$

Let $c_{4}=12, \alpha_{4}=0.1, \beta_{4}=0.5$,

$$
M_{4}(4)=120, P(4)=\alpha_{4}+P(3) \beta_{4}=0.4 .
$$

Let $c_{5}=1, \alpha_{5}=0.5, \beta_{4}=0.5$,

$$
M_{4}(4)=2, P(5)=\alpha_{5}+P(4) \beta_{5}=0.7
$$

For the sub-delegation tree below agent 4, we have the following three options. Option 1:


Fig. 2.13.: Option 1

By comparing $\pi_{4}(1234) \geq \pi_{4}(234)$, we have a lower bound for $M_{4}$,

$$
\begin{aligned}
M_{4} & \geq \frac{P(1) M_{1}(1)}{\alpha_{1} \beta_{2} \beta_{3} \beta_{4}}+\frac{M_{2}(2)}{\beta_{3} \beta_{4}}+\frac{M_{3}(3)}{\beta_{4}} \\
& =40+80+20 \\
& =140 .
\end{aligned}
$$

## Option 2:



Fig. 2.14.: Option 2

Minimum payment for 2,

$$
M_{2} \geq \frac{P(1) M_{1}(1)}{\alpha_{1} \beta_{2}}=5
$$

which is smaller than $M_{2}(2)$. For the minimum payment for 3 ,

$$
M_{3}=\frac{P(2) M_{2}(2)}{P(2) \beta_{3}}=40
$$

By comparing $\pi_{4}(34) \geq \pi_{4}(4)$, we have the lower bound for $M_{4}$ in option 2,

$$
M_{4} \geq \frac{P(3) M_{3}}{\left(\alpha_{3}+P(2) \beta_{3}\right) \beta_{4}}=\frac{0.6 * 40}{0.2 * 0.5}=240 .
$$

## Option 3:



Fig. 2.15.: Option 3

By comparing $\pi_{4}(234) \geq \pi_{4}(24)$,

$$
M_{4} \geq \frac{P(3) M_{3}(3)}{\alpha_{3} \beta_{4}}=\frac{0.6 * 10}{0.1 * 0.5}=120 .
$$

By comparing $\pi_{4}(234) \geq \pi_{4}(34)$,

$$
\begin{aligned}
M_{4} & \geq \frac{M_{2}(2)}{\beta_{3} \beta_{4}}+\frac{M_{3}(3)}{\beta_{4}} \\
& =\frac{10}{0.25 * 0.5}+\frac{10}{0.5} \\
& =80+20 \\
& =100 .
\end{aligned}
$$

Therefore, the minimum payment for personal incentive $M_{4}(4)$ is enough to make every agents in option 3 be incentive.

Therefore, the principal will always choose option 3. Now consider the relation between 4 and 5 , if delegate 4 under the control of 5 , the lower bound of payment to agent 5 is

$$
M_{5} \geq \frac{P(4) M_{4}(4)}{P(4) \beta_{5}}=240
$$

However, the cost of direct control 4 and 5 is only

$$
\operatorname{cost}_{p}=M_{4}(4)+M_{5}(5)=122
$$

In summary, the optimal delegation structure is the tree as in Fig. 2.12.

### 2.4 Tree

### 2.4.1 Tree Model Description

We consider the principal-agent model with a working process on a directed rooted tree. Denote the set of agents as $\mathcal{N}$. The work is initiated at the leaf agents, and
passed over to the parents and so forth, and finally ends at the principal. An example of the process tree is given in Figure 2.16


Fig. 2.16.: Process tree

From leaves to the root, after received the completed tasks from his children, each agent $k$ can decide to put effort or not (binary variable) to his task and this effort is unobservable to the others. However, after the task of agent $k$ is done, a binary signal $s_{k} \in\{0,1\}$ indicating the task status will be observed by his parent or the principal if he signed contract with $k$.

$$
s_{k}=\left\{\begin{array}{l}
1, \text { success }, \\
0, \text { failure }
\end{array}\right.
$$

For agent $k \in \mathbb{M}$, the success probability of his task is related to three elements,

- Personal effort $e_{k}$;
- Task status from his children $S_{k}=\left\{s_{i}, i \in C(k)\right\}$;
- Environmental influence $r_{k}$.
where $C(k)$ is the direct children of $k$ in the process tree. We consider a linear success probability function of task $k$, defined as follows:

$$
\begin{equation*}
P\left(s_{k}=1 \mid e_{k}, S_{k}\right)=\alpha_{k} e_{k}+\sum_{i \in C(k)} \beta_{k}^{i} s_{i}+\gamma_{k}, \text { where } e_{k}, s_{i} \in\{0,1\} \tag{2.40}
\end{equation*}
$$

For any agent $\forall k \in \mathbb{M}$, coefficients $\alpha_{k}, \beta_{k}^{i}, i \in C(k)$ are assumed to be strictly positive. This is a fair assumption. If it doesn't hold, for example, $\beta_{k}^{i}=0$, node $i$ 's task won't influence the final project (at principal level), and $i$ and his descendants can be removed from the process tree. To ensure the successful probability $\left(P\left(s_{k}=\right.\right.$ $\left.1 \mid e_{k}, S_{k}\right)$ ) always between 0 and 1 , we assume $\alpha_{k}+\sum_{k=1}^{n} \beta_{k}^{i}+\gamma_{k} \leq 1, \gamma_{k} \geq 0, \forall k \in \mathbb{M}$.

Personal effort will increase the probability that $s_{k}=1$ (Equation 2.40), but it'll also result in an additional effort $\operatorname{cost} c_{k}$ to agent $k$. Therefore, the agents generally choose to shirk unless there is additional payment after the task is successful. To motivate agents to work, the principal can sign contracts with downstream agents. Since we assume the agents can't be punished, an instance of agent $k$ 's contract payment $r_{k}$ can be

$$
r_{k}= \begin{cases}M_{k}, & \text { if } s_{k}=1  \tag{2.41}\\ M_{k}^{\prime}, & \text { if } s_{k}=0\end{cases}
$$

It's easy to see that an efficient contract always sets $M_{k}^{\prime}=0$, and we call $M_{k}$ as the contract payment to agent $k$. Meanwhile, it can be proved that for the principal, signal $s_{k}$ is the only useful information for the contract with agent $k$.

Moreover, not only the principal can sign a contract directly with agents, and every agent can sign a contract with the other agents but restricted to his children set.
Assumption 2.4.1 Agents can only sign contracts with their children in the process tree.

Agents may have the incentive to do that. For example, when the contract payment $M_{k}$ to agent $k$ is large, $k$ may be better off by sign subcontracts to motivate his children to put effort, and eventually increases his success probability (equation 2.40) and expected payoff.

Besides that, the principal has the power to design the delegation structure (tree), and the agents are only allowed to sign subcontracts with his direct children in the delegation tree. Following is a possible delegation tree of the process tree in Figure 2.16, where the solid black line means contract direction, and the blue and orange dashed line means the process direction:


Fig. 2.17.: Delegation tree

An the Figure 2.17, the principal direct controls (signs contract with) agent $0,2,4,5,6,7$ and delegates agents 1,3 to agent 4 . Therefore, agent 4 has the free-
dom to decide whether signs a subcontract with his children (in the delegation tree), based on his contract payment $M_{4}$ signed with the principal.

In summary, we break down the model in three stages:

- Stage 1: The process tree and parameters $(\alpha, \beta, \gamma, c)$ are given as common information ${ }^{5}$, and the principal designs a delegation tree accordingly.
- Stage 2: In the delegation tree, the principal initiates the contract signing, and passing down until the leaves, an intermediate node
- receives contract from his parent;
- signs contract with his children.
- Stage 3: In the process tree, the leaves start working first, and passing the task up until the root, an intermediate node
- receives the work and signals from his direct children;
- decides to spend effort or not (unobservable);
- passes over his task to the parent.

The goal of the principal is to maximize the success probability with the lowest cost. Namely, the principal wants to minimize the cost under the condition that every single agent in the process tree has the incentive to work. While given the delegation structure and contract payment $\left(M_{k}\right)$ from the parent in delegation tree, the agent $k$ can decide

- contract payment to his children $M_{i}, i \in T(k)$;
- personal effort $e_{k}$.
where $T(k) \subseteq C(k)$ is set of $k$ 's children in the delegation tree.
Assume every agent is risk neutral, an agent's utility function includes three parts, contract reward from the parent, contracts payment to the children, and personal effort cost. When every agent makes subcontract decisions, they have the following beliefs, similar to Proposition 2.3.1,

Proposition 2.4.1 Every agents $k$ believes the other agents who are not under his delegation are putting effort.

The question is what's the optimal delegation structure and contract payment the principal should choose? For the delegation structure, does direct control every agent the best choice, or only do the delegation following the process tree structure? In the next section, we will show the answers to the above questions is not fixed but depends on the model parameters. Moreover, we will provide a polynomial time algorithm when the tree depth is bounded.

[^4]
### 2.4.2 Preliminary

The goal of the principal is to motivate every agent with the minimum the expected cost. This section will analyze the property of delegation structure that may help save the cost.

Given a delegation tree, the descendant of $k$ is call the control set of $k$, denoted as $\theta_{k}{ }^{6}$. Recall Assumption 2.4.1 that agents in the delegation tree are only able to receive contract from his parent, and sign contract with his children. Therefore, the delegation structure from $k$ has an one to one mapping to the control set of $k$. In the following sections, we'll also use the control set $\theta_{k}$ to represent the delegation structure of $k$.

Once given the delegation structure $\theta_{k}$ and contract payment $M_{k}$, recall that the agent $k$ 's decision is

- contract payment to his children $M_{i}, i \in T(k)$;
- personal effort $e_{k}$.
while the contract payments to his children will eventually influence the working status of the agents in $k$ 's control set. Denote the part of agents making effort as the effort set as $\psi\left(M_{i}, \theta_{k}\right)$, for simplicity, we sometimes use $\psi_{k}$ denote the effort set directly. Denote the set of all possible effort sets under $k$ as $\Psi\left(\theta_{k}\right)$.

Given the above information we can compute the utility function of $k$, the utility function is a convex piecewise linear function, denoted as $\pi_{k}\left(\theta_{k}, M_{k}\right)$.

$$
\begin{aligned}
\pi_{k}\left(\theta_{k}, M_{k}\right) & =\max _{\psi_{k} \in \Psi\left(\theta_{k}\right)} \pi_{k}\left(\psi_{k}, \theta_{k}, M_{k}\right) \\
& =\max _{\psi_{k} \in \Psi\left(\theta_{k}\right)} p_{k}\left(\psi_{k} \mid \theta_{k}\right) M_{k}-\operatorname{cost}_{k}\left(\psi_{k} \mid \theta_{k}\right)
\end{aligned}
$$

Furthermore, we can define the minimum payment over effort set $\psi_{k}$ under structure $\theta_{k}$, denoted as $M_{k}\left(\psi_{k} \mid \theta_{k}\right)$, which is a contract payment to agent $k$ such that all agents in effort set $\left(\psi_{k}\right)$ are exerting effort. Based on that, denote $M_{k}\left(\theta_{k}\right)=$ $M_{k}\left(\psi_{k}=\theta_{k} \mid \theta_{k}\right)$ as the minimum full incentive payment under structure $\theta_{k}$, which is a minimum contract payment to agent $k$ such that every agent in his control set $\left(\theta_{k}\right)$ is incentive. In the other words, $M_{k}\left(\theta_{k}\right)$ is the minimum $M_{k}^{*}$ satisfying the following equation

$$
\pi_{k}\left(\theta_{k}, M_{k}^{*}\right)=\pi_{k}\left(\psi_{k}=\theta_{k}, \theta_{k}, M_{k}^{*}\right)
$$

Delegation structure $\theta_{k}$ dominates $\theta_{k}^{\prime}$ if

$$
\begin{aligned}
\theta_{k}^{\prime} & \subset \theta_{k} \\
M_{k}\left(\theta_{k}\right) & \leq M_{k}\left(\theta_{k}^{\prime}\right) .
\end{aligned}
$$

[^5]Here we introduce the efficiency in the delegation structure,
Definition 2.4.1 (EDS) A delegation structure is efficient if any other delegation structure does not dominate it.

Similar to Theorem 2.3.1, agent's decisions between personal effort and contracts to each child-branch are independent.

Theorem 2.4.1 For any agent $k$, minimum payment for personal effort is $M_{k} \geq \frac{c_{k}}{\alpha_{k}}$.
Proof Agent $k$ makes decisions about effort once the previous tasks are passed to him with signals. By Equation 2.40, given the previous signals, the difference of utilities between effort and shirking is,

$$
\begin{aligned}
& \pi_{k}\left(e_{k}=1\right)-\pi_{k}\left(e_{k}=0\right) \\
= & \alpha_{k} M_{k}-c_{k} .
\end{aligned}
$$

Therefore, the necessary and sufficient condition for agent $k$ to put effort is

$$
M_{k} \geq \frac{c_{k}}{\alpha_{k}} .
$$

Denote the minimum personal effort as $M_{k}^{0}=\frac{c_{k}}{\alpha_{k}}$.
Because of the linearity of $P\left(s_{k}=1 \mid e_{k}, s_{i}, i \in C(k)\right)$, we have the following theorem,

Theorem 2.4.2 For any agent $k$, its delegation decision over siblings in process tree is independent.

Proposition 2.4.2 Each sibling in the delegation tree makes the decision independently.

Proof By the beliefs from Proposition 2.3.1.
By the above results, we can handle each branch independently, then merge the decision and update the new contract payment, which sheds light to a polynomial time dynamic programming algorithm.

### 2.4.3 Two Layers

This section we consider a process tree with two layers as in Fig. 2.18. The main question is whether $P$ should direct control $k$ 's contract workers?

By the Theorem 2.4.1, for each leaf node, the minimum effort payment is

$$
M_{i}(i)=\frac{c_{i}}{\alpha_{i}}
$$



Fig. 2.18.: Two Layers Process tree

By Theorem 2.4.2, for agents $1 \leq i \leq n$, agent $k$ consider the contract with them independently. If $k$ doesn't sign it,

$$
\pi_{k}^{0}=p_{k} M_{k}-c
$$

If $k$ signs with $i$,

$$
\pi_{k}(i)=\left(p_{k}+\alpha_{i} \beta_{k}^{i}\right) M_{k}-c-P(i) M_{i}(i)
$$

In order to satisfy $\pi_{k}(i) \geq \pi_{k}$, we have the minimum payment for $k$ to motivate $i$,

$$
M_{k}(i) \geq \frac{P(i) M_{i}(i)}{\alpha_{i} \beta_{k}^{i}}
$$

Therefore, we proved the following results
Theorem 2.4.3 The minimum contract payment for $k$ to motivate its children $i \in$ $C(k)$ is

$$
M_{k}(i)=\frac{p_{i} M_{i}(i)}{\alpha_{i} \beta_{k}^{i}}
$$

Without loss of generality, we can rank the children of $k$ by an increasing order of $M_{k}(i)$, that is $M_{k}(i) \geq M_{k}(j), i \geq j$. For an efficient delegation structure, if $M_{k} \geq M_{k}(i)$, then we know any agent $j<i$ will be delegated to agent $k$, instead of direct controlled by the principal. We denote $\theta_{k}^{k}=\{k\}$, and $\theta_{k}^{i}=\{k, 1,2, \ldots, i\}$ as the control sets of $k$. The intuition is the principal may principal may delegate the easy to motivate agents to the middle agent $k$, while signs direct contracts with the agents who only exerts effort given high rewards.

Theorem 2.4.4 There are $n+1$ efficient delegation structure for agent $k$, which are $\theta_{k}^{k}$ and $\theta_{k}^{i}, 1 \leq i \leq n$.


Fig. 2.19.: Example of Efficient Delegation Structure

Furthermore, it gives there is a linear number of efficient delegation structure for the principal, as in Fig. 2.19

To compute the minimum payment $M_{k}$ given an delegation structure,

$$
M_{k}\left(\theta_{k}^{i}\right)=\max \left\{M_{k}(k), M_{k}(i)\right\} .
$$

And the expected cost in each delegation structure is

$$
\operatorname{cost}_{p}\left(\theta_{k}^{i}\right)=P(k) M_{k}\left(\theta_{k}^{i}\right)+\sum_{j=i+1}^{n} P(j) M_{j}(j)
$$

and minimum expected cost is

$$
\operatorname{cost}_{p}=\min _{i} \operatorname{cost}_{p}\left(\theta_{k}^{i}\right)
$$

Therefore, we can enumerate all the delegation structure and select the optimal one with the minimum expected cost in polynomial time.

### 2.4.4 Three Layers

This section we consider a process tree with three layers as in Fig. 2.20. The main question is what the optimal delegation structure is with the minimum expected cost?


Fig. 2.20.: Three Layers Process tree

Denote the top agent as $f$, and the principal expects task $f$ is successful. By the Theorem 2.4.4 in the previous section, we have the efficient delegation structures from leaves to the second layer agent $k, \Theta(k)$. Without loss of generality, we can number the children of $k$ by an increasing order of $M_{k}(i)$, that is $M_{k}(i) \geq M_{k}(j), i \geq j$. To find the efficient delegation structure, we first consider the case that $k$ is the only child of $f$, as in Fig. 2.21.


Fig. 2.21.: Update Step

We can construct a set of delegation structure for agent $f$ by

$$
\theta_{f}^{i}=\theta_{k}^{i}, \theta_{k}^{i} \in \Theta(k),
$$

along with $\theta_{f}^{f}=\{f\}$, we denote this set of delegation structure as $\Theta(f, k)$ and claim this set includes all the efficient delegation structures through agent $k$.

Lemma 2.4.1 $\Theta(f, k)$ includes all the efficient delegation structures for agent $f$ over branch $k$.

The proof is provided in Appendix 2.11.1.
By Lemma 2.4.1, we restrict the efficient delegation structures to the set $\Theta(f, k)$ with size bounded by $n+2$. For each $\theta_{f}^{i} \in \Theta(f, k)$, we compute $M_{f}\left(\theta_{f}^{i}\right)$ and remove the inefficient structure if exists any. For simplicity, we still use $\Theta(f, k)$ to denote the set of efficient delegation structure.

For each payment level $M_{f}^{i}=M_{f}\left(\theta_{f}^{i}\right)$, we use $\theta_{f}(\cdot)$ denote the inverse function of $M_{f}(\cdot)$,

$$
\theta_{f}^{i}=\theta_{f}\left(M_{f}^{i}\right) .
$$

Till now we have all the efficient delegation structures $\Theta(f, k), k \in C(f)$. The next step is to combine all the branches and have the overall EDS.


Fig. 2.22.: Combination Step

In order to do that, we first gather all the possible efficient payment level to $f$,

$$
\mathcal{M}_{f}=\left\{M_{f}\left(\theta_{f}^{i}\right) \mid \theta_{f}^{i} \in \Theta(f, k), k \in C(f)\right\}
$$

Lemma 2.4.2 The size of efficient payment level is bounded by $O(N)$.
Proof There are at most $|C(k)+2|$ delegation structures in $\Theta(f, k)$ over each branch $k \in C(f)$, while each structure is corresponding to a payment level. Therefore, the total payment level is bounded by $O(n)$.

Given $M_{f} \in \mathcal{M}_{f}$, the efficient delegation structure is

$$
\theta_{f}\left(M_{f}\right)=\sum_{k \in C(f)} \theta_{f, k}\left(M_{f}\right)
$$

and we can construct a delegation set by

$$
\Theta(f)=\left\{\theta_{f}\left(M_{f}\right) \mid M_{f} \in \mathcal{M}_{f}\right\} .
$$

By Lemma 2.4.2, $|\Theta(f)|=O(N)$.
Theorem 2.4.5 $\Theta(f)$ can be ordered by inclusion and is the set of efficient delegation structures of agent $f$.

Denote $\operatorname{cost}_{i}$ as the expected minimum cost for the principal to motivate agent $i$ and his descendant in the process tree, call it as expected minimum cost till $i$. Similar to Theorem 2.3.5, we can prove the cost is monotone increasing from leaf to the root in the process tree.

For each $M_{f} \in \mathcal{M}_{f}$, because cost $_{i}$ is monotone increasing, the principal would like to delegate as many agents as possible to $f$. Therefore, $k$ 's control set is $\theta_{f}\left(M_{f}\right)$, and it's the largest one because $\Theta(f)$ can be ordered by inclusion. The corresponding minimum cost given $M_{f}$ is

$$
\operatorname{cost}_{p}\left(M_{f}\right)=M_{f}+\sum_{i \in C\left(\theta_{f}\left(M_{f}\right)\right)} \operatorname{cost}_{i}
$$

where $C\left(\theta_{f}\right)$ denotes the agents who don't belong to $\theta_{f}$ but are the children of nodes in $\theta_{f}$. Meanwhile, $i$ is either a leaf agent or a second level agent. If $i$ is a leaf agent, $\operatorname{cost}_{i}=M_{i}(i)$. If $i$ is a second level agent, we can compute minimum cost till $i$ by the algorithm provided in the previous section.

Finally, the minimum expected cost is

$$
\operatorname{cost}_{p}=\min _{M_{f} \in \mathcal{M}_{f}} \operatorname{cost}_{p}\left(M_{f}\right) .
$$

In summary, we provide a polynomial time algorithm to find the optimal delegation structure in three layers tree. Moreover, the result in this section also holds when the delegation tree is bounded by three layers, while the process tree can be deeper.

### 2.5 Conclusion

We considered a network model of sequential decisions in production chain networks, specifically chain and tree networks. Our main contribution is showing the value of delegation and how to maximumly leverage the middleman's aligned interests with the principal. In particular, we provide a polynomial time algorithm to find the optimal delegation structure and the corresponding necessary contract payments for the principal. Furthermore, we analyzed the trade-off of the delegation and gave a deeper insight into the value of delegation in different conditions. Several questions are left for future research such as what's the optimal delegation structures in general tree and how to build the model that agents can try multiple times until the task is successful.
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## APPENDIX

### 2.6 Proofs in Section 1.3

### 2.6.1 Proof of Proposition 1.3 .3

Proof Suppose $i j$ is a shortcut of path $l_{i j}=\left(i, v_{1}, \ldots, v_{k}, j\right)$, and assume the path $l_{i j}$ is active, i.e., every edge has postive flow.

Since firms never loss money in the supply chain (otherwise just choose to buy and sell nothing), we know

$$
p_{v_{1}} \leq \cdots \leq p_{v_{n}} \leq p_{j} .
$$

Considering the case that $p_{v_{1}}<p_{j}$ at the equilibrium, by the property of series parallel graph and market clearance price, all the flow from $i$ to $v_{1}$ will go through firm $j$. If firm $i$ moves all the flow $x_{i v_{1}}$ to $x_{i j}$, the total flow through $j$ will keep the same, and $p_{j}$ will remain the same price, too. Therefore, firm $i$ is better off by

$$
\pi_{i}=p_{j}\left(x_{i j}+x_{i v_{i}}\right)>p_{j} x_{i j}+p_{v_{1}} x_{i v_{1}}=\pi_{i}^{*}
$$

which cannot happened at the equilibrium. Thus, $p_{v_{1}}=p_{j}$ must hold, and

$$
p_{v_{1}}=\cdots=p_{v_{n}}=p_{j} .
$$

Now consider the optimal decision for $v_{n}$, given the market clearance price $p_{v_{n}}$, if he buys all the goods supplied to him and sell them to $j$, his profit is 0 , because $p_{v_{n}}=p_{j}$. However, he would make a positive profit if processed less amount of goods. Because this would decrease the flow to $j$ and raise the market price at $j$,

$$
p_{j}^{\prime}>p_{j}=p_{v_{n}}
$$

which contradicts to the fact that $p_{v_{n}}$ is the market clearance price of firm $v_{n}$. Hence, the path $l_{i j}$ is inactive.

### 2.6.2 Proof of Lemma 1.3.1

Proof Suppose $j \in B(i)$ and by induction, assume

$$
p_{j}=a_{t}-b_{j} X_{j}-\sum_{k \in C_{P}(j)} b_{k} X_{k} .
$$

Obviously it is true when $j=t$, where $c_{P}(t)=\emptyset$.
Case 1 (SS): $|B(i)|=1$ and $|S(j)|=1$ :


Utility function of $i$ is

$$
\Pi_{i}=p_{j} x_{i j}-p_{i} x_{i j}-\frac{c_{i}}{2} x_{i j}^{2}
$$

To compute the price function at $i$, when $X_{i}>0$, which means $x_{i j}>0$, we have $\frac{\partial \Pi_{i}}{\partial x_{i j}}=0$ so that $i$ can maximize its utility. Thus:

$$
\begin{aligned}
p_{i} & =p_{j}+\frac{\partial p_{j}}{\partial x_{i j}} x_{i j}-c_{i} x_{i j} \\
& =a_{t}-b_{j} x_{i j}-\sum_{k \in C_{P}(j)} b_{k} X_{k}-\left(b_{j}+\sum_{k \in C_{P}(j)} b_{k}\right) x_{i j}-c_{i} x_{i j} \\
& =a_{t}-\left(2 b_{j}+\sum_{k \in C_{P}(j)} b_{k}+c_{i}\right) X_{i}-\sum_{k \in C_{P}(i)} b_{k} X_{k}
\end{aligned}
$$

where $X_{i}=x_{i j}, C_{P}(i)=C_{P}(j)$ in this case.
$p_{i}$ is the market clearing price since from above equation, given $p_{i}$, we can solve the optimal $X_{i}$ too.

## Summary SS:

$$
\begin{aligned}
& b_{i}=2 b_{j}+\sum_{k \in C_{P}(j)} b_{k}+c_{i}, \\
& C_{P}(i)=C_{P}(j) .
\end{aligned}
$$

Case 2 (MS): $|B(i)|=1$ and $|S(j)| \geqslant 1$ :


Utility function of $i$ is

$$
\Pi_{i}=p_{j} x_{i j}-p_{i} x_{i j}-\frac{c_{i}}{2} x_{i j}^{2} .
$$

To compute the price function at $i$, when $X_{i}>0$, which means $x_{i j}>0$, we have $\frac{\partial \Pi_{i}}{\partial x_{i j}}=0$ so that $i$ can maximize its utility. Thus

$$
\begin{aligned}
p_{i} & =p_{j}+\frac{\partial p_{j}}{\partial x_{i j}} x_{i j}-c_{i} x_{i j} \\
& =a_{t}-b_{j} X_{j}-\sum_{k \in C_{P}(j)} b_{k} X_{k}-\left(b_{j}+\sum_{k \in C_{P}(j)} b_{k}\right) x_{i j}-c_{i} x_{i j} \\
& =a_{t}-\left(b_{j}+\sum_{k \in C_{P}(j)} b_{k}+c_{i}\right) x_{i j}-b_{j} X_{j}-\sum_{k \in C_{P}(j)} b_{k} X_{k} \\
& =a_{t}-\left(b_{j}+\sum_{k \in C_{P}(j)} b_{k}+c_{i}\right) X_{i}-\sum_{k \in C_{P}(i)} b_{k} X_{k}
\end{aligned}
$$

where $X_{i}=x_{i j}, C_{P}(i)=C_{P}(j) \sqcup\{j\}$ in this case.
Summary MS:

$$
\begin{aligned}
& b_{i}=b_{j}+\sum_{k \in C_{P}(j)} b_{k}+c_{i}, \\
& C_{P}(i)=C_{P}(j) \sqcup\{j\} .
\end{aligned}
$$

Case 3 (Simple SM): $|B(i)| \geqslant 2,|S(j)|=1$, and $C_{S}(i)=\{h\}$ :


Remark. $X_{k}$ where $k \in C_{S}(i)$ is a function of $x_{i j}$. This is because market clearance price function ensures downstream firms will buy all the supply from upstream firms. Therefore, $x_{i j}$ is part of $X_{k}$.

Notice in this simple SM case, $C_{P}\left(j_{1}\right)=C_{P}\left(j_{2}\right)$ (by induction based on the compositions of SPG). Thereby, we just denote them as $C_{P}(j)$ in the following proof, and price functions are

$$
\begin{aligned}
& p_{j_{1}}=a_{t}-b_{j_{1}} X_{j_{1}}-\sum_{k \in C_{P}(j)} b_{k} X_{k}, \\
& p_{j_{2}}=a_{t}-b_{j_{2}} X_{j_{2}}-\sum_{k \in C_{P}(j)} b_{k} X_{k} .
\end{aligned}
$$

and the corresponding derivatives with respect to $x_{i j_{1}}$ are

$$
\begin{align*}
& \frac{\partial p_{j_{1}}}{\partial x_{i j_{1}}}=b_{j_{1}}+\sum_{k \in C_{P}\left(j_{1}\right)} b_{k},  \tag{2.42}\\
& \frac{\partial p_{j_{2}}}{\partial x_{i j_{1}}}=\sum_{k \in C_{P}\left(j_{1}\right)} b_{k} . \tag{2.43}
\end{align*}
$$

Utility function of $i$ is

$$
\Pi_{i}=p_{j_{1}} x_{i j_{1}}+p_{j_{2}} x_{i j_{2}}-p_{i} X_{i}-\frac{c_{i}}{2} X_{i}^{2} .
$$

Because $i$ has multiple sub-flows and it is possible that some sub-flows are inactive, we will first prove the following claim.

Claim: For any firm $i$ in SPG, its sub-flows are all active.
At equilibrium, by $\frac{\partial \Pi_{i}}{\partial x_{i j_{1}}} \leqslant 0$, combined with price derivative equations 2.42 ;

$$
\begin{aligned}
p_{i} & \geqslant p_{j_{1}}+\frac{\partial p_{j_{1}}}{\partial x_{i j_{1}}} x_{i j_{1}}+\frac{\partial p_{j_{2}}}{\partial x_{i j_{1}}} x_{i j_{2}}-c_{i} X_{i} \\
& =a_{t}-b_{j_{1}} x_{j_{1}}-\sum_{k \in C_{P}\left(j_{1}\right)} b_{k} X_{k}-\left(b_{j_{1}}+\sum_{k \in C_{P}\left(j_{1}\right)} b_{k}\right) x_{i j_{1}}-\sum_{k \in C_{P}\left(j_{1}\right)} b_{k} x_{i j_{2}}-c_{i} X_{i} \\
& =a_{t}-2 b_{j_{1}} x_{i j_{1}}-\left(\sum_{k \in C_{P}\left(j_{1}\right)} b_{k}+c_{i}\right) X_{i}-\sum_{k \in C_{P}\left(j_{1}\right)} b_{k} X_{k} \\
& =p_{i_{1}} .
\end{aligned}
$$

Similarly by $\frac{\partial \Pi_{i}}{\partial x_{i j_{2}}} \leqslant 0$ :

$$
\begin{aligned}
p_{i} & \geqslant a_{t}-2 b_{j_{2}} x_{i j_{2}}-\left(\sum_{k \in C_{P}\left(j_{2}\right)} b_{k}+c_{i}\right) X_{i}-\sum_{k \in C_{P}\left(j_{2}\right)} b_{k} X_{k} \\
& =p_{i_{2}}
\end{aligned}
$$

where $X_{j_{1}}=x_{i j_{1}}, X_{j_{2}}=x_{i j_{2}}$, and $C_{P}(j)=C_{P}\left(j_{1}\right)=C_{P}\left(j_{2}\right)$ in this case.
To prove both branches are active, first assume $x_{i j_{1}}>0$ and $x_{i j_{2}}=0$, then $p_{i}=p_{i_{1}}$ and

$$
p_{i_{2}}-p_{i_{1}}=2 b_{j_{1}} x_{i_{j_{1}}}>0 \Rightarrow p_{i_{2}}>p_{i_{1}}=p_{i}
$$

a contradiction. Same argument leads to a contradiction if we assume $x_{i j_{1}}=0$ and $x_{i j_{2}}>0$.

Suppose $x_{i j_{1}}=x_{i j_{2}}=0$, then $X_{i}=x_{i j_{1}}+x_{i j_{2}}=0$. By repeating that, we can prove all the parent nodes including source $s$ have zero flow, a contradiction. Thus, both sub-flows are active, and $p_{i}=p_{i_{1}}=p_{i_{2}}$. So far, the claim above is proved.

We know a convex combination of $p_{i_{1}}$ and $p_{i_{2}}$ is a necessary condition of $p_{i}$. By using the following convex combination coefficients:

$$
\alpha_{1}=\frac{\frac{1}{b_{j_{1}}}}{\frac{1}{b_{j_{1}}}+\frac{1}{b_{j_{2}}}} ; \quad \alpha_{2}=\frac{\frac{1}{b_{j_{2}}}}{\frac{1}{b_{j_{1}}}+\frac{1}{b_{j_{2}}}},
$$

and $p_{i}$ can be written as function of $X_{i}=x_{i j_{1}}+x_{i j_{2}}$ :

$$
\begin{align*}
p_{i} & =\alpha_{1} p_{i_{1}}+\alpha_{2} p_{i_{2}} \\
& =a_{t}-b_{i}^{\prime} x_{i j_{1}}-b_{i}^{\prime} x_{i j_{2}}-\sum_{k \in C_{P}(j)} b_{k} X_{k} \\
& =a_{t}-b_{i}^{\prime} X_{i}-\sum_{k \in C_{P}(j)} b_{k} X_{k} \tag{2.44}
\end{align*}
$$

where

$$
b_{i}^{\prime}=\frac{2}{\frac{1}{b_{j_{1}}}+\frac{1}{b_{j_{2}}}}+\sum_{k \in C_{P}(j)} b_{k}+c_{i} .
$$

Since $h$ is the only merging node $\left(C_{S}(i)=\{h\}\right)$, the flow from $i$ will come through $h$ again, i.e. $X_{h}=X_{i}$. Also $C_{P}(j)=C_{P}(i) \cup\{h\}$ holds. Hence, coefficient $b_{i}$ is obtained from $b_{i}^{\prime}+b_{h}$ :

$$
b_{i}=\frac{2}{\frac{1}{b_{j_{1}}}+\frac{1}{b_{j_{2}}}}+2 b_{h}+\sum_{k \in C_{P}(j) \backslash\{h\}} b_{k}+c_{i} .
$$

Meanwhile, equation 2.44 can be written as the expected format:

$$
\begin{equation*}
p_{i}=a_{t}-b_{i} X_{i}-\sum_{k \in C_{P}(i)} b_{k} X_{k} \tag{2.45}
\end{equation*}
$$

Note that the above argument can be generalized to $B(i) \geqslant 2$ easily. Suppose $B(i)=$ $\left\{j_{1}, \ldots, j_{m}\right\}, m \geqslant 3$ and $\left|C_{S}(i)\right|=1\left(C_{P}\left(j_{l}\right)\right.$ are all the same for $\left.l=1, \ldots, m\right)$. By similar argument as in the previous claim, $i j, j \in B(i)$ must be active. The convex combination coefficient from price $p_{j_{l}}$ is

$$
\alpha_{l}=\frac{\frac{1}{b_{j_{l}}}}{\sum_{j \in B(i) \frac{1}{b_{j}}}}
$$

Eventually, by similar reasoning:

$$
b_{i}=\frac{2}{\sum_{j \in B(i)} \frac{1}{b_{j}}}+2 b_{h}+\sum_{k \in C_{P}(j) \backslash\{h\}} b_{k}+c_{i} .
$$

## Summary Simple SM:

$$
b_{i}=\frac{2}{\sum_{j \in B(i)} \frac{1}{b_{j}}}+2 b_{h}+\sum_{k \in C_{P}(j) \backslash\{h\}} b_{k}+c_{i} \text { where } h \text { is the merging node. }
$$

Case 4 (General SM): $|B(i)| \geqslant 3,|S(j)|=1$, and $\left|C_{S}(i)\right| \geqslant 2$ (there are multiple self merging child nodes):

At equilibrium, by $\frac{\partial \Pi_{i}}{\partial x_{i j_{1}}} \leqslant 0$,

$$
\begin{align*}
p_{i} & \geqslant p_{j}+\sum_{l \in B(i)} \frac{\partial p_{l}}{\partial x_{i l}} x_{i l}-c_{i} X_{i} \\
& =a_{t}-b_{j} x_{j}-\sum_{k \in C_{P}(j)} b_{k} X_{k}-b_{j} x_{i j}-\sum_{l \in B(i)} \sum_{k \in C_{P}(l)} b_{k} x_{i l}-c_{i} X_{i} \\
& =a_{t}-2 b_{j} x_{i j}-\sum_{h \in C_{T}(i, j)} b_{h} X_{h}-\left(\sum_{k \in C_{P}(i)} b_{k}+c_{i}\right) X_{i}-\sum_{k \in C_{P}(j)} b_{k} X_{k} \\
& =a_{t}-2 b_{j} x_{i j}-2 \sum_{h \in C_{T}(i, j)} b_{h} X_{h}-\left(\sum_{k \in C_{P}(i)} b_{k}+c_{i}\right) X_{i}-\sum_{k \in C_{P}(i)} b_{k} X_{k}  \tag{2.46}\\
& =p_{i_{j}} .
\end{align*}
$$

Similarly we can prove every sub-flow is active, and

$$
\begin{equation*}
p_{i}=a_{t}-2 b_{j} x_{i j}-2 \sum_{h \in C_{T}(i, j)} b_{h} X_{h}-\left(\sum_{k \in C_{P}(i)} b_{k}+c_{i}\right) X_{i}-\sum_{k \in C_{P}(i)} b_{k} X_{k} . \tag{GSM-p}
\end{equation*}
$$

At the same time, we have

$$
\begin{equation*}
b_{i} X_{i}=2 b_{j} x_{i j}+2 \sum_{h \in C_{T}(i, j)} b_{h} X_{h}+\left(\sum_{k \in C_{P}(i)} b_{k}+c_{i}\right) X_{i} . \tag{GSM-b}
\end{equation*}
$$

To write $p_{i}$ as in the form of

$$
p_{i}=a_{t}-b_{i} X_{i}-\sum_{k \in C_{P}(i)} b_{k} X_{k},
$$

first note that for different $j \in B(i), C_{T}(i, j)$ in equation 2.46 may be different. Therefore, we cannot merge these flows all together directly as in the previous case. Meanwhile, we can rank the nodes in $C_{T}(i, j)$ by the parent-child order as $h_{1}, \cdots, h_{n}$ where $h_{t}$ is the parent of $h_{t+1}$. By the property of merging nodes, we know:

- For every $j$, set $C_{T}(i, j)$ has the common last node $h^{*}$, and $X_{i}=X_{h^{*}}$.
- For every $j$, there exists a set $B_{k}(i) \subseteq B(i)$ whose nodes share the same $C_{T}(i, j)$. Denote $B_{k}(i)=\left\{h_{1}^{k}, h_{2}^{k}, \cdots, h^{*}\right\}$.

Instead of merging all the flows together, general SM case starts merging flows among each set $B_{k}(i)$. By similar reasoning to the simple SM case, merging among $B_{k}(i)$ can be done by using the convex coefficients $\alpha_{l}=\frac{\frac{1}{b_{j}}}{\sum_{j \in B_{k}(i)} \frac{1}{b_{j}}}$ for $j_{l} \in B_{k}(i)$. We create an aggregate variable $b_{B_{k}(i)}=\frac{1}{\sum_{j \in B_{k}(i)} \frac{1}{b_{j}}}+b_{h_{1}^{k}}$ to represent the coefficient for flow $X_{h_{1}^{k}}=\sum_{j \in B_{k}(i)} x_{i j}$. Afterwards, we group the new aggregated flows $X_{h_{1}^{k}}$ by the same $C_{T}\left(i, h_{1}^{k}\right)$, and repeat the above merging operation again for $h_{2}, h_{3}$, and so on. Once $h^{*}$ is reached, by applying equation SM, we have the final coefficient $b_{i}$ for node $i$. Example 15 in the appendix shows the general SM computation.

Case 5 (MM): $|B(i)| \geqslant 2,|S(j)| \geqslant 2$ :


This is impossible in an SPG, proved by induction since any SPG can be constructed by series and parallel insertion:

- Series insertion: it is easy to see MM will not appear after this.
- Parallel insertion: check the merging head and tail, and it is easy to see MM will not appear either.

Therefore, MM never happens in an SPG.

### 2.6.3 Proof of proposition 1.3 .5

Proof Suppose $i$ sells to $j$, we finish the proof by discussion over case by case. For the SS case, by equation SS:

$$
p_{j}-p_{i}=\left(b_{j}+\sum_{k \in C_{P}(i)} b_{k}+c_{i}\right) X_{i} .
$$

If $X_{i}=x_{i j}>0$, then $p_{j}>p_{i}$.
For the SM case, by equation GSM-p;

$$
p_{j}-p_{i}=b_{j} x_{i j}+\sum_{h \in C_{T}(i, j)} b_{h} X_{h}+\sum_{k \in C_{P}(i)} b_{k} X_{i}+c_{i} X_{i} .
$$

If $x_{i j}>0$, then we prove $p_{j}>p_{i}$.
For the MS case, if $X_{i}=x_{i j}>0$, by equation MS:

$$
p_{j}-p_{i}=b_{i} X_{i}>0
$$

### 2.6.4 Proof of Lemma 1.3.2

Proof Consider the Lagrangian function:

$$
\begin{aligned}
L\left(x_{i j}, X_{s}, X_{k}, \lambda_{i j}\right)= & \sum_{j \in B(i)} b_{j} x_{i j}^{2}+\sum_{k \in C_{S}(i) \backslash C_{P}(i)} b_{k} X_{k}^{2} \\
& -\sum_{j \in B(s)} \lambda_{i j}\left(a_{t}-2 b_{j} x_{i j}-\sum_{k \in C_{T}(i, j)} 2 b_{k} X_{k}-\text { const }-p_{s}\right) .
\end{aligned}
$$

## Stationarity condition:

- Take the derivative with respect to $x_{i j}$ :

$$
\frac{\partial L\left(x_{i j}, X_{j}, X_{k}, \lambda_{i j}\right)}{\partial x_{i j}}=2 b_{j} x_{i j}-2 b_{j} \lambda_{i j}=0
$$

infers $x_{i j}=\lambda_{i j}$.

- Take derivative with respect to $X_{k}$ where $k \in C_{S}(i) \backslash C_{P}(i)$ :

$$
\frac{\partial L\left(x_{i j}, X_{j}, X_{k}, \lambda_{i j}\right)}{\partial X_{k}}=2 b_{k} X_{k}-\sum_{j: k \in C_{P}(j)} 2 b_{k} \lambda_{i j}=0
$$

infers $X_{k}=\sum_{j: k \in C(j)} \lambda_{i j}=\sum_{j: k \in C(j)} x_{i j}$, which is exactly the definition of $X_{k}$ (the total flow through $k$ ).

## Complimentary condition:

$\forall j \in B(s)$ (recall $x_{i j}=\lambda_{i j}$ ):

$$
\lambda_{i j}\left(a_{t}-2 b_{j} x_{i j}-\sum_{k \in C_{T}(i, j)} 2 b_{k} X_{k}-\text { const }-p_{s}\right)=x_{i j} \frac{\partial \Pi_{i}}{\partial x_{i j}}=0 .
$$

Combined with the primal feasibility conditions $\frac{\partial \Pi_{i}}{\partial x_{i j}} \leqslant 0$ and $x_{i j} \geqslant 0$, we can see the KKT condition of this convex programming is equivalent to the LCP. Meanwhile, this problem is strictly convex, so the solution is unique.

### 2.6.5 Proof of Lemma 1.3.3

Proof We consider the SM case: $B(i)=\left\{j_{1}, \ldots, j_{m}\right\}$ where $m \geqslant 2$.


The decision variables of $i$ are $x_{i j}$ 's where $j \in B(i)$. Recall equation 1.8;

$$
\frac{\partial \Pi_{i}}{\partial x_{i j}}=a_{t}-2 b_{j} x_{i j}-2 \sum_{k \in C_{T}(i, j)} b_{k} X_{k}-p_{i}-\text { const }
$$

Notice that $X_{k}=\sum_{j: j \in B(i) \text { and } k \in C_{P}(j)} x_{i j}$ and $\frac{\partial \Pi_{i}}{\partial x_{i j}}=0$ for all $j \in B$ because $i j$ 's are all active, we can rewrite equation 1.8 as a linear system in the following form:

$$
\begin{equation*}
A \vec{x}=\left(a_{t}-p_{i}-\text { const }\right) \overrightarrow{1} \tag{2.47}
\end{equation*}
$$

where $\overrightarrow{1}$ is a vector of $m$ ones, $\vec{x}=\left[x_{i j_{1}}, \ldots, x_{i j_{m}}\right]^{T}$, and $A \in \mathbb{R}^{m \times m}$.
First we prove that $A$ is symmetric. Consider $A_{l_{1} l_{2}}$ and $A_{l_{2} l_{1}}$ where $l_{1} \neq l_{2}$, we have

$$
A_{l_{1} l_{2}}=2 \sum_{k \in C_{S}(i) \cup\left(C\left(j_{l_{1}}\right) \cap C\left(j_{l_{2}}\right)\right) \backslash C_{P}(i)} b_{k}=A_{l_{2} l_{1}},
$$

so $A$ is symmetric.
Recall that in Algorithm 1, before computing $p_{i}$, we had $p_{j}=a_{t}-b_{j} X_{j}-$ $\sum_{k \in C_{P}(j)} b_{k} X_{k}$ for $j \in B(i)$. The utility of $i$ is

$$
\Pi_{i}=\sum_{j \in B(i)} p_{j} x_{i j}-p_{i} X_{i}-\frac{c_{i}}{2} X_{i}^{2}
$$

By Lemma 1.3.1 and equation 1.8 , since $i j$ 's are all active, we have $\frac{\partial \Pi_{i}}{\partial x_{i j}}=0$. Therefore

$$
p_{i}=a_{t}-2 b_{j} x_{i j}-2 \sum_{k \in C_{T}(i, j)} b_{k} X_{k}-\left[\left(\sum_{k \in C_{P}(i)} b_{k}+c_{i}\right) X_{i}+\sum_{k \in C_{P}(i)} b_{k} X_{k}\right] .
$$

Denote the later part, $\left(\sum_{k \in C_{P}(i)} b_{k}+c_{i}\right) X_{i}+\sum_{k \in C_{P}(i)} b_{k} X_{k}$, as $L$. Note that in Algorithm 1, $L$ is some unknown value different from the constant pre-computed in Algorithm2 2 . However, $L$ will not be effected by the convex coefficients, since we only care about the nodes between $i$ and the last self merging node of $i$.

Let $p_{i_{l}}$ be the price equation after taking derivative with respect to $x_{i j_{l}}$. Then in Algorithm 1, we had the convex coefficients $\alpha_{1}, \ldots, \alpha_{m}$ such that $\sum_{l=1}^{m} \alpha_{l}=1$ and

$$
p_{i}=\sum_{l=1}^{m} \alpha_{l} p_{i_{l}}=a_{t}-\sum_{l=1}^{m} \alpha_{l} A_{l} \vec{x}-L=a_{t}-b_{i} X_{i}-L
$$

where $A_{l}$ is the $l$-th row of $A$ and $X_{i}=\sum_{j \in B(i)} x_{i j}$.

Note that for any $j \in B(i)$, the coefficient of $x_{i j}$ is $\sum_{l=1}^{m} \alpha_{l} A_{l j}=b_{i}$. Since $A$ is symmetric, this can be presented as the following:

$$
\begin{equation*}
A^{T} \vec{\alpha}=A \vec{\alpha}=b_{i} \overrightarrow{1} \tag{2.48}
\end{equation*}
$$

where $\vec{\alpha}=\left[\alpha_{1}, \ldots, \alpha_{m}\right]^{T}$.
By comparing equation 2.47 and equation 2.48 , we know $\vec{x}$ is proportional to $\vec{\alpha}$.
To prove that all the price value $p_{j}$ for $j \in B(i)$ are the same, we can also rewrite equation 1.8 to obtain a relation between $\frac{\partial \Pi_{i}}{\partial x_{i j}}$ and $p_{j}$ :

$$
\begin{align*}
\frac{\partial \Pi_{i}}{\partial x_{i j}} & =a_{t}-2 b_{j} x_{i j}-2 \sum_{h \in C_{T}(i, j)} b_{h} X_{h}-p_{i}-\left(\sum_{k \in C_{P}(i)} b_{k}+c_{i}\right) X_{i}-\sum_{k \in C_{P}(i)} b_{k} X_{k} \\
& =2\left(a_{t}-b_{j} x_{i j}-\sum_{k \in C_{P}(j)} b_{k} X_{k}\right)-a_{t}-\left(\sum_{k \in C_{P}(i)} b_{k}+c_{i}\right) X_{i}+\sum_{k \in C_{P}(i)} b_{k} X_{k}-p_{i} \\
& =2 p_{j}-\text { const }^{\prime}-p_{i} \tag{2.49}
\end{align*}
$$

where const ${ }^{\prime}=a_{t}+\left(\sum_{k \in C_{P}(i)} b_{k}+c_{i}\right) X_{i}-\sum_{k \in C_{P}(i)} b_{k} X_{k}$. From equation 2.49 and the fact that all edges are active, we know that

$$
0=2 p_{j}-\text { const }^{\prime}-p_{i}
$$

Therefore, $p_{j}=\frac{p_{i}+\text { const }^{\prime}}{2}$ for any $j \in B(i)$.

### 2.7 Proofs in Section 1.4

### 2.7.1 Proof of Proposition 1.4.1

Proof For simplicity, we just consider the case without processing cost, and the proof can be extended to the case with processing cost easily. Suppose the market price function is $p_{t}=a_{t}-b_{t} X_{t}$, for single-edge graph, the utility is $\Pi_{s}=p_{t} x-p_{s} x$. At equilibrium, $\frac{\partial \Pi_{s}}{\partial x}=0$ infers $p_{s}=a_{t}-2 b_{t} X_{s}$.

For general SPG, proof by induction. From $i j \in E$, it is easy to see for the SS case, $b_{i} \geqslant 2 b_{j}$, and for the MS case $b_{i} \geqslant b_{j}$ by the proof in Appendix 2.6.2. For the simple SM case:

$$
b_{i}=\frac{2}{\sum_{j \in B(i)} \frac{1}{b_{j}}}+2 b_{h}+\sum_{k \in C_{P}(j) \backslash\{h\}} b_{k}>2 b_{h} \geqslant 2 b_{t}
$$

where $h$ is the merging node.

Meanwhile, it is easy to show it also holds for general SM case. Therefore, it always holds that $b_{i} \geqslant 2 b_{t}$ if $i j \in E$ is the SS case or SM case. Note that $s$ is the only source so $b_{s} \geqslant 2 b_{t}$ for general SPG. The total flow satisfies

$$
p_{s}=a_{s}+d_{s} X_{s}=a_{t}-b_{s} X_{s} \Rightarrow X_{S}=\frac{a_{t}-a_{s}}{d_{s}+b_{s}}
$$

$b_{s}=2 b_{t}$ only holds in the single-edge graph and $b_{s} \geqslant 2 b_{t}$ in any other SPG. Therefore, the single-edge graph is the most efficient SPG supply chain network.

### 2.7.2 Proof of Proposition 1.4 .2

Proof From Lemma 1.3.1.

$$
p_{s}=a_{t}-b_{s} X_{s}=a_{s}+d_{s} X_{s}(\text { the given source price }) .
$$

It follows that $X_{s}=\frac{a_{t}-a_{s}}{d_{s}+b_{s}}$, so the increasing demand at market $\left(a_{t}\right)$ or decreasing cost at the source $\left(a_{s}\right.$ or $\left.d_{s}\right)$ will make the supply chain more efficient.

### 2.7.3 Proof of Lemma 1.4.1

Proof By Lemma 1.3.1, we know that $p_{s}=a_{t}-b_{s} X_{s}$. While calculating the price function from sink, $b_{i}$ where $i \in V$ changes proportionally to $b_{t}$ since there is no "offset" $c_{i}$.

By Proposition 1.4.1, the most efficient network is the single-edge graph and $b_{s}=$ $2 b_{t}$. For general SPG, $b_{s} \geqslant 2 b_{t}$ since it is less efficient and the source price is a given value.

### 2.7.4 Proof of Theorem 1.4.1

Proof Consider series components $X$ and $Y$, and the larger component $G^{\prime}=P(X, Y)$, where $t_{x}=s_{y}, s^{\prime}=s_{X}$, and $t^{\prime}=t_{y}$.

By lemma 1.4.1:

$$
\begin{aligned}
b_{s^{\prime}} & =\frac{b_{s_{X}}}{b_{t_{x}}} \frac{b_{t_{x}}}{b_{t_{y}}} b_{t_{y}} \\
& =\lambda(X) \lambda(Y) b_{t^{\prime}}
\end{aligned}
$$

Now if we change the order of this components, and let $s_{X}=t_{y}, s^{\prime}=s_{y}, t^{\prime}=t_{x}$, then

$$
\begin{aligned}
b_{s^{\prime}} & =\frac{b_{s_{y}}}{b_{t_{y}}} \frac{b_{t_{y}}}{b_{t_{x}}} b_{t_{x}} \\
& =\lambda(Y) \lambda(X) b_{t^{\prime}} .
\end{aligned}
$$

Thus, we can consider $X$ and $Y$ as one components and switching the inner order does not change the slope

$$
b_{s^{\prime}}=\lambda(X) \lambda(Y) b_{t^{\prime}}=\lambda\left(G^{\prime}\right) b_{t^{\prime}}
$$

and does not change the price function of the other components. Thus, the total flow remains the same.

### 2.7.5 Proof of Proposition 1.4 .3

For the case with processing cost, $\lambda(\cdot)$ is a function of $b_{t}$, and we first prove the following lemma.

Lemma 2.7.1 With processing cost, for any $\alpha \leqslant 1$,

$$
\lambda\left(X, \alpha b_{t}\right) \geqslant \alpha \lambda\left(X, b_{t}\right)
$$

For any $\alpha \geqslant 1$,

$$
\lambda\left(X, \alpha b_{t}\right) \leqslant \alpha \lambda\left(X, b_{t}\right)
$$

Proof For any $\alpha \leqslant 1$, we proved it by induction, starts from $t$, and consider its buyer, which must be SS or MS cases.

For the SS case, by equation SS:

$$
b_{i}^{\prime}=2 \alpha b_{t}+\sum_{k \in C_{P}(t)} b_{k}+c_{t} \geqslant \alpha b_{i}
$$

For the MS case, by equation MS:

$$
b_{i}^{\prime}=\alpha b_{t}+\sum_{k \in C_{P}(t)} b_{k}+c_{t} \geqslant \alpha b_{i} .
$$

For the SM case, by induction, $b_{j}^{\prime} \geqslant \alpha b_{j}, j \in B(i)$, by equation SM:

$$
\begin{aligned}
b_{i}^{\prime} & =\frac{2}{\sum_{j \in B(i) \frac{1}{b_{j}^{\prime}}}}+2 b_{h}^{\prime}+\sum_{k \in C_{P}(j) \backslash\{h\}} b_{k}+c_{i} \\
& \geqslant \frac{2 \alpha}{\sum_{j \in B(i) \frac{1}{b_{j}}}}+2 \alpha b_{h}+\sum_{k \in C_{P}(j) \backslash\{h\}} b_{k}+c_{i} \\
& \geqslant \alpha b_{i} .
\end{aligned}
$$

Similar result applies to the general SM case. Therefore, $\lambda\left(X, \alpha b_{t}\right)=b_{s}^{\prime} \geqslant \alpha b_{s}=$ $\lambda\left(X, b_{t}\right)$.

The proof when $\alpha \geqslant 1$ is very similar thus it is omitted here.
Now we begin to prove the proposition.
Proof Denote $S(X, Y)$ and $S(Y, X)$ as SPG 1 and SPG 2. By Lemma 1.3.1, let $a_{t}-b_{s}^{1} X_{s}$ be the source price of SPG 1 and $a_{t}-b_{s}^{2} X_{s}$ be the source price of SPG 2.

We prove $b_{s}^{1} \leqslant b_{s}^{2}$ as follows:

$$
\begin{aligned}
b_{s}^{1} & =\lambda\left(X, \lambda\left(Y, b_{t}\right)\right) \\
& =\lambda\left(X, \lambda(Y) b_{t}\right) \\
& \leqslant \lambda(Y) \lambda\left(X, b_{t}\right) \\
& =\lambda\left(Y, \lambda\left(X, b_{t}\right)\right) \\
& =b_{s}^{2}
\end{aligned}
$$

where the second and second last inequality used Lemma 1.4.1, the third inequality used Lemma 2.7.1 with $\lambda(Y) \geqslant 1$.

Then the flow of SPG 1 is $X_{s}^{1}=\frac{a_{t}-p_{s}}{b_{s}^{1}+d_{s}}$, which is larger than the flow of SPG 2 $X_{s}^{2}=\frac{a_{t}-p_{s}}{b_{s}^{2}+d_{s}}$. Hence, SPG 1 is more efficient.

### 2.7.6 Proof of Proposition 1.4 .4

Proof Consider $n$ agents in the straight line model, suppose the firms are labeled by the order as $0,1, \ldots, n$, where 0 is the source, and $n$ is the sink.

Under market clearance price, every node has the same inflow and outflow, denoted as $x$. The utility function for agent $i$ is

$$
\Pi_{i}=\left(a_{i+1}-b_{i+1} x\right) x-p_{i} x-\frac{c_{i}}{2} x^{2}
$$

and its derivative is

$$
\frac{\partial \Pi_{i}}{\partial x}=a_{i+1}-\left(2 b_{i+1}+c_{i}\right) x-p_{i} .
$$

Since $x>0, \frac{\partial \Pi_{i}}{\partial x}$ and we have

$$
p_{i}=a_{i+1}-\left(2 b_{i+1}+c_{i}\right) x,
$$

the following update rule holds:

$$
\begin{aligned}
& a_{i}=a_{i+1}, \\
& b_{i}=2 b_{i+1}+c_{i},
\end{aligned}
$$

and we can use this to compute the source price function:

$$
\begin{aligned}
a_{0} & =a_{n}, \\
b_{0} & =2^{n} b_{n}+\sum_{i=1}^{n} 2^{i} c_{i} .
\end{aligned}
$$

The coefficient of $c_{i}$ is $2^{i}$ with $i$ (closer to the sink). Consequently, putting the node with a higher processing cost $c_{i}$ closer to source results in better efficiency.

### 2.7.7 Proof of Theorem 1.4 .2

We need to prove the following two lemmas first, based on the $b_{i}$ computation from 2.6.2. Let $b_{i}^{\prime}$ be the slope coefficient of $i$ after the insertion.

Lemma 2.7.2 Series insertion on node $i$ always increases the price function slope $b_{k}$ where $k \in S(i) \cup i$.

Proof After a series insertion on node $i$, we know $b_{i}^{\prime}>b_{i}$ since by Lemma 1.3.1, $b_{i}>b_{j}$ if $i j \in E$ for the SS case and the SM case. By induction and the proof of Lemma 1.3.1. we know $b_{k}^{\prime}>b_{k}, \forall k \in S(i)$. Finally, $b_{s}^{\prime}>b_{s}$ infers the total flow decreases.

Lemma 2.7.3 Parallel insertion on path ${ }_{i j}$ always decreases the price function slope $b_{k}$ where $k \in S(i) \cup i$.

Proof After a parallel insertion on path $_{i j}$, by case SM in Lemma 1.3.1, the new slope $b_{i}^{\prime}$ satisfies $b_{i}^{\prime}<b_{i}$. By induction and the proof of Lemma 1.3.1, we know $b_{k}^{\prime}<b_{k}, \forall k \in S(i)$. Finally, $b_{s}^{\prime}<b_{s}$ infers the total flow increases.

Proof Suppose the original price function at source is $p_{s}=a_{t}-b_{s} X_{s}$. If the raw material is sold at price $p_{s}$, then at equilibrium:

$$
X_{s}=\frac{a_{t}-a_{s}}{d_{s}+b_{s}} .
$$

By Lemma 2.7.2, after series insertion, $b_{s}^{\prime}>b_{s}$, then we know the total inflow at equilibrium is decreased:

$$
X_{s}^{\prime}=\frac{a_{t}-a_{s}}{d_{s}+b_{s}^{\prime}}<\frac{a_{t}-a_{s}}{d_{s}+b_{s}}=X_{s}
$$

While after parallel insertion, $b_{s}^{\prime}<b_{s}$ by Lemma 2.7.3, thus the total inflow at equilibrium is increased:

$$
X_{s}^{\prime}=\frac{a_{t}-a_{s}}{d_{s}+b_{s}^{\prime}}>\frac{a_{t}-a_{s}}{d_{s}+b_{s}}=X_{s} .
$$

### 2.7.8 Proof of Lemma 1.4 .2

Proof For global parallel insertion, the only common child of two branches $X, Y$ is $\{t\}$, denote the new coefficient at $s$ as $b_{s}^{G}$ :

$$
\begin{aligned}
b_{s}^{G} & =\frac{1}{\frac{1}{b_{s}-c_{s}-2 b_{t}}+\frac{1}{b}}+c_{s}+2 b_{t} \\
& =f\left(b_{s}^{0}, b\right) b_{s}^{0}+c_{s}+2 b_{t}
\end{aligned}
$$

where $b_{s}^{0}=b_{s}-c_{s}-2 b_{t}$ and define $f(x, y)=\frac{y}{x+y}$.

- Local insertion on component $X_{2}$, denote the new coefficient at $s$ as $b_{s}^{L 2}$ :

$$
b_{2}^{L 2}=f\left(b_{2}^{0}, b\right) b_{2}^{0}+c_{2}+2 b_{t}
$$

where $b_{2}^{0}=b_{2}-c_{2}-2 b_{t}$.
Since $b_{s}-c_{s}>b_{2}$, we know $b_{s}^{0}>b_{2}^{0}$. Thus, $f\left(b_{s}^{0}, b\right)<f\left(b_{2}^{0}, b\right)$, and by induction (similar to the proof of proposition 2.7.5), we can prove

$$
\begin{aligned}
b_{s}^{L 2} & \geq f\left(b_{2}^{0}, b\right) b_{s}^{0}+c_{s}+2 b_{t} \\
& \geqslant f\left(b_{s}^{0}, b\right) b_{s}^{0}+c_{s}+2 b_{t} \\
& =b_{s}^{G} .
\end{aligned}
$$

Therefore, global parallel insertion is more efficient than local parallel insertion $P\left(X_{2}, Y\right)$.

- Local insertion on component $X_{1}$, denote the new coefficient at $s$ as $b_{s}^{L 1}$ :

$$
b_{s}^{L 1}=\frac{1}{\frac{1}{b_{s}-c_{s}-2 b_{2}}+\frac{1}{b^{\prime}}}+c_{s}+2 b_{2} .
$$

Because $b_{2}>b_{t}$, we have $b^{\prime}>b$, thus

$$
b_{s}^{L 1} \geqslant \frac{1}{\frac{1}{b_{s}-c_{s}-2 b_{2}}+\frac{1}{b}}+c_{s}+2 b_{2} .
$$

Furthermore, by the fact that $(t<x)$,

$$
\frac{1}{\frac{1}{x-t}+\frac{1}{y}}+t \geq \frac{1}{\frac{1}{x}+\frac{1}{y}} .
$$

Again, since $b_{t}<b_{2}$,

$$
\begin{aligned}
b_{s}^{L 1} & \geq \frac{1}{\frac{1}{b_{s}-c_{s}-2 b_{2}}+\frac{1}{b}}+c_{s}+2 b_{2} \\
& \geqslant \frac{1}{\frac{1}{b_{s}-c_{s}-2 b_{t}}+\frac{1}{b}}+c_{s}+2 b_{t} \\
& =b_{s}^{G} .
\end{aligned}
$$

Therefore, global parallel insertion is more efficient than local parallel insertion $P\left(X_{1}, Y\right)$.

### 2.7.9 Proof of Lemma 1.4.3

Proof - For the SS case, $X_{i}=X_{j}=x_{i j}, C_{P}(i)=C_{P}(j)$. Consider the utility of $i$, by equation SS :

$$
\begin{aligned}
\Pi_{i} & =\left(p_{j}-p_{i}\right) x_{i j}-\frac{c_{i}}{2} X_{i}^{2} \\
& =\left(b_{i} X_{i}-b_{j} X_{j}\right) x_{i j}-\frac{c_{i}}{2} X_{i}^{2} \\
& =\left(b_{i}-\frac{b_{i}-\sum_{k \in C_{P}(i)} b_{k}-c_{i}}{2}\right) X_{i}^{2}-\frac{c_{i}}{2} X_{i}^{2} \\
& =\frac{1}{2}\left(b_{i}+\sum_{k \in C_{P}(i)} b_{k}\right) X_{i}^{2} .
\end{aligned}
$$

- For the SM case, $X_{j}=x_{i j}$. Consider the utility of $i$, by equation GSM-p:

$$
\begin{aligned}
\Pi_{i} & =\sum_{j \in B(i)}\left(p_{j}-p_{i}\right) x_{i j}-\frac{c_{i}}{2} X_{i}^{2} \\
& =\sum_{j \in B(i)}\left(b_{j} x_{i j}+\sum_{h \in C_{T}(i, j)} b_{h} X_{h}+\sum_{k \in C_{P}(i)} b_{k} X_{i}+c_{i} X_{i}\right) x_{i j}-\frac{c_{i}}{2} X_{i}^{2} .
\end{aligned}
$$

By equation GSM-b;

$$
\begin{aligned}
\Pi_{i} & =\frac{1}{2} \sum_{j}\left(b_{i} X_{i}+\sum_{k \in C_{P}(i)} b_{k} X_{i}+c_{i} X_{i}\right) x_{i j}-\frac{c_{i}}{2} X_{i}^{2} \\
& =\frac{1}{2}\left(b_{i}+\sum_{k \in C_{P}(i)} b_{k}\right) X_{i}^{2} .
\end{aligned}
$$

- For the MS case, $C_{P}(i)=C_{P}(j) \cup j$.

$$
\begin{align*}
\Pi_{i} & =\left(p_{j}-p_{i}\right) X_{i}-\frac{c_{i}}{2} X_{i}^{2} \\
& =\left(a_{t}-b_{j} X_{j}-\sum_{k \in C_{P}(j)} b_{k} X_{k}-a_{t}+b_{i} X_{i}+\sum_{k \in C_{P}(i)} b_{k} X_{k}\right) X_{i}-\frac{c_{i}}{2} X_{i}^{2} \\
& =b_{i} X_{i}^{2}-\frac{c_{i}}{2} X_{i}^{2} \tag{2.50}
\end{align*}
$$

By equation MS:

$$
\begin{align*}
b_{i} & =b_{j}+\sum_{j \in C_{P}(j)} b_{k}+c_{i} \\
& =\sum_{j \in C_{P}(i)} b_{k}+c_{i} . \tag{2.51}
\end{align*}
$$

Plug equation 2.51 into equation 2.50 .

$$
\begin{aligned}
\Pi_{i} & =\frac{1}{2}\left(b_{i}+\sum_{k \in C_{P}(i)} b_{k}+c_{i}\right) X_{i}^{2}-\frac{c_{i}}{2} X_{i}^{2} \\
& =\frac{1}{2}\left(b_{i}+\sum_{k \in C_{P}(i)} b_{k}\right) X_{i}^{2} .
\end{aligned}
$$

### 2.7.10 Proof of Theorem 1.4.4

Proof For the SS or SM case, since $C_{P}(i) \subset C_{P}(j), X_{i} \geqslant X_{j}=x_{i j}$. Plug equation GSM-b into the utility function of $i$ as in equation 1.9 .

$$
\begin{aligned}
\Pi_{i} & =\frac{1}{2}\left(b_{i} X_{i}+\sum_{k \in C_{P}(i)} b_{k} X_{i}\right) X_{i} \\
& \geqslant \frac{1}{2}\left(2 b_{j} x_{i j}+2 \sum_{h \in C_{T}(i, j)} b_{h} X_{h}+\sum_{k \in C_{P}(i)} b_{k} X_{i}+\sum_{k \in C_{P}(i)} b_{k} X_{i}\right) X_{i} \\
& \geqslant\left(b_{j} X_{j}+\sum_{k \in C_{P}(j)} b_{k} X_{j}\right) X_{j} \\
& =2 \Pi_{j}
\end{aligned}
$$

where the second inequality holds because $X_{i} \geqslant X_{j}$ and $C_{P}(j)=C_{P}(i) \sqcup C_{T}(i, j)$.
Now suppose there is MS relation to $j$, consider the the closest dominate parent $i$ of $j$. Let $l \in B(i)$, and $j \in C(l)$. Then

$$
C_{P}(l)=C_{T}(i, l) \sqcup C_{P}(i)=C_{P}(j) \sqcup\{j\} .
$$

Combine this with equation 1.9 :

$$
\begin{aligned}
\Pi_{i} & =\frac{1}{2}\left(b_{i} X_{i}+\sum_{k \in C_{P}(i)} b_{k} X_{i}\right) X_{i} \\
& \geqslant \frac{1}{2}\left(2 \sum_{h \in C_{T}(i, l)} b_{h} X_{h}+\sum_{k \in C_{P}(i)} b_{k} X_{i}+\sum_{k \in C_{P}(i)} b_{k} X_{i}\right) X_{i} \\
& \geqslant\left(b_{j} X_{j}+\sum_{k \in C_{P}(j)} b_{k} X_{j}\right) X_{j} \\
& =2 \Pi_{j} .
\end{aligned}
$$

### 2.7.11 Proof of Corollary 1.4 .1

Proof By equation GSM-p;

$$
\begin{aligned}
\Pi_{i} & =\sum_{j \in B(i)}\left(p_{j}-p_{i}\right) x_{i j}-\frac{c_{i}}{2} X_{i}^{2} \\
& =\sum_{j \in B(i)}\left(b_{j} x_{i j}+\sum_{h \in C_{T}(i, j)} b_{h} X_{h}+\sum_{k \in C_{P}(i)} b_{k} X_{i}+c_{i} X_{i}\right) x_{i j}-\frac{c_{i}}{2} X_{i}^{2} \\
& \geqslant \sum_{j \in B(i)}\left(b_{j} X_{j}+\sum_{h \in C_{T}(i, j)} b_{h} X_{j}+\sum_{k \in C_{P}(i)} b_{k} X_{j}\right) X_{j} \\
& =\sum_{j \in B(i)}\left(b_{j}+\sum_{k \in C_{P}(j)} b_{k}\right) X_{j}^{2} \\
& =\sum_{j \in B(i)} \Pi_{j}
\end{aligned}
$$

where the second last equality is because $C_{P}(j)=C_{P}(i) \sqcup C_{T}(i, j)$, and the last equality is by equation 1.9 .

### 2.8 Proofs in Section 1.5

### 2.8.1 Proof of Theorem 1.5 .2

Proof Proof by contradiction to show all edges are active. Suppose there is an inactive market $t$, then there exists an active firm $i$ such that for any path from $i$ to $t$, the edges in the path are all inactive. Similar to the proof of Lemma 1.3.1, the price of every firm $j$ can be presented as a function like $a_{t}$ minus the sum of some constants time $X_{j}$ and $X_{k}$ where $k \in C_{P}(j)$. If $i j \in E$ is on the path from $i$ to $t$, then $p_{j}=a_{t}$ since $X_{j}=x_{i j}=0$ and by the structure of SPG, $X_{k}=0$ for any $k \in C_{P}(j)$. $i$ as an active firm must have sold some goods to another firm $k$ with price less than $a_{t}$. However, $i$ could have just sold the goods to $j$ with a higher price to increase its utility a contradiction.

From the fact that every edge is active, we have a unique price function for each firm, and similar to Theorem 1.3.1, we can prove the supply quantities at equilibrium is also unique.

### 2.8.2 Proof of Remark 1.5 .2

We consider the following supply chain network:


For convenience, we denote the first market price as $p_{1}$ and the second market price as $p_{2}$. The production cost is a constant $p_{b}$. Suppose the two price functions at the markets are:

$$
\begin{aligned}
& p_{1}=a_{1}-b_{1} x_{1}, \\
& p_{2}=a_{2}-b_{2} x_{2},
\end{aligned}
$$

where $a_{1} \geqslant a_{2} \geqslant p_{b}$.

- Supply chain under low price strategy is always more efficient than under high price strategy.

Proof Optimal flow $X_{h}$ at high price strategy is

$$
\begin{gathered}
p_{b}=a_{1}-4 b_{1} X_{h}, \\
X_{h}=\frac{a_{1}-p_{b}}{4 b_{1}} .
\end{gathered}
$$

Optimal flow $X_{l}$ at low price strategy is

$$
\begin{aligned}
p_{a} & =\left(a_{1} / b_{1}+a_{2} / b_{2}\right) B-2 B X_{l}, \\
p_{b} & =\left(a_{1} / b_{1}+a_{2} / b_{2}\right) B-4 B X_{l}, \\
X_{l} & =\frac{\left(a_{1} / b_{1}+a_{2} / b_{2}\right) B-p_{b}}{4 B},
\end{aligned}
$$

where $B=\frac{1}{\frac{1}{b_{1}}+\frac{1}{b_{2}}}$.
Then we have the difference of total flow between these two strategies:

$$
\begin{aligned}
X_{l}-X_{h} & =\frac{\left(a_{1} / b_{1}+a_{2} / b_{2}\right) B-p_{s}}{4 B}-\frac{a_{1}-p_{b}}{4 b_{1}} \\
& =\frac{a_{2}}{4 b_{2}}-\frac{p_{b}}{4 B}+\frac{p_{b}}{4 b_{1}} \\
& =\frac{a_{2}}{4 b_{2}}-\frac{p_{b}}{4 b_{1}}-\frac{p_{b}}{4 b_{2}}+\frac{p_{b}}{4 b_{1}} \\
& =\frac{a_{2}}{4 b_{2}}-\frac{p_{b}}{4 b_{2}} \\
& \geqslant 0 .
\end{aligned}
$$

- When the demand difference between two markets is small enough, low price strategy gives better payoff for source firm. If the difference is large enough, high price strategy gives better payoff for source firm.

Proof Let $C S$ be the consumer surplus, $P S_{a}$ be the surplus of firm $a, P S_{b}$ be the surplus of firm $b, S W$ be the social welfare. At the high price strategy:

$$
\begin{aligned}
& C S=\frac{1}{2} b_{1} X_{h}^{2} \\
& P S_{a}=b_{1} X_{h}^{2} \\
& P S_{b}=2 b_{1} X_{h}^{2}=\frac{\left(a_{1}-p_{b}\right)^{2}}{8 b_{1}} \\
& S W=C S+P S_{a}+P S_{s}=\frac{7}{2} b_{1} X_{h}^{2}=\frac{7}{2} b_{1}\left(\frac{a_{1}-p_{b}}{4 b_{1}}\right)^{2}=\frac{7\left(a_{1}-p_{b}\right)^{2}}{32 b_{1}} .
\end{aligned}
$$

For social welfare at the low price strategy, let $x_{1}$ be the inflow of the first market and $x_{2}$ be the inflow of the second market. From the flow relation:

$$
\begin{aligned}
& a_{1}-2 b_{1} x_{1}=a_{2}-2 b_{2} x_{2}, \\
& x_{1}+x_{2}=X_{h},
\end{aligned}
$$

infers

$$
\begin{aligned}
& x_{1}=\frac{a_{1}-a_{2}+2 b_{2} X_{h}}{2 b_{1}+2 b_{2}}, \\
& x_{2}=\frac{2 b_{1} X_{h}-a_{1}+a_{2}}{2 b_{1}+2 b_{2}}, \\
& X_{h}=\frac{\left(a_{1} / b_{1}+a_{2} / b_{2}\right) B-p_{b}}{4 B} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& C S=\frac{1}{2} b_{1} x_{1}^{2}+\frac{1}{2} b_{2} x_{2}^{2} \\
& P S_{a}=b_{1} x_{1}^{2}+b_{2} x_{2}^{2} \\
& P S_{b}=2 B X_{l}^{2}=2 B\left[\frac{\left(a_{1} / b_{1}+a_{2} / b_{2}\right) B-p_{b}}{4 B}\right]^{2}=\frac{\left[\left(a_{1} / b_{1}+a_{2} / b_{2}\right) B-p_{b}\right]^{2}}{8 B}, \\
& S W=C S+P S_{a}+P S_{b}=\frac{7}{2} b_{1} X_{h}^{2} .
\end{aligned}
$$

Notice $P S_{b} \leqslant P S_{a}$ in this case.
However, to prove this statement, we only need:

$$
\frac{P S_{b}^{h}}{P S_{b}^{l}}=\frac{b_{1} X_{h}^{2}}{B X_{l}^{2}}=\frac{b_{1}+b_{2}}{b_{2}} \frac{X_{h}}{X_{h}+\Delta}
$$

where $P S_{b}^{h}$ is the surplus of $b$ at high price and $P S_{b}^{l}$ is the surplus of $b$ at low price, and $\Delta=\frac{a_{2}}{4 b_{2}}-\frac{p_{b}}{4 b_{2}}$ is irrelevant to $a_{1}$. Therefore, as $a_{1}$ increases, value $\frac{P S_{s}^{h}}{P S_{s}^{l}}$ increases from less than 1 to greater than 1 .

- Low price strategy always produces a higher total surplus of firms and consumers. Hence, social welfare is also higher.

Proof We will use a proof by picture. Consider the following figure:



- For high price strategy, the area of the upper triangle $h_{1}$ is $P S_{a}^{h}$, while the area of the lower rectangle $h_{2}$ is $P S_{b}^{h}$.
- For low price strategy, we can compute $x_{1}, x_{2}$ from the intersecting point first. The area of $\frac{1}{2} b_{1} x_{1}^{2}$ and $\frac{1}{2} b_{2} x_{2}^{2}$ is larger than $l_{1}$, while the area of the lower rectangle $l_{2}$ is $P S_{b}^{l}$.

Comparing these areas, we can easily see

$$
P S_{l}=P S_{a}^{l}+P S_{b}^{l}>l_{1}+l_{2}>h_{1}+h_{2}=P S_{a}^{h}+P S_{b}^{h}=P S_{h}
$$

For consumer surplus, from the fact that the flow to the first and second market is higher with low price strategy and the market prices are inverse linear, the total market surplus is higher.
Social welfare is the sum of total firm surplus and total consumer surplus. This is a direct result by the fact that low price strategy always produces a higher total surplus of firms and consumers.

### 2.9 Proofs in Section 2.2

### 2.9.1 Proof of Lemma 2.2.1

Proof 1. For the incentive of agent 2 to put personal effort. Note that whether signed the subcontract or not, when $s_{1}$ is observed, the subcontract cost is a sink
cost, and will not influence agent 2's decision on personal effort. Therefore, by Equation 2.7, the minimum payment for agent 2 to make effort in any condition is

$$
M_{2} \geq M_{2}^{+} .
$$

2. For the incentive to sign subcontract, under the condition that agent 2 always makes effort ( $M_{2} \geq M_{2}^{+}$). Incentive for signing subcontract with agent 1, compare 2.15 with 2.14 ,

$$
\pi_{2}\left(M_{1}=M_{1}^{0} \mid e_{2}=1\right)-\pi_{2}\left(M_{1}=0 \mid e_{2}=1\right)=\alpha_{1}\left(\beta_{2}+\tau_{2}\right) M_{2}-P(1) M_{1}^{0}
$$

And the minimum payment to satisfy $\pi_{2}\left(e_{2}=1, M_{1}=M_{1}^{0}\right) \geq \pi_{2}\left(e_{2}=1, M_{1}=0\right)$ is

$$
M_{2} \geq \frac{P(1) M_{1}^{0}}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)}
$$

### 2.9.2 Proof of Theorem 2.2 .1

Proof Recall the cost of delegation 2.16, the condition for the principal to prefer delegation is

$$
\begin{aligned}
& \operatorname{cost}_{1}-P(2) M_{2}^{+} \geq 0 \\
& \operatorname{cost}_{1}-\frac{P(2) P(1) M_{1}^{0}}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)} \geq 0
\end{aligned}
$$

Note the first inequality always holds, because cost $_{1}-P(2) M_{2}^{+}=P(1) M_{1}^{0} \geq 0$. For the second inequality

$$
\frac{P(2) M_{2}^{+}}{P(1) M_{1}^{0}} \geq \frac{P\left(s_{2}=1 \mid e_{1}=0, e_{2}=1\right)}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)} .
$$

and it's equivalent to,

$$
\frac{\left(\alpha_{2}+\left(\alpha_{1}+\gamma_{1}\right)\left(\beta_{2}+\tau_{2}\right)+\gamma_{2}\right) c_{2} / \alpha_{2}}{\left(\alpha_{1}+\gamma_{1}\right) c_{1} / \alpha_{1}} \geq \frac{\alpha_{2}+\gamma_{1}\left(\beta_{2}+\tau_{2}\right)+\gamma_{2}}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)} .
$$

### 2.9.3 Proof of Theorem 2.2 .2

Proof If delegation is better than direct control with both signals, then it must satisfy cost $_{2} \geq \operatorname{cost}_{3}$, which is equivalent to

$$
\begin{aligned}
& \operatorname{cost}_{2}-P(2) M_{2}^{+} \geq 0 \\
& \operatorname{cost}_{2}-\frac{P(2) P(1) M_{1}^{0}}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)} \geq 0
\end{aligned}
$$

From the first inequality,

$$
\begin{aligned}
\operatorname{cost}_{2}-\operatorname{cost}_{3}= & P(1) M_{1}+(1-P(1)) P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right) M_{2}^{+} \\
& +P(1) P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) M_{2}^{-}-P(2) M_{2}^{+} \\
= & P(1) M_{1}+P(2) M_{2}^{+}+P(1) P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right)\left(M_{2}^{-}-M_{2}^{+}\right)-P(2) M_{2}^{+} \\
= & P(1) M_{1}+P(1) P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right)\left(M_{2}^{-}-M_{2}^{+}\right) .
\end{aligned}
$$

Therefore, delegation is better, cost $_{2}-\operatorname{cost}_{3} \geq 0$, if

$$
\frac{c_{1}}{\alpha_{1}}+\left(\alpha_{2}+\beta_{2}+\tau_{2}+\gamma_{2}\right) \frac{c_{2}}{\alpha_{2}+\tau_{2}} \geq\left(\alpha_{2}+\beta_{2}+\tau_{2}+\gamma_{2}\right) \frac{c_{2}}{\alpha_{2}} .
$$

Note that when this threshold is binding, we have $M_{2}=M_{2}^{+} \geq \frac{P(1) M_{1}^{0}}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)}$, and

$$
\frac{c_{2}}{\alpha_{2}} \geq \frac{\left(\alpha_{1}+\gamma_{1}\right) c_{1}}{\alpha_{1}^{2}\left(\beta_{2}+\tau_{2}\right)}
$$

Equivalent to

$$
\frac{c_{1}}{\alpha_{1}\left(\alpha_{2}+\beta_{2}+\tau_{2}+\gamma_{2}\right)} \geq \frac{\tau_{2} c_{2}}{\alpha_{2}\left(\alpha_{2}+\tau_{2}\right)} .
$$

From the second inequality,

$$
\begin{aligned}
\operatorname{cost}_{2}-\operatorname{cost}_{3}= & P(1) M_{1}+(1-P(1)) P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right) M_{2}^{+} \\
& +P(1) P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) M_{2}^{-}-P(2) \frac{P(1) M_{1}^{0}}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)} .
\end{aligned}
$$

Equivalent to

$$
\left(1-\alpha_{1}-\gamma_{1}\right)\left(\alpha_{2}+\gamma_{2}\right) \frac{c_{2}}{\alpha_{2}}+\left(\alpha_{1}+\gamma_{1}\right)\left(\alpha_{2}+\beta_{2}+\tau_{2}+\gamma_{2}\right) \frac{c_{2}}{\alpha_{2}+\tau_{2}} \geq \frac{\left(\alpha_{1}+\gamma_{1}\right)\left(\alpha_{2}+\gamma_{2}\right)}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)} \frac{c_{1}}{\alpha_{1}} .
$$

Note that when the above threshold is binding, we have $M_{2}=\frac{P(1) M_{1}^{0}}{\alpha_{1}\left(\beta_{2}+\tau_{2}\right)} \geq M_{2}^{+}$, and

$$
\frac{c_{2}}{\alpha_{2}} \leq \frac{\left(\alpha_{1}+\gamma_{1}\right) c_{1}}{\alpha_{1}^{2}\left(\beta_{2}+\tau_{2}\right)}
$$

### 2.9.4 Proof of Proposition 2.2 .3

Proof Consider the principal delegates agent 2 to agent 1 as in the following Fig 2.23, in this case, the principal can't observe $s_{2}$ because of the delegation.


## Delegation

Fig. 2.23.: Two Delegation Structures

If the contract is based on a single signal, then the principal's payment to agent 1 is irrelevant to 2 , and there is no incentive for agent 1 to sign any subcontract with agent 2.

If the contract uses both signals, and agent 1's contract payment is in the following form,

$$
r_{1}= \begin{cases}M_{1}(1,1), & \text { if } s_{1}=1, s_{2}=1 \\ M_{1}(1,0), & \text { if } s_{1}=1, s_{2}=0 \\ M_{1}(0,1), & \text { if } s_{1}=0, s_{2}=1 \\ 0, & \text { if } s_{1}=0, s_{2}=0\end{cases}
$$

While payment to agent 2 is

$$
r_{2}= \begin{cases}M_{2}^{-}, & \text {if } s_{1}=1, s_{2}=1 \\ M_{2}^{+}, & \text {if } s_{1}=0, s_{2}=1 \\ 0, & \text { if } s_{2}=0\end{cases}
$$

Utility of agent 1 with effort and sufficient subcontract is,

$$
\begin{aligned}
\pi_{1}\left(e_{1}=1, M_{2} \mid M_{1}\right)= & P\left(s_{1}=1, s_{2}=1 \mid e_{1}=1, e_{2}=1\right)\left(M_{1}(1,1)-M_{2}^{-}\right) \\
& +P\left(s_{1}=0, s_{2}=1 \mid e_{1}=1, e_{2}=1\right)\left(M_{1}(0,1)-M_{2}^{+}\right) \\
& +P\left(s_{1}=1, s_{2}=0 \| e_{1}=1, e_{2}=1\right) M_{1}(1,0)-c_{1} e_{1}
\end{aligned}
$$

Utility of agent 1 with zero effort and no subcontract is,

$$
\begin{aligned}
\pi_{1}\left(e_{1}=0, M_{2}=0 \mid M_{1}\right)= & P\left(s_{1}=1, s_{2}=1 \mid e_{1}=0, e_{2}=0\right) M_{1}(1,1) \\
& +P\left(s_{1}=0, s_{2}=1 \mid e_{1}=0, e_{2}=0\right) M_{1}(0,1) \\
& +P\left(s_{1}=1, s_{2}=0 \| e_{1}=0, e_{2}=0\right) M_{1}(1,0)
\end{aligned}
$$

By the condition that $\pi_{1}\left(e_{1}=1, M_{2} \mid M_{1}\right) \geq \pi_{1}\left(e_{1}=0, M_{2}=0 \mid M_{1}\right)$, we have

$$
\begin{align*}
\operatorname{cost}_{4} \geq & \operatorname{cost}_{2}-P(1) M_{1}^{0}+c_{1} e_{1}+\pi_{1}\left(e_{1}=0, M_{2}=0 \mid M_{1}\right) \\
\geq & \operatorname{cost}_{2}-\gamma_{1} \frac{c_{1}}{\alpha_{1}}+\gamma_{1}\left(\alpha_{2}+\beta_{2}+\tau_{2}+\gamma_{2}\right) M_{1}(1,0) \\
& +\gamma_{1}\left(1-\alpha_{2}-\beta_{2}-\tau_{2}-\gamma_{2}\right) M_{1}(1,1) \tag{2.52}
\end{align*}
$$

where $\operatorname{cost}_{4}$ is the expected cost for this reverse delegation,

$$
\begin{aligned}
\operatorname{cost}_{4}= & P\left(s_{1}=1, s_{2}=1 \mid e_{1}=1, e_{2}=1\right) M_{1}(1,1) \\
& +P\left(s_{1}=0, s_{2}=1 \mid e_{1}=1, e_{2}=1\right) M_{1}(0,1) \\
& +P\left(s_{1}=1, s_{2}=0 \| e_{1}=1, e_{2}=1\right) M_{1}(1,0)
\end{aligned}
$$

and cost $_{2}$ is the expected cost for direct control with both signals 2.12 ,

$$
\begin{aligned}
\operatorname{cost}_{2}= & P\left(s_{1}=1, s_{2}=1 \mid e_{1}=1, e_{2}=1\right) M_{2}^{-} \\
& +P\left(s_{1}=0, s_{2}=1 \mid e_{1}=1, e_{2}=1\right) M_{2}^{+}+P(1) M_{1}^{0}
\end{aligned}
$$

Therefore, if we prove $\operatorname{cost}_{4} \geq \operatorname{cost}_{2}$, then reverse delegation is dominated by direct control with both signals and it's always inefficient. By Equation 2.52, the sufficient condition is to show

$$
\begin{equation*}
\left(\alpha_{2}+\beta_{2}+\tau_{2}+\gamma_{2}\right) M_{1}(1,1)+\left(1-\alpha_{2}-\beta_{2}-\tau_{2}-\gamma_{2}\right) M_{1}(1,0) \geq \frac{c_{1}}{\alpha_{1}} \tag{2.53}
\end{equation*}
$$

To prove the above inequality does hold, we use the condition that $\pi_{1}\left(e_{1}=1, M_{2} \mid M_{1}\right) \geq$ $\pi_{1}\left(e_{1}=0, M_{2} \mid M_{1}\right)$, which gives

$$
\begin{align*}
c_{1} \leq & \alpha_{1}\left(\alpha_{2}+\beta_{2}+\tau_{2}+\gamma_{2}\right)\left(M_{1}(1,1)-M_{2}^{-}\right) \\
& +\alpha_{1}\left(1-\alpha_{2}-\beta_{2}-\tau_{2}-\gamma_{2}\right) M_{1}(1,0) \\
& -\alpha_{1}\left(\alpha_{2}+\gamma_{2}\right)\left(M_{1}(0,1)-M_{2}^{+}\right) \\
\leq & \alpha_{1}\left(\alpha_{2}+\beta_{2}+\tau_{2}+\gamma_{2}\right) M_{1}(1,1) \\
& +\alpha_{1}\left(1-\alpha_{2}-\beta_{2}-\tau_{2}-\gamma_{2}\right) M_{1}(1,0) \tag{2.54}
\end{align*}
$$

where the second inequality used the condition that $M_{1}(0,1)-M_{2}^{+} \geq 0$ (otherwise, agent 1 won't be incentive to sign contract with agent 2 when $s_{1}=0$ ).

In summary, inequality 2.54 implies inequality 2.53 . Combine inequality 2.52 and inequality 2.53, we eventually proves $\operatorname{cost}_{4} \geq \operatorname{cost}_{2}$, and shows delegate agent 2 to agent 1 is dominated by direct control with both signals.

### 2.10 Proofs in Section 2.3

### 2.10.1 Proof of Theorem 2.3.2

Proof If $k$ direct control agent $k_{0}$, then

$$
\begin{aligned}
M_{k} & \geq \frac{p_{k_{0}} M_{k_{0}}\left(k_{0}\right)+\Delta}{\delta_{k_{0}}^{k}} \\
& \geq \frac{p_{k_{0}} M_{k_{0}}\left(k_{0}\right)}{\alpha_{k_{0}} \prod_{i=k_{0}+1}^{k}\left(\beta_{i}+\tau_{i}\right)} \\
& \geq \frac{M_{k_{0}}\left(k_{0}\right)}{\prod_{i=k_{0}+1}^{k}\left(\beta_{i}+\tau_{i}\right)} .
\end{aligned}
$$

If agent $k_{0}$ is not direct controlled by $k$, and denote the agent direct control him as $h_{1}$, then similar to the above derivation,

$$
M_{h_{1}} \geq \frac{M_{k_{0}}\left(k_{0}\right)}{\prod_{i=k_{0}+1}^{h_{1}}\left(\beta_{i}+\tau_{i}\right)}
$$

Suppose $h_{1}$ is directly controlled by $h_{2}$, utility of $h_{2}$ with full incentive is

$$
\pi_{h_{2}}=p_{h_{2}} M_{h_{2}}-p_{h_{1}} M_{h_{1}}-\sum_{i \in T\left(h_{2}\right) \backslash h_{1}} p_{i} M_{i}-c_{h_{2}} .
$$

Now consider the case that $h_{2}$ choose to shirk the whole branch from $h_{1}$, the new utility function is

$$
\pi_{h_{2}}^{\prime}=\left(p_{h_{2}}-\delta_{h_{1}}^{h_{2}}\right) M_{h_{2}}-\sum_{i \in T\left(h_{2}\right) \backslash h_{1}}\left(p_{i}-\delta_{h_{1}}^{i}\right) M_{i}-c_{h_{2}} .
$$

Note that if $i<h_{1}, \delta_{h_{1}}^{i}=0$.
By $\pi_{h_{2}} \geq \pi_{h_{2}}^{\prime}$, we have a lower bound for $M_{h_{2}}$ as

$$
\begin{aligned}
M_{h_{2}} & \geq \frac{p_{h_{1}} M_{h_{1}}+\sum_{i} \delta_{h_{1}}^{i} M_{i}}{\delta_{h_{1}}^{h_{2}}} \\
& \geq \frac{p_{h_{1}} M_{h_{1}}}{\delta_{h_{1}}^{h_{2}}} \\
& \geq \frac{p_{h_{1}} M_{h_{1}}}{p_{h_{1}} \prod_{h_{1}}^{h_{2}}\left(\beta_{i}+\tau_{i}\right)} \\
& \geq \frac{M_{h_{1}}}{\prod_{h_{1}}^{h_{2}}\left(\beta_{i}+\tau_{i}\right)} \\
& \geq \frac{M_{k_{0}}\left(k_{0}\right)}{\prod_{i=k_{0}+1}^{h_{2}}\left(\beta_{i}+\tau_{i}\right)} .
\end{aligned}
$$

This can be repeated until the parent node is $k$, thus we have the lower bound of $k$ to motivate $i$ in any delegation,

$$
M_{k} \geq \frac{M_{k_{0}}\left(k_{0}\right)}{\prod_{i=k_{0}+1}^{k}\left(\beta_{i}+\tau_{i}\right)}
$$

### 2.10.2 Proof of Lemma 2.3 .1

Proof Denote $D S(d)$ as the size of possible delegation structures with control set size $d$. The goal is to prove

$$
D S(d)=O\left(2^{d^{2}}\right)
$$

For agent $k$, given control set $\theta_{k}^{k-d}$. There are $2^{d}$ ways to choose it's direct control set of agents $T(k)$, denote the agents controlled by $i \in T(k)$ as $d_{i}$. Then the number of possible delegation under $i$ is $D S\left(d_{i}\right)$.

$$
\begin{equation*}
D S(d) \leq 2^{d} \sum_{i \in T(k)} D S\left(d_{i}\right) \tag{2.55}
\end{equation*}
$$

where $\sum_{i} d_{i}=d-1$.
Proof by induction. Assume $D S\left(d_{i}\right)=O\left(2^{d_{i}^{2}}\right)$, by Equation 2.55 ,

$$
\begin{aligned}
D S(d) & \leq 2^{d} \sum_{i \in T(k)} O\left(2^{d_{i}^{2}}\right) \\
& \leq 2^{d} O\left(2^{(d-1)^{2}}\right) \\
& \leq O\left(2^{d^{2}}\right) .
\end{aligned}
$$

### 2.10.3 Proof of Lemma 2.3.2

Proof Suppose the control set for agent $k$ is $\theta_{k}^{i}$, where $i$ is the last agent under $k$ 's control and satisfies $k-i \leq d$ by Assumption 2.3.3.

By induction, for any descendants $h$ of $k$, assume the size of effort status is bounded as follows,

$$
\left|\Psi_{h}\right| \leq 3^{D S(h)}
$$

For his descendants, there are at most $\prod_{h \in T(k)} 3^{D S(h)} \leq 3^{d}$ effort status. Therefore, agent $k$ only need to enumerate $3^{d}$ to find the optimal subcontract decision. Meanwhile, the function of optimal benefit from subcontracts $\pi_{k}^{s}\left(M_{k} \mid \eta_{k}\right)$ has at most $3^{d}$ pieces (Fig. 2.24),

$$
\pi_{k}^{s}\left(M_{k} \mid \eta_{k}\right)=\max _{\psi_{h} \in \Psi_{h}\left(\theta_{h}^{i}\right)} \sum_{h} \pi_{k}^{s}\left(\psi_{h} \mid M_{k}, \eta_{k}\right) .
$$

For agent $k$, the utility function at the contract stage (Eq. 2.36) is

$$
\pi_{k}\left(M_{\vec{h}} \mid M_{k}, \eta_{k}\right)=\pi_{k}^{p}\left(\psi_{i, k} \mid M_{k}\right)+\sum_{h \in T(k)} \pi_{k, h}^{s}\left(\psi_{i, k} \mid M_{k}\right)+\left(\beta_{i, k} P(i-1)+\gamma_{k}\right) M_{k} .
$$

STEP 1: build one-to-one mapping
Overall, the optimal utility function of $k$ can be decomposed as

$$
\begin{aligned}
\pi_{k}\left(M_{k} \mid \eta_{k}\right) & =\max _{\psi_{k}} \pi_{k}\left(\psi_{i, k} \mid M_{k}\right) \\
& =\max _{\psi_{k}}\left(\pi_{k}^{p}\left(\psi_{i, k} \mid M_{k}\right)+\pi_{k}^{s}\left(\psi_{i, k} \mid M_{k}\right)\right)+\gamma_{k} M_{k} .
\end{aligned}
$$

Because the personal effort benefit of $k$ in Equation 2.37 is continuous and concavity of function $\pi_{k}^{s}\left(\psi_{i, k} \mid M_{k}\right)$, for two effort status $\psi_{h}$ and $\psi_{h}^{\prime}$, if

$$
\pi_{k}\left(\psi_{h} \mid M_{k}, \eta_{k}\right) \geq \pi_{k}\left(\psi_{h}^{\prime} \mid M_{k}, \eta_{k}\right), \text { interval } i
$$



Fig. 2.24.: Expected Subcontract Utility of Agent $k$ at Contract Stage

Then the relation still holds in the next interval,

$$
\pi_{k}\left(\psi_{h} \mid M_{k}, \eta_{k}\right) \geq \pi_{k}\left(\psi_{h}^{\prime} \mid M_{k}, \eta_{k}\right), \text { interval } i
$$

Therefore, the utility function of $k$ is a convex piecewise linear function (Fig. 2.25) with pieces bounded by

$$
\left|\Psi_{i, k}\right| \leq 3+\prod_{h \in T(h)} 3^{D S(h)} \leq 3+3^{d-1} \leq 3^{d}
$$

The intersection point over $\pi_{k}\left(M_{k} \mid \eta_{k}\right)$ gives the one-to-one mapping between the minimum contract payment and effort status $\psi_{i, k}$.

STEP 2: the last intersection point is the minimum payment for the full effort.

### 2.10.4 Proof of Lemma 2.3 .3

Proof Proof by induction. Easy to check $\Psi_{i}\left(\theta_{i}^{i}\right)=\{\emptyset,\{i\}\}$ are monotone inclusion with the increasing $M_{i}$. Now assume, effort status in $\Psi_{k-1}\left(\theta_{k-1}^{i}\right)$ are monotone inclusion with the increasing $M_{k-1}$.


Fig. 2.25.: Expected Utility of Agent $k$ at Contract Stage

For agent $k$, given any $M_{k} \leq M_{k}^{\prime}$, it's equivalent to prove

$$
\psi_{k}^{\prime}=\psi_{k}\left(M_{k}^{\prime} \mid \theta_{k}^{i}\right) \subseteq \psi_{k}\left(M_{k} \mid \theta_{k}^{i}\right)=\psi_{k}
$$

under any control set $\theta_{k}^{i}$.
First we know

$$
\begin{aligned}
& \psi_{k}\left(M_{k} \mid \theta_{k}^{i}\right)=\psi_{k-1}\left(M_{k} \mid \theta_{k}^{i}\right)+I_{k}\left(M_{k}\right), \\
& \psi_{k}\left(M_{k}^{\prime} \mid \theta_{k}^{i}\right)=\psi_{k-1}\left(M_{k}^{\prime} \mid \theta_{k}^{i}\right)+I_{k}\left(M_{k}^{\prime}\right) .
\end{aligned}
$$

where $\psi_{k-1}\left(M_{k} \mid \theta_{k}^{i}\right)$ is the effort status in function $\pi_{k}^{s}\left(M_{k} \mid \theta_{k}^{i}\right)$. For simplicity, denote

$$
\begin{aligned}
\psi_{k-1} & =\psi_{k-1}\left(M_{k} \mid \theta_{k}^{i}\right) \\
\psi_{k-1}^{\prime} & =\psi_{k-1}\left(M_{k}^{\prime} \mid \theta_{k}^{i}\right)
\end{aligned}
$$

Since $M_{k}^{\prime} \leq M_{k}$, we have $I_{k}\left(M_{k}^{\prime}\right) \subseteq I_{k}\left(M_{k}\right)$. Hence, it's sufficient to prove the theorem if we can prove

$$
\psi_{k-1}^{\prime} \subseteq \psi_{k-1}
$$

Because $\pi_{k}^{s}\left(M_{k} \mid \theta_{k}^{i}\right)$ is convex, with $M_{k}^{\prime} \leq M_{k}$, we know

$$
p_{k}\left(\psi_{k-1}^{\prime}\right)<p_{k}\left(\psi_{k-1}\right)
$$

which infers

$$
p_{k-1}\left(\psi_{k-1}^{\prime}\right)<p_{k-1}\left(\psi_{k-1}\right)
$$

Now because $\pi_{k-1}\left(M_{k-1} \mid \theta_{k-1}^{i}\right)$ is also a convex function, we know

$$
M_{k-1}\left(\psi_{k-1}^{\prime}\right)<M_{k-1}\left(\psi_{k-1}\right)
$$

By induction assumption that $\Psi_{k-1}\left(\theta_{k-1}^{i}\right)$ are monotone inclusion with the increasing $M_{k-1}$, we have

$$
\psi_{k-1}^{\prime} \subseteq \psi_{k-1}
$$

### 2.10.5 Proof of Lemma 2.13.2

Proof When control set is $\theta_{i}^{i}$, agent $i$ only has two effort status $\{i\}$ or $\emptyset$.
By induction, let's assume it's true for agent $k-1$ with $\theta_{k-1}^{i}$, that exists an mapping function

$$
M=M_{k-1}\left(\psi_{k-1} \mid \theta_{k}^{i}\right), \text { where } \psi_{k-1} \in \Psi_{k-1}\left(\theta_{k}^{i}\right)
$$

such that $M$ is the minimum contract payment to make agents in $\psi_{k-1}$ be incentive. And the size of effort statuss of $k-1, \Psi_{k-1}\left(\theta_{k}^{i}\right)$, is bounded by $k-i+1$.

For agent $k$, his expected utility function is the maximum among different decisions over $\psi_{k-1}\left(M_{k-1}\right)$ and $e_{k}$, which can be written as
$\pi_{k}\left(e_{k}, \psi_{k-1} \mid M_{k}, \theta_{k}^{i}\right)=\left(\alpha_{k} e_{k}+\beta_{k} p_{k-1}\left(\psi_{k-1} \mid \theta_{k-1}^{i}\right)+\gamma_{k}\right) M_{k}-p_{k-1}\left(\psi_{k-1} \mid \theta_{k-1}^{i}\right) M_{k-1}\left(\psi_{k-1}\right)-c_{k} e_{k}$.
where $p_{k-1}$ can be computed by Equation 2.31. The above utility can be divided into three parts,

$$
\pi_{k}\left(e_{k}, \psi_{k-1} \mid M_{k}, \theta_{k}\right)=\pi_{k}^{p}\left(e_{k} \mid M_{k}\right)+\pi_{k}^{s}\left(\psi_{k-1} \mid M_{k}, \theta_{k}\right)+\gamma_{k} M_{k}
$$

where $\pi_{k}^{p}\left(e_{k} \mid M_{k}\right)$ is benefit from making effort,

$$
\begin{equation*}
\pi_{k}^{p}\left(e_{k} \mid M_{k}\right)=\alpha_{k} M_{k} e_{k}-c_{k} e_{k} \tag{2.56}
\end{equation*}
$$

and $\pi_{k}^{s}\left(M_{k-1} \mid M_{k}, \theta_{k}\right)$ is benefit from subcontract,

$$
\begin{equation*}
\pi_{k}^{s}\left(\psi_{k-1} \mid M_{k}, \theta_{k}\right)=\beta_{k} p_{k-1}\left(\psi_{k-1} \mid \theta_{k-1}^{i}\right) M_{k}-p_{k-1}\left(\psi_{k-1} \mid \theta_{k-1}^{i}\right) M_{k-1}\left(\psi_{k-1}\right) \tag{2.57}
\end{equation*}
$$

1. Decision over $e_{k}$ is independent to $\psi_{k-1}$, and can be computed by Theorem 2.3.1,

- $k \in \psi_{k}\left(M_{k}, \theta_{k}^{i}\right)$, if $M_{k} \geq M_{k}(k)$;
- $k \notin \psi_{k}\left(M_{k}, \theta_{k}^{i}\right)$, if $M_{k}<M_{k}(k)$.
and benefit from making effort, $\pi_{k}^{p}\left(M_{k}\right)=\max _{e_{k}} \pi_{k}^{p}\left(e_{k} \mid M_{k}\right)$, is a piecewise linear function with 2 pieces similar to Fig. 2.8.

2. Denote $\pi_{k}^{s}\left(M_{k} \mid \theta_{k}\right)$ as the benefit function from subcontract,

$$
\pi_{k}^{s}\left(M_{k} \mid \theta_{k}\right)=\max _{\psi_{k-1} \in \Psi_{k-1}\left(\theta_{k-1}^{i}\right)} \pi_{k}^{s}\left(\psi_{k-1} \mid M_{k}, \theta_{k}\right)
$$

which is the maximum of $\left|\Psi_{k-1}\left(\theta_{k-1}^{i}\right)\right|=k-i+1$ linear functions. So the benefit of $k$ from subcontract is a convex piecewise linear function with at most $k-1-i$ pieces (Fig. 2.26).


Fig. 2.26.: Subcontract Utility Function of Agent $k$

Overall, the optimal utility function of $k$ can be decomposed as

$$
\begin{aligned}
\pi_{k}\left(M_{k} \mid \theta_{k}\right) & =\max _{e_{k}, \psi_{k-1}} \pi_{k}\left(e_{k}, \psi_{k-1} \mid M_{k}, \theta_{k}\right) \\
& =\max _{e_{k}} \pi_{k}^{p}\left(e_{k} \mid M_{k}\right)+\max _{\psi_{k-1}} \pi_{k}^{s}\left(\psi_{k-1} \mid M_{k}, \theta_{k}\right)+\gamma_{k} M_{k}
\end{aligned}
$$

By the personal effort condition of $k$, we can rewrite it as,

$$
\pi_{k}\left(M_{k}, \theta_{k}\right)= \begin{cases}\pi_{k}^{s}\left(M_{k} \mid \theta_{k}\right)+\gamma_{k} M_{k}, & M_{k} \leq \frac{c_{k}}{\alpha_{k}}  \tag{2.58}\\ \alpha_{k} M_{k}-c_{k}+\pi_{k}^{s}\left(M_{k} \mid \theta_{k}\right)+\gamma_{k} M_{k}, & M_{k} \geq \frac{c_{k}}{\alpha_{k}}\end{cases}
$$

Therefore, the utility function of $k$ is a convex piecewise linear function with at most $k-i+2=\left|\Psi_{k}\left(\theta_{k}^{i}\right)\right|$ pieces (Fig. 2.27).


Fig. 2.27.: Utility Function of Agent $k$

To show the one-to-one mapping between $M_{k}$ and $\psi_{k}$, we first find the mapping between $M_{k}$ and $\psi_{k-1}$. Consider the piecewise linear function $\pi_{k}^{s}\left(M_{k} \mid \theta_{k}^{i}\right)$, each piece is corresponding to an effort status $\psi_{k-1}$ that maximized the subcontract utility of $k$ at the given $M_{k}$. Therefore, we can build an one-to-one mapping between $M_{k}$ and effort status $\psi_{k-1}$,

$$
\begin{aligned}
& M_{k}^{1}\left(\psi_{k-1} \mid \theta_{k}^{i}\right)=\operatorname{argmin}_{M_{k}} 0 \\
& \qquad \text { s.t. } \pi_{k}^{s}\left(M_{k} \mid \theta_{k}^{i}\right)=\pi_{k}^{s}\left(\psi_{k-1} \mid M_{k}, \theta_{k}^{i}\right) .
\end{aligned}
$$

Note that if the payment is lower than $M_{k}^{1}\left(\psi_{k-1} \mid \theta_{k}^{i}\right)$, agent $k$ will prefer another effort status $\psi_{k-1}$. While a higher payment only brings an unnecessary cost.

Denote the inverse function of $M_{k}^{1}\left(\cdot \mid \theta_{k}^{i}\right)$ as $\psi_{k-1}\left(\cdot \mid \theta_{k}^{i}\right)$. Given $M_{k}$, the corresponding effort status $\psi_{k}$ is

$$
\psi_{k}\left(M_{k} \mid \theta_{k}^{i}\right)=\psi_{k-1}\left(M_{k} \mid \theta_{k}^{i}\right)+I_{k}\left(M_{k}\right),
$$

recall that

$$
I_{k}\left(M_{k}\right)=\left\{\begin{array}{l}
\emptyset, \quad M_{k}<M_{k}(k) \\
\{k\}, \quad M_{k} \geq M_{k}(k)
\end{array}\right.
$$

Denote all the different $\psi_{k}$ from $M_{k} \geq 0$ as the set $\Psi_{k}\left(\theta_{k}^{i}\right)$, again easy to see any effort combination other than these is impossible to happen. This is still an one-toone mapping, and denote minimum contract payment for effort status $\psi_{k}, M_{k}\left(\cdot \mid \theta_{k}^{i}\right)$, as an inverse function of $\psi_{k}\left(\cdot \mid \theta_{k}^{i}\right)$.

### 2.10.6 Proof of Proposition 2.3 .3

Proof Suppose delegate $h$ agents to $k$. We first prove it's better to direct control $k$, and delegate $h-1$ agents to $k-1$. Which is equivalent to prove

$$
\begin{equation*}
p^{*} M(h) \geq p^{*} M^{*}+p^{*} M(h-1) \tag{2.59}
\end{equation*}
$$

where $M^{*}$ is the minimum payment for personal effort, and $M(h)$ is the minimum payment to an agent to motivate him and his $h$ sub-agents.

Consider agent $k$ 's utility function at the optimal decision

$$
\pi_{k}^{*}=p^{*} M(h)-p^{*} M(h-1)-c_{k} .
$$

Consider utility function under effort only enough for $h-1$ agents,

$$
\begin{aligned}
\pi_{k}^{s} & =\left(p^{*}-\alpha \beta^{h}\right) M(h)-\left(p^{*}-\alpha \beta^{h-1}\right) M(h-1)^{\prime}-c \\
& \geq\left(p^{*}-\alpha \beta^{h}\right) M(h)-\left(p^{*}-\alpha \beta^{h-1}\right) M(h-1)-c .
\end{aligned}
$$

From $\pi_{k}^{*}-\pi_{k}^{s} \geq 0$, we know

$$
\alpha \beta^{h} M(h) \geq \alpha \beta^{h-1} M(h-1),
$$

which means $M(h) \geq \frac{M(h-1)}{\beta}$, and

$$
M(h) \geq \frac{M^{*}}{\beta^{h}} .
$$

Now for the utility function with single personal effort

$$
\pi_{k}^{p}=\left(p^{*}-\sum_{i=1}^{h} \alpha \beta^{i}\right) M(h)-c
$$

From $\pi_{k}^{*}-\pi_{k}^{p} \geq 0$, we know

$$
\begin{aligned}
p^{*} M(h)-p^{*} M(h-1) & \geq\left(p^{*}-\sum_{i=1}^{h} \alpha \beta^{i}\right) M(h) \\
& \geq\left(p^{*}-\sum_{i=1}^{h} \alpha \beta^{i}\right) \frac{M^{*}}{\beta^{h}}
\end{aligned}
$$

To prove Equation 2.59, it'll be sufficient if proved

$$
\frac{\left(p^{*}-\sum_{i=1}^{h} \alpha \beta^{i}\right)}{\beta^{h}} \geq p^{*},
$$

which is equivalent to

$$
\begin{equation*}
p^{*}\left(1-\beta^{h}\right) \geq \sum_{i=1}^{h} \alpha \beta^{i} \tag{2.60}
\end{equation*}
$$

and it's true because $p^{*} \geq \alpha \beta$ and $1-\beta^{h}=\sum_{i=0}^{h-1} \beta^{i}$.
Similarly we can prove

$$
p^{*} M(h-1) \geq p^{*} M^{*}+p^{*} M(h-2),
$$

and eventually we have

$$
p^{*} M(h) \geq n p^{*} M^{*}
$$

Therefore, the principal always prefer direct control than delegation when $k$ is far from the initial agent.

### 2.10.7 Proof of Proposition 2.3 .4

Proof Denote $M^{*}$ as the contract payment for personal effort in symmetric case with normal cost. By Corollary 2.3.1, we have a lower bound for delegation payment,

$$
M_{k} \geq \frac{M^{*}}{(\beta+\tau)^{d}}
$$

Meanwhile, the cost of direct control is

$$
\operatorname{cost}_{p}^{d}=(t+d) p^{*} M^{*} .
$$

The necessary condition for delegation is better is

$$
\frac{M^{*}}{(\beta+\tau)^{d}} \leq(t+d) M^{*}
$$

A necessary condition for above to hold is

$$
\frac{M^{*}}{(\beta+\tau)^{d}} \leq t M^{*}
$$

which gives

$$
d \leq \frac{\log t}{\log (\beta+\tau)^{-1}}
$$

### 2.11 Proofs in Section 2.4

### 2.11.1 Proof of Lemma 2.4.1

Proof Now consider any delegation structure other than $\Theta(f), \theta_{f}^{\prime} \notin \Theta(f)$. First look at the most inefficient agent, $i=\max \theta_{f}^{\prime} \cap C(k)$, note that $i$ is the leaf agent with the highest $M_{k}(i)$. Now we are going to prove $\theta_{f}^{i}$ dominates $\theta_{f}^{\prime}$.

Subcontract benefit of $f$ at contract stage when fully motivated under $\theta_{f}^{i}$,

$$
\begin{aligned}
\pi_{f}^{s}\left(\theta_{f}^{i} \mid M_{f}, \theta_{f}^{i}\right) & =p_{f}\left(\theta_{f}^{i} \mid \theta_{f}^{i}\right) M_{f}-p_{k}\left(\theta_{k}^{i} \mid \theta_{f}^{i}\right) M_{k}\left(\theta_{k}^{i} \mid \theta_{k}^{i}\right) \\
& =P(f) M_{f}-P(k) M_{k}(i)
\end{aligned}
$$

Note that

$$
\pi_{f}^{s}\left(\theta_{f}^{\prime} \mid M_{f}, \theta_{f}^{\prime}\right)=\pi_{f}^{s}\left(\theta_{f}^{i} \mid M_{f}, \theta_{f}^{i}\right)
$$

Denote the next effort set of $\theta_{f}^{i}$ as $\psi_{f}^{j}$, where $j=\max \psi_{f}^{j}$. The utility with effort set $\psi_{f}^{j}$ is

$$
\pi_{f}^{s}\left(\psi_{f}^{j} \mid M_{f}, \theta_{f}^{i}\right)=p_{f}\left(\psi_{f}^{j} \mid \theta_{f}^{i}\right) M_{f}-p_{k}\left(\psi_{k}^{j} \mid \theta_{f}^{i}\right) M_{k}(j)
$$

Denote the next effort set of $\theta_{f}^{\prime}$ as $\psi_{f}^{h}$, where $h=\max \psi_{f}^{h}$. The utility with effort set $\psi_{f}^{h}$ is

$$
\pi_{f}^{s}\left(\psi_{f}^{h} \mid M_{f}, \theta_{f}^{\prime}\right)=p_{f}\left(\psi_{f}^{h} \mid \theta_{f}^{\prime}\right) M_{f}-p_{k}\left(\psi_{k}^{h} \mid \theta_{f}^{\prime}\right) M_{k}(h)
$$

By comparing $\pi_{f}^{s}\left(\theta_{f}^{\prime} \mid M_{f}, \theta_{f}^{\prime}\right) \geq \pi_{f}^{s}\left(\psi_{f}^{h} \mid M_{f}, \theta_{f}^{\prime}\right)$, we have the minimum payment $M_{f}\left(\theta_{f}^{\prime}\right)$ for control set $\theta_{f}^{\prime}$

$$
\begin{aligned}
M_{f}\left(\theta_{f}^{\prime}\right) & =\frac{P(k) M_{k}(i)-p_{k}\left(\psi_{k}^{h} \mid \theta_{f}^{\prime}\right) M_{k}(h)}{\delta_{f}^{h}-\delta_{f}^{*}} \\
& \geq \frac{P(k) M_{k}(i)-p_{k}\left(\psi_{k}^{j} \mid \theta_{f}^{\prime}\right) M_{k}\left(j^{\prime}\right)}{\delta_{f}^{j}-\delta_{f}^{*}} \\
& \geq \frac{P(k) M_{k}(i)-p_{k}\left(\psi_{k}^{j} \mid \theta_{f}^{\prime}\right) M_{k}(j)}{\delta_{f}^{j}-\delta_{f}^{*}}
\end{aligned}
$$

where $j^{\prime} \in \theta_{f}^{\prime}$ is the largest numbered leaf agent which satisfies $j^{\prime} \leq j$, and we have $M_{k}\left(j^{\prime}\right) \leq M_{k}(j)$.

The agent's direct controlled by the principal will influence $k$ 's probability of success too.

$$
p_{k}\left(\psi_{k}^{j} \mid \theta_{f}^{\prime}\right)=p_{k}\left(\psi_{k}^{j} \mid \theta_{f}^{i}\right)+\delta_{k}^{*}
$$

where $\delta_{k}^{*}=\delta_{f}^{*} / \beta_{f}$, and we have,

$$
M_{f}\left(\theta_{f}^{\prime}\right) \geq \frac{P(k) M_{k}(i)-\left(p_{k}\left(\psi_{k}^{j} \mid \theta_{f}^{i}\right)+\delta_{k}^{*}\right) M_{k}(j)}{\delta_{f}^{j}-\delta_{f}^{*}}
$$

On the other hand, by $\pi_{f}^{s}\left(\theta_{f}^{i} \mid M_{f}, \theta_{f}^{i}\right) \geq \pi_{f}^{s}\left(\psi_{f}^{j} \mid M_{f}, \theta_{f}^{i}\right)$ we have

$$
M_{k}\left(\theta_{k}^{i}\right)=\frac{P(k) M_{k}(i)-p_{k}\left(\psi_{k}^{j} \mid \theta_{f}^{i}\right) M_{k}(j)}{\delta_{f}^{j}}
$$

To prove $M_{f}\left(\theta_{f}^{\prime}\right) \geq M_{f}\left(\theta_{f}^{i}\right)$, it will be sufficient if prove

$$
\frac{P(k) M_{k}(i)-p_{k}\left(\psi_{k}^{j} \mid \theta_{f}^{i}\right) M_{k}(j)}{\delta_{f}^{j}} \leq \frac{P(k) M_{k}(i)-\left(p_{k}\left(\psi_{k}^{j} \mid \theta_{f}^{i}\right)+\delta_{k}^{*}\right) M_{k}(j)}{\delta_{f}^{j}-\delta_{f}^{*}}
$$

Which is equivalent to

$$
\begin{aligned}
& \left(\delta_{f}^{j}-\delta_{f}^{*}\right)\left(P(k) M_{k}(i)-p_{k}\left(\psi_{k}^{j} \mid \theta_{f}^{i}\right) M_{k}(j)\right)-\delta_{f}^{j}\left(P(k) M_{k}(i)-\left(p_{k}\left(\psi_{k}^{j} \mid \theta_{f}^{i}\right)+\delta_{k}^{*}\right) M_{k}(j)\right) \\
= & -\delta_{f}^{*} P(k) M_{k}(i)+\delta_{f}^{*} p_{k}\left(\psi_{k}^{j} \mid \theta_{f}^{i}\right) M_{k}(j)+\delta_{f}^{j} \delta_{k}^{*} M_{k}(j) \\
\leq & \delta_{f}^{*} M_{k}(i)\left(-P(k)+p_{k}\left(\psi_{k}^{j} \mid \theta_{f}^{i}\right)+\delta_{f}^{j} / \beta_{f}^{k}\right) \\
= & \delta_{f}^{*} M_{k}(i)\left(-P(k)+p_{k}\left(\psi_{k}^{j} \mid \theta_{f}^{i}\right)+\delta_{k}^{j}\right) \\
= & 0 .
\end{aligned}
$$

Since $\theta_{f}^{\prime} \subset \theta_{f}^{i}$, but $M_{f}\left(\theta_{f}^{\prime}\right) \geq M_{f}\left(\theta_{f}^{i}\right)$, we know $\theta_{f}^{\prime}$ is dominated by $\theta_{f}^{i}$. Hence, any delegation structure other than $\Theta(f)$ is not efficient.

### 2.12 Examples

### 2.12.1 Convex combination

Example 13 (Convex combination in price function computation)


Aim: show the unique market clearing price function is

$$
\begin{aligned}
& p_{a}=1-\frac{4}{3}(x+y)=1-\frac{4}{3} X_{a} \\
& p_{s}=1-\frac{8}{3} X_{a}=1-\frac{8}{3} X_{s}
\end{aligned}
$$

and $X_{s}=X_{a}$.
Proof: given $p_{a}<1$, first we know both $x, y>0$, payoff of $a$,

$$
\Pi_{a}=(1-2 x) x+(1-y) y-p_{a}(x+y)
$$

Taking the derivative,

$$
\begin{aligned}
& \frac{\partial \Pi_{a}}{\partial x}=1-4 x-p_{a}=0 \\
& \frac{\partial \Pi_{a}}{\partial y}=1-2 y-p_{a}=0
\end{aligned}
$$

By convex combination, we know $x+y$ must satisfy,

$$
\begin{aligned}
p_{a} & =\frac{1}{3}(1-4 x)+\frac{2}{3}(1-2 y) \\
& =1-\frac{4}{3}(x+y)
\end{aligned}
$$

Also by the assumption, $p_{a}=f\left(X_{a}\right)=f(x+y)$. Thus,

$$
p_{a}=1-\frac{4}{3} X_{a}
$$

Similarly,

$$
\begin{aligned}
\frac{\partial \Pi_{s}}{\partial X_{a}}=0 & \Rightarrow p_{s}=1-\frac{8}{3} X_{a} \\
& \Rightarrow p_{s}=1-\frac{8}{3} X_{s}
\end{aligned}
$$

Example 14 (SPG with Shortcut) Consider the following network where path $(s, t)$ is a shortcut of path $(s, v, t)$. Assume no processing and producing cost.


The utility of $v$ is:

$$
\Pi_{v}=(1-x-y) x-p_{v} x
$$

Taking the derivative:

$$
\frac{\partial \Pi_{v}}{\partial x}=1-2 x-y-p_{v}=0 \Rightarrow p_{v}=1-2 x-y
$$

The utility of $s$ is:

$$
\begin{aligned}
\Pi_{s} & =p_{v} x+p_{t} y-p_{s}(x+y) \\
& =(1-2 x-y) x+(1-x-y) y
\end{aligned}
$$

Taking the derivative:

$$
\begin{aligned}
& \frac{\partial \Pi_{s}}{\partial x}=1-4 x-2 y=0 \\
& \frac{\partial \Pi_{s}}{\partial y}=1-x-2 y=0
\end{aligned}
$$

The solution is $x=0$ and $y=\frac{1}{2}$. sv and vt are inactive.

### 2.12.2 Price Function Computation

Example 15 (Price Function Computation General Form)
Assume that each node in the following has no processing or producing cost.


Recall the equations in $A L G_{1}$ :
SS Case:

$$
b_{i}=2 b_{j}+\sum_{k \in C_{P}(j)} b_{k}+c_{i}
$$

## MS Case:

$$
b_{i}=b_{j}+\sum_{k \in C_{P}(j)} b_{k}+c_{i}
$$

## SM Case:

$$
b_{i}=\frac{2}{\sum_{j \in B(i)} \frac{1}{b_{j}}}+2 b_{h}+\sum_{k \in C_{P}(j) \backslash\{h\}} b_{k}+c_{i} \text { where } h \text { is the merging node. }
$$

Backward algorithm, MS case ( to its seller $f, d$, and e):

$$
\begin{aligned}
p_{d} & =1-X_{d}-X_{t} \\
p_{e} & =1-X_{e}-X_{t}
\end{aligned}
$$

$M S$ case (d to its seller band c):

$$
\begin{aligned}
& p_{b}=1-2 X_{b}-X_{d}-X_{t} \\
& p_{c}=1-2 X_{c}-X_{d}-X_{t}
\end{aligned}
$$

SS case ( $f$ to its seller a):

$$
p_{a}=1-3 X_{a}-X_{t}
$$

To compute the price function at s (SM case), utility function at s

$$
\Pi_{s}=p_{a} X_{a}+p_{b} X_{b}+p_{c} X_{c}-p_{s}\left(X_{a}+X_{b}+X_{c}\right)
$$

Take the derivative with respect to $X_{a}, X_{b}$, and $X_{c}$ :

$$
\begin{aligned}
& \frac{\partial \Pi_{s}}{\partial X_{a}}=0 \Rightarrow p_{s_{a}}=1-6 X_{a}-\left(X_{a}+X_{b}+X_{c}\right)-X_{t}=1-6 X_{a}-2 X_{t} \\
& \frac{\partial \Pi_{s}}{\partial X_{b}}=0 \Rightarrow p_{s_{b}}=1-4 X_{b}-2 X_{d}-\left(X_{a}+X_{b}+X_{c}\right)-X_{t}=1-4 X_{b}-2 X_{d}-2 X_{t} \\
& \frac{\partial \Pi_{s}}{\partial X_{c}}=0 \Rightarrow p_{s_{c}}=1-4 X_{c}-2 X_{d}-\left(X_{a}+X_{b}+X_{c}\right)-X_{t}=1-4 X_{c}-2 X_{d}-2 X_{t}
\end{aligned}
$$

Note that $X_{t}=X_{a}+X_{b}+X_{c}$, so $\frac{\partial X_{t}}{\partial X_{a}}=\frac{\partial X_{t}}{\partial X_{b}}=\frac{\partial X_{t}}{\partial X_{c}}=1$.
For the merging order, note that $C_{S}(s)=\{d, t\}$, by case 4 in the proof 2.6.2 of Lemma 1.3.1. We start from merging flows with $d$ :

$$
\begin{aligned}
p_{s_{b c}} & =\frac{1}{2} p_{s_{b}}+\frac{1}{2} p_{s_{c}} \\
& =1-2 X_{b c}-2 X_{d}-2 X_{t} \\
& =1-4 X_{b c}-2 X_{t}
\end{aligned}
$$

where $X_{b c}$ is a flow variable considering $b$ and $c$ together.
After this, merge flows with $t$ :

$$
\begin{aligned}
p_{s_{a b c}} & =\frac{2}{5} p_{s_{a}}+\frac{3}{5} p_{s_{b c}} \\
& =1-\frac{12}{5} X_{a b c}-2 X_{t} \\
& =1-\frac{22}{5} X_{s}
\end{aligned}
$$

Note that since $t \notin C_{P}(s)$, we substitute $X_{t}$ by $X_{s}$.
The aforementioned method is based on computing the convex coefficient. The following method applies aggregate variables. First, $C_{S}(s)=\{d, t\}$ and $d$ is the merging
 nodes $b, c$, and $d$. Next move on to the merging node $t$, this is the simple SM case, so:

$$
b_{s}=\frac{2}{\frac{1}{b_{a}}+\frac{1}{b_{b c}}}+2 b_{t}=\frac{2}{\frac{1}{3}+\frac{1}{4}}+2=\frac{22}{5}
$$

Please compare it with the Example 3.

### 2.12.3 Non-SPG SM

For the parent-child relation, only SS, SM, MS three cases are possible. This example shows the graph restricted to these three relations is not necessary an SPG though.

## Example 16 (Non-SPG SM)



Note that when computing $p_{a}, C_{P}(d)=\{t\}$ while $C_{P}(b)=\{c, t\}$.

### 2.12.4 Non-SPG MM

The graph is non-SPG, since MM happens at $\{b, c\} \rightarrow\{d, f\}$. However, the equilibrium still exists and unique.

Example 17 (Non-SPG MM)


About parent-merging child nodes, $C_{P}(b)=C_{P}(c)=\{f, t\}$.

$$
\begin{aligned}
p_{d} & =a-2 x-y-z \\
p_{f} & =a-x-2 y-2 z \\
p_{c} & =a-x-2 y-4 z
\end{aligned}
$$

To compute price function at $b$, utility at $b$ is

$$
\begin{aligned}
\Pi_{b} & =p_{d} x+p_{f} y-p_{b}(x+y) \\
& =(a-2 x-y-z) x+(a-x-2 y-2 z) y-p_{b}(x+y)
\end{aligned}
$$

Take its derivative with respect to $x$ and $y$ :

$$
\begin{aligned}
& \frac{\partial \Pi_{b}}{\partial x}=a-4 x-2 y-z-p_{b} \\
& \frac{\partial \Pi_{b}}{\partial y}=a-2 x-4 y-2 z-p_{b}
\end{aligned}
$$

To write it as a function of inflow $X_{b}=x+y$,

$$
\begin{aligned}
p_{b} & =0.5(a-4 x-2 y-z)+0.5(a-2 x-4 y-2 z) \\
& =a-3 x-3 y-1.5 z
\end{aligned}
$$

while $C_{P}(b)=\{f, t\}$, the above result can't be written as the form unless $b_{f}=0$,

$$
\begin{aligned}
p_{b} & =a-b_{b} X_{b}-b_{f} X_{f}-b_{t} X_{t} \\
& =a-b_{b}(x+y)-b_{f}(y+z)-b_{t}(x+y+z)
\end{aligned}
$$

Some relations about market clearing price:

$$
\begin{gathered}
p_{b}=a-4 x-2 y-z=a-2 x-4 y-2 z \\
\Rightarrow \\
2 x=2 y+z
\end{gathered}
$$

We can rewrite $p_{c}$ as

$$
\begin{aligned}
4 p_{c} & =4 a-4 x-8 y-16 z \\
4 p_{c}+2 x & =4 a-4 x-8 y-16 z+2 y+z \\
4 p_{c} & =4 a-6 x-6 y-15 z \\
p_{c} & =a-\frac{3}{2}(x+y)-\frac{15}{4} z
\end{aligned}
$$

So far, the utility of $s$ can be written as,

$$
\begin{aligned}
\Pi_{s} & =p_{b}(x+y)+p_{c} z-p_{s}(x+y+z) \\
& =\left(a-\frac{3}{2} X_{b}-\frac{3}{2} X_{s}\right) X_{b}+\left(a-\frac{9}{4} X_{c}-\frac{3}{2} X_{s}\right) X_{c}-p_{s} X_{s}
\end{aligned}
$$

Similar to the analysis in Section 1.3.3, to maximize the utility, the optimal decision flow of source $s$ is the solution of a system of LCP, and it's equivalent to a convex problem 1.4, which has unique solution.

An interesting point about the coefficients that

$$
A\binom{X_{b}}{X_{c}}=\binom{a-p_{b}}{a-p_{c}}
$$

where

$$
A=\left(\begin{array}{cc}
3 & 3 / 2 \\
3 / 2 & 15 / 4
\end{array}\right)
$$

For the solvable problem, the coefficient matrix $A$ always satisfies

- $A$ is positive.
- $A$ is invertible.
- unique common coefficient (symmetric, eligible to write as a convex problem)

Example 18 (Non-invertible A)
An example that $A$ is not invertible,


However, we can imaging this equivalent to


### 2.12.5 Decision Sequence

Example 19


Assume raw material cost is 0 at both end. Price functions:

$$
p_{a}=1-2 x-y ; p_{b}=1-x-2 y,
$$

and the relation holds at the equilibrium: $x=\frac{1-y}{2}$. The total flow is

$$
x+y=\frac{1+y}{2} .
$$

The utility of $a$ is

$$
\Pi_{a}=p_{t} x=\frac{(1-y)^{2}}{4}
$$

1. Suppose $c$ makes decision $p_{b}, y$ first, then $a, b$ make decision $x, p_{t}$ based on the belief over each other.

$$
p_{b}=\frac{1}{2}-\frac{3}{2} y ; \quad p_{c}=\frac{1}{2}-3 y
$$

and the optimal $y=1 / 6$.
2. Suppose $c$, a makes decision $p_{b}, p_{t}, x, y$ based on the belief over each other, then a make decision (given $p_{b}$ and $x$, take $y$, accept $p_{t}$ ).

$$
\begin{gathered}
p_{b}=1-x-2 y \\
p_{c}=1-x-4 y \\
\quad p_{c}=\frac{1}{2}-\frac{7}{2} y
\end{gathered}
$$

and the optimal $y=1 / 7$.
Note that the total flow is higher in the first case, and in the second case, the utility of a is higher.

Summery: in our model

- parallel decision is case 2, decide simultaneously based on the belief over each other (assume both act as the unique equilibrium).
- multiple branches is case 1, decide each sub-flows by himself, after a decision any combination holds, thus any combination can be treated as the TRUE price function.


### 2.12.6 Inactive Edges

One of the main difference between MSPG and SPG is the existence of inactive flow; if the inactive edge is mistakenly assumed active, wrong price function will be used for solving the equilibrium.

Example 20


When computing the price function, the challenge is we do not know which edges are active at equilibrium (while in a single source and sink case, we proved every edge is active).

Suppose we assume all of them are active,

$$
p_{a}=4-x-y
$$

$$
p_{b}=9-z-w
$$

Thus, at "equilibrium", s makes decision not selling to a $(x+y=0)$, and decision to $b$ is $p_{b}=6.5, x_{s b}=2.5$, and edge $b t_{4}$ is inactive $(w=0)$.

However, this is not the equilibrium. For a, since a will make a profit by buying items at a higher price than $p_{b}$, and sell them to $t_{1}$, and $s$ will be better off too. For $b$, by solving the optimal solution at $b$, we know $p_{b}$ is too low and $x_{s b}$ is under demand. Thus s can be better off by raising the price.

Actually, at equilibrium edge $a t_{2}, b t_{4}$ are inactive, while at ${ }_{1}, b t_{3}$ are active. So we should delete edge $a t_{2}, b t_{4}$ before the price computation, and the true income price function at node $a, b$ is:

$$
\begin{aligned}
& p_{a}=6-2 x \\
& p_{b}=12-2 z
\end{aligned}
$$

Meanwhile, MSPG may also have inactive flow starts from the source.
Example 21

$$
c_{s_{1}}=2 \overparen{s_{1}} u
$$

Due to the low profit at market $t_{2}, c_{s_{1}}, c_{s_{2}} \geq p_{t_{2}}$, it's obvious that edge $b t_{2}$ is inactive at equilibrium, so the market clearing price,

$$
\begin{aligned}
& p_{b}=8-2 x \\
& p_{a}=8-4 x
\end{aligned}
$$

Treat a as the market of $s_{1}, s_{2}$, by solving a standard bipartite Cournot game, we know edge $s_{2} a$ is inactive at equilibrium, while $s_{1} a$ is active.

However, we do not need to worry about the inactive edges $s_{2}$ a since it does not influence the price function computation of other branches. In other words, the equilibrium can be solved even though we keep this type of inactive edges in the graph. Notice this is always true by the property of series-parallel graph.

### 2.12.7 Multiple Equilibria

## Multiple Sources and Multiple Sinks (Computation of Example 10)



Assume the processing cost is 0 . For convenience, denote $p_{1}=p_{s_{1}}$ and $p_{2}=p_{s_{2}}$.

1. High price strategy, since market 2 is inactive, $p_{c}=4-2 X_{c}$, and prices function at sources are

$$
\begin{aligned}
& p_{1}=4-4 x-2 y=0, \\
& p_{2}=4-2 x-4 y=0 .
\end{aligned}
$$

By solving the above equations, the optimal flows are $x=y=a_{1} / 6=\frac{2}{3}$, double check the price under the optimal flow:

$$
p_{c}=4-\frac{8}{3}=\frac{4}{3} \geq a_{2} .
$$

It is a high price strategy and the payoffs are

$$
\Pi_{1}^{h}=\Pi_{2}^{h}=2 x^{2}=\frac{8}{9}
$$

2. Low price strategy, since both markets are inactive, $p_{c}=\frac{5}{2}-X_{c}$, and prices function at sources are

$$
\begin{aligned}
& p_{1}=\frac{5}{2}-2 x-y=0 \\
& p_{2}=\frac{5}{2}-x-2 y=0 .
\end{aligned}
$$

By solving the above equations, the optimal flows are $x=y=\frac{a+1}{6}=\frac{5}{6}$, double check the price under the optimal flow:

$$
p_{c}=\frac{5}{2}-\frac{5}{3}=\frac{5}{6} \leq a_{2}
$$

It is a low price strategy and the payoffs are

$$
\Pi_{1}^{l}=\Pi_{2}^{l}=x^{2}=\frac{25}{36}
$$

Note that the high price strategy gives a higher payoff.
3. High price strategy is an equilibrium.

Recall the optimal flow $x=\frac{2}{3}$ in part 1, let's fix it for firm 1, while consider firm 2 increases $y$ and try low price strategy:

$$
\begin{aligned}
& p_{c}=\frac{5}{2}-X_{c}, \\
& p_{2}=\frac{5}{2}-x-2 y=0 .
\end{aligned}
$$

The new flow is $y=\frac{11}{12}$, double check the price under these flows:

$$
p_{c}=\frac{5}{2}-\frac{3}{2}-\frac{11}{12}=\frac{11}{12} \leqslant a_{2}
$$

It is a low price strategy and the new payoffs for firm 2 is

$$
\Pi_{2}^{\prime}=y^{2}=\frac{121}{144}<\Pi_{2}^{h}=\frac{8}{9}
$$

Thus, a high price strategy is an equilibrium.
4. Low price strategy is an equilibrium.

Recall the optimal flow $x=\frac{5}{6}$ in part 2, let's fix it for firm 1, while consider firm 2 decreases $y$ and try high price strategy,

$$
\begin{aligned}
& p_{c}=4-2 X_{c}, \\
& p_{2}=4-2 x-4 y=0 .
\end{aligned}
$$

The new flow is $y=\frac{7}{12}$, double check the price under these flows:

$$
p_{c}=4-2\left(\frac{5}{6}-\frac{7}{12}\right)=\frac{7}{6} \geqslant a_{2} .
$$

It is a high price strategy and the new payoffs for firm 2 is

$$
\Pi_{2}^{\prime}=2 y^{2}=\frac{49}{72}<\Pi_{2}^{l}=\frac{25}{36} .
$$

Thus, a low price strategy is an equilibrium. In summary, both high and low price strategy are equilibria.

## Single Source and Multiple Sources



1. High price strategy:

$$
\begin{aligned}
& p_{c}=a-2 X_{c} \\
& p_{1}=a-4 x-2 y=0 \\
& p_{2}=a-2 x-4 y=0 \\
& p_{s}=a-6 x-6 y \Rightarrow X_{s}=\frac{a}{6}
\end{aligned}
$$

Utility of $b$ is

$$
\Pi_{b}^{h}=p_{1} X_{s}=\frac{a}{2} \frac{a}{6}=\frac{a^{2}}{12}
$$

2. Low price strategy:

$$
\begin{aligned}
& p_{c}=\frac{a+b}{2}-X_{c} \\
& p_{1}=\frac{a+b}{2}-2 x-y=0 \\
& p_{2}=\frac{a+b}{2}-x-2 y=0 \\
& p_{s}=\frac{a+b}{2}-3 x-3 y \Rightarrow X_{s}=\frac{a+b}{6}
\end{aligned}
$$

Utility of $b$ is

$$
\Pi_{b}^{l}=p_{1} X_{s}=\frac{a+b}{4} \frac{a+b}{6}=\frac{(a+b)^{2}}{24}
$$

To make low price strategy more preferable:

$$
\Pi_{b}^{l}>\Pi_{b}^{h} \Rightarrow b>(1-\sqrt{2}) a
$$

Suppose $b$ chooses low price strategy;

$$
\begin{aligned}
& p_{1}=p_{2}=\frac{a+b}{4} \\
& p_{c}=\frac{a+b}{3}
\end{aligned}
$$

To ensure it is a low price strategy:

$$
p_{c}<a_{2} \Rightarrow b>0.5 a
$$

Given $p_{1}$ and $p_{2}$, for firm 1 and 2's decision, it is equivalent to


Suppose

$$
\frac{3}{4} a-\frac{1}{4} b=4\left(\frac{3}{4} b-\frac{1}{4} a\right) \Rightarrow b=\frac{7}{13} a
$$

which also satisfies the above requirements for $a, b$, and we can apply the previous example's result to show that the equilibrium for 1,2 decision is not unique!

In summary, firm $s$ will prefer a low price strategy. However, the decision of downstream firms 1,2 will be unpredictable (multiple equilibria) if $s$ choose the "optimal" price for low price strategy.

### 2.12.8 Non-Equilibrium (Computation of Example 11)



Assume:

$$
p_{s_{1}}=c=2 ; p_{s_{2}}=0 ; a=5 ; b=2
$$

1. High price strategy where market 2 is inactive, and price function at firm $c$ is $p_{c}=a-2 b X_{c}$, and price functions at sources are

$$
\begin{aligned}
& p_{1}=a-4 b x-2 b y=0, \\
& p_{2}=a-2 b x-4 b y=0 .
\end{aligned}
$$

Solve the above equations and flows at equilibrium

$$
x=\frac{a-2 c}{6 b} ; y=\frac{a+c}{6 b}
$$

$\left(a \geqslant 2 c\right.$ so that $\left.x_{h} \geqslant 0\right)$
Double check the price at $c$

$$
p_{c}=\frac{a+c}{3} \geq 1
$$

It is a high price strategy and the payoffs are

$$
\Pi_{2}^{h}=2 y^{2}=\frac{(a+c)^{2}}{18 b}
$$

2. Low price strategy where both markets are inactive, and price function at firm $c$ is $p_{c}=\frac{a+b}{b+1}-\frac{2 b}{b+1} X_{c}$, and price functions at sources are

$$
\begin{aligned}
& p_{1}=\frac{a+b}{b+1}-\frac{4 b}{b+1} x-\frac{2 b}{b+1} y=0 \\
& p_{2}=\frac{a+b}{b+1}-\frac{2 b}{b+1} x-\frac{4 b}{b+1} y=0
\end{aligned}
$$

By solving the above equations, we got the flows as

$$
x=\frac{a+b-2 c(b+1)}{6 b} ; y=\frac{a+c(b+1)}{6 b}+\frac{1}{6}
$$

$\left(a+b \geqslant 2 c(b+1)\right.$ so that $\left.x_{l} \geqslant 0\right)$
Double check the price $c$

$$
p_{c}=\frac{2}{3} \frac{a+b}{b+1}+\frac{c}{3}
$$

It is a low price strategy, and the payoffs are

$$
\Pi_{2}^{l}=y^{2}
$$

Note that the high price strategy gives a higher payoff.
3. High price strategy is NOT an equilibrium.

Suppose firm 2 increases $y$ and try low price strategy:

$$
p_{2}=\frac{a+b}{b+1}-\frac{2 b}{b+1} x_{h}-\frac{4 b}{b+1} y=0
$$

The new flow is

$$
y^{\prime}=\frac{a+c}{6 b}+\frac{1}{4}
$$

Double check the price $c$

$$
p_{c}=\frac{a+b}{b+1}-\frac{2 b}{b+1} X_{c} \leqslant 1
$$

To prove high price strategy is not an equilibrium,

$$
\Pi_{2}^{h}=2 b y^{2}=2 b\left(\frac{a+c}{6 b}\right)^{2}<b\left(\frac{a+c}{6 b}+\frac{1}{4}\right)^{2}=b y^{\prime 2}=\Pi_{2}^{h \rightarrow l}
$$

4. Low price strategy is NOT an equilibrium.

Suppose firm 2 decreases $y$ and try high price strategy:

$$
p_{2}=\frac{a+b}{b+1}-\frac{2 b}{b+1} x-\frac{4 b}{b+1} y=0
$$

The new flow is

$$
y^{\prime}=\frac{a+c(b+1)}{6 b}-\frac{1}{12}
$$

Double check the price at $c$,

$$
p_{c}=a-2 b X_{c} \geq 1
$$

To prove low price strategy is not an equilibrium,

$$
\Pi_{2}^{l}=b y^{2}=b\left(\frac{a+c}{6 b}+\frac{c}{6}+\frac{1}{6}\right)^{2}<2 b\left(\frac{a+c}{6 b}+\frac{c}{6}-\frac{1}{12}\right)^{2}=2 b y^{\prime 2}=\Pi_{2}^{l \rightarrow h}
$$

In summary, neither high nor low price strategy is equilibria.

### 2.13 Supplementary Materials

### 2.13.1 Parallel Model

This is a comparison with the three agents model in Section 2.2. In this section, we consider the case that the first signal $s_{1}$ is unobservable.


Working Sequence
Actually this case is equivalent to the following parallel model.
In the parallel model, two agents work simultaneously over the same take, again their effort is unobservable, but there will be an unique task signal indicates the result, i.e., task succeeds or fails. In summary, the given probability information is

$$
p\left(e_{1}, e_{2}\right)=P\left(s=1 \mid e_{1}, e_{2}\right), \text { where } e_{1}, e_{2} \in\{0,1\}
$$

or equivalently,

$$
P\left(s=1 \mid e_{1}, e_{2}\right)=\alpha_{1} e_{1}+\alpha_{2} e_{2}+\tau e_{1} e_{2}+\gamma
$$

and the working sequence,


## Parallel Working Sequence

In direct control case, each of them assumes the other is making effort. Denote the effort cost for agent 1,2 as $c_{1}, c_{2}$. For agent 1 , given contract payment $M_{1}$, the utilities with and without effort are

$$
\begin{aligned}
& \pi_{1}\left(e_{1}=1, e_{2}=1\right)=P\left(s=1 \mid e_{1}=1, e_{2}=1\right) M_{1}-c_{1}, \\
& \pi_{1}\left(e_{1}=0, e_{2}=1\right)=P\left(s=1 \mid e_{1}=0, e_{2}=1\right) M_{1} .
\end{aligned}
$$

Therefore, the minimum effort payment for agent 1 is

$$
\begin{equation*}
M_{1}^{0}=\frac{c_{1}}{P\left(s=1 \mid e_{1}=1, e_{2}=1\right)-P\left(s=1 \mid e_{1}=0, e_{2}=1\right)} \tag{2.61}
\end{equation*}
$$

Similarly, the minimum effort payment for agent 2 is

$$
\begin{equation*}
M_{2}^{0}=\frac{c_{2}}{P\left(s=1 \mid e_{1}=1, e_{2}=1\right)-P\left(s=1 \mid e_{1}=1, e_{2}=0\right)} \tag{2.62}
\end{equation*}
$$

Cost of direct control

$$
c_{p}^{c}=P\left(s=1 \mid e_{1}=1, e_{2}=1\right)\left(M_{1}^{0}+M_{2}^{0}\right)
$$

WLOG, only consider delegate agent 1 to agent 2 , and the following are the utility functions in different decisions

$$
\pi_{2}\left(e_{2}, M_{1}\right)=p\left(e_{2}, I\left(M_{1} \geq M_{1}^{0}\right)\right)\left(M_{2}-M_{1}\right)-c_{2} e_{2}
$$

Specifically,

$$
\begin{aligned}
& \pi_{2}\left(e_{2}=0, M_{1}=0\right)=P\left(s=1 \mid e_{1}=0, e_{2}=0\right) M_{2}, \\
& \pi_{2}\left(e_{2}=0, M_{1}=M_{1}^{0}\right)=P\left(s=1 \mid e_{1}=1, e_{2}=0\right)\left(M_{2}-M_{1}\right), \\
& \pi_{2}\left(e_{2}=1, M_{1}=0\right)=P\left(s=1 \mid e_{1}=0, e_{2}=1\right) M_{2}-c_{2}, \\
& \pi_{2}\left(e_{2}=1, M_{1}=M_{1}^{0}\right)=P\left(s=1 \mid e_{1}=1, e_{2}=1\right)\left(M_{2}-M_{1}\right)-c_{2} .
\end{aligned}
$$

Suppose agent 2 decided signing subcontract with 1 , the additional benefit from personal effort is
$\pi_{2}\left(e_{2}=1, M_{1}=M_{1}^{0}\right)-\pi_{2}\left(e_{2}=0, M_{2}=M_{1}^{0}\right)=P\left(s=1 \mid e_{1}=1, e_{2}=1\right)\left(M_{2}-M_{1}^{0}\right)-c_{2}-P(s=1$
and the low bound of $M_{2}$ to make the additional benefit greater than 0 is

$$
\begin{aligned}
M_{2} & \geq M_{1}^{0}+\frac{c_{2}}{P\left(s=1 \mid e_{1}=1, e_{2}=1\right)-P\left(s=1 \mid e_{1}=1, e_{2}=0\right)} \\
& =M_{1}^{0}+M_{2}^{0} .
\end{aligned}
$$

Therefore, the cost of delegation is always larger than the cost of direct control

$$
c_{p}^{d} \geq p M_{2} \geq p\left(M_{1}^{0}+M_{2}^{0}\right)=c_{p}^{c}
$$

This result can be generalized when there are $n$ parallel agents,
Theorem 2.13.1 Direct control is always better than delegation in the parallel model.
Comparison between sequential model and parallel model

- Valuation of intermediate signal $s_{1}$
- Sunk cost
- Valuation of middle man

Consider a sequential model without $s_{1}$, basically a special case of the parallel model. Same as the previous section, the lower bound of contract payment for agent 2 to make effort and sign contract is

$$
M_{2} \geq M_{2}^{0}+\tilde{M}_{1}^{0}
$$

There are two disadvantage of missing $s_{1}$. First, signal $s_{2}$ is not a good way to measure effort of agent 1 , since the influence is $\alpha_{1} \beta_{2}$. Therefore, the minimum payment is $\tilde{M}_{1}^{0}=\frac{c_{1}}{\alpha_{1} \beta_{2}}$. Instead of $\frac{c_{1}}{\alpha_{1}}$. Even though $\beta_{2}=1$, observing signal $s_{1}$ may still help.

Specifically, in the delegation case, agent 2 not only needs to decide his personal effort but also responsible for the subcontract with the downstream agent. Otherwise, shirking may happen and eventually harms agent 2 task completeness. Therefore, delegation gives a way to help the principal shift the cost of contract 1 to agent 2 .

In contrast, if $s_{1}$ is unobservable in the delegation case, it will be hard for 2 to put effort, because higher success probability means a higher expected payment to 1 .

While in the original model, note that agent 2's effort decision is made after observing $s_{1}$ as in Figure 2.4. Therefore, at that time, the subcontract cost $M_{1}$ is a sink cost,

- No effort: $\pi_{2}\left(e_{2}=0, s_{1}\right)=P\left(s_{2}=1 \mid s_{1}, e_{2}=0\right) M_{2}-\operatorname{cost}\left(M_{1}\right)$.
- Effort: $\pi_{2}\left(e_{2}=1, s_{1}\right)=P\left(s_{2}=1 \mid s_{1}, e_{2}=1\right) M_{2}-\operatorname{cost}\left(M_{1}\right)-c_{2}$.
and the benefit of putting effort is
$\pi_{2}\left(e_{2}=1, s_{1}\right)-\pi_{2}\left(e_{2}=0, s_{1}\right)=\left(P\left(s_{2}=1 \mid s_{1}, e_{2}=1\right)-P\left(s_{2}=1 \mid s_{1}, e_{2}=1\right)\right) M_{2}-c_{2} \geq 0$,
which is not related with the subcontract. Hence, minimum effort payment to agent 2 is

$$
M_{2} \geq \frac{c_{2}}{P\left(s_{2}=1 \mid s_{1}, e_{2}=1\right)-P\left(s_{2}=1 \mid s_{1}, e_{2}=1\right)}
$$

### 2.13.2 Full Information

This is a supplementary material for Section 2.2 In this section, we consider the principal can observe $s_{1}$ even in the delegation case. The contract to agent 1 will be
the same, but the principal can use signal $s_{1}$ to design a more flexible contract with agent 2,

$$
r_{2}= \begin{cases}M_{2}^{-}, & \text {if } s_{1}=1, s_{2}=1 \\ M_{2}^{+}, & \text {if } s_{1}=0, s_{2}=1 \\ 0, & \text { if } s_{2}=0\end{cases}
$$

Note that $s_{2}$ is useless to the contract with agent 1.
The main question will be

- How does the full information influence the principal's decision over direct control or delegation?
- How does it influence the principal and the agents' payoff?

Denote the minimum payment for agent 1 in direct control case is

$$
M_{1}^{0}=\frac{c_{1}}{\alpha_{1}} .
$$

Denote agent 2's contract payment as,

$$
r_{2}= \begin{cases}\hat{M}_{2}^{-}, & \text {if } s_{1}=1, s_{2}=1 ; \\ \hat{M}_{2}^{+}, & \text {if } s_{1}=0, s_{2}=1 ; \\ 0, & \text { if } s_{2}=0\end{cases}
$$

and this is the decision graph of the delegation case


Fig. 2.28.: Decision Tree In Delegation with Flexible Contract

The cost of principal in the delegation case is

$$
\begin{equation*}
{\hat{\operatorname{cost}_{3}}=(1-P(1)) P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right) \hat{M}_{2}^{+}+P(1) P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) \hat{M}_{2}^{-} . . . . ~}_{\text {. }} \tag{2.63}
\end{equation*}
$$

Following is the two potential decisions of agent 2:

- Effort, no subcontract

$$
\begin{align*}
\pi_{2}^{s}= & P\left(s_{1}=1 \mid e_{1}=0\right) P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) \hat{M}_{2}^{-}  \tag{2.64}\\
& +\left(1-P\left(s_{1}=1 \mid e_{1}=0\right)\right) P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right) \hat{M}_{2}^{+}-c_{2} \tag{2.65}
\end{align*}
$$

- Effort and subcontract

$$
\begin{align*}
\pi_{2}^{*}= & P(1)\left(P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) \hat{M}_{2}^{-}-\hat{M}_{1}\right)  \tag{2.66}\\
& +(1-P(1)) P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right) \hat{M}_{2}^{+}-c_{2} \tag{2.67}
\end{align*}
$$

Lemma 2.13.1 In the delegation case, the minimum payment to agent 2 is

$$
\begin{aligned}
& \hat{M}_{2}^{+}=M_{2}^{+} \\
& \hat{M}_{2}^{-} \geq \max \left\{M_{2}^{-}, \frac{P(1)}{\alpha_{1} P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right)} M_{1}+\frac{P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right)}{P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right)} M_{2}^{+}\right\} .
\end{aligned}
$$

and the bound is tight.
Proof 1. For the incentive of agent 2 to put personal effort. Note that whether signed the subcontract or not, when $s_{1}$ is observed, the subcontract cost is a sunk cost, and will not influence agent 2's decision on personal effort.

Hence, the minimum payment for agent 2 to make effort in any condition is

$$
\begin{aligned}
& \hat{M}_{2}^{+} \geq M_{2}^{+}, \\
& \hat{M}_{2}^{-} \geq M_{2}^{-},
\end{aligned}
$$

2. For the incentive to sign subcontract with agent 1 (only consider agent 2 always puts effort). Compare 2.66 with 2.64 ,

$$
\pi_{2}^{*}-\pi_{2}^{s}=\alpha_{1}\left(P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) \hat{M}_{2}^{-}-P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right) \hat{M}_{2}^{+}\right)-P(1) M_{1}
$$

In summary the optimization for the principal to solve under the delegation case is,

$$
\begin{array}{cl}
\min _{\hat{M}_{2}^{+}, \hat{M}_{2}^{-}} & c_{p} \\
\text { subject to } & \pi_{2}^{*}-\pi_{2}^{s} \geq 0,  \tag{2.68}\\
& \hat{M}_{2}^{+} \geq M_{2}^{+} \\
& \hat{M}_{2}^{-} \geq M_{2}^{-}
\end{array}
$$

It's easy to see that $\hat{M}_{2}^{+}=M_{2}^{+}$at the optimal. By solving $\pi_{2}^{*}-\pi_{2}^{s} \geq 0$, we have another lower bound of $\hat{M}_{2}^{-}$,

$$
\hat{M}_{2}^{-} \geq \frac{P(1)}{\alpha_{1} P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right)} M_{1}+\frac{P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right)}{P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right)} M_{2}^{+} .
$$

Theorem 2.13.2 When the contract is conditional on both signals, the principal prefers delegation if and only if,

$$
\begin{equation*}
\frac{\gamma_{1} c_{1}}{\alpha_{1}^{2}} \leq \frac{\beta_{2}+\gamma_{2}}{\alpha_{2}+\tau_{2}} c_{2}-\frac{\gamma_{2}}{\alpha_{2}} c_{2} . \tag{2.69}
\end{equation*}
$$

Proof Recall the cost of direct control 2.12 is,

$$
\begin{aligned}
\operatorname{cost}_{2}= & (1-P(1)) P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right) M_{2}^{+} \\
& +P(1) P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) M_{2}^{-}+P(1) M_{1} .
\end{aligned}
$$

Cost of delegation is

$$
\begin{aligned}
&{\hat{\text { cost }_{3}}}=(1-P(1)) P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right) \hat{M}_{2}^{+}+P(1) P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) \hat{M}_{2}^{-} \\
&=(1-P(1)) P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right) M_{2}^{+}+P(1) P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) \hat{M}_{2}^{-}
\end{aligned}
$$

If $\hat{M}_{2}^{-}=M_{2}^{-}$is the tight bound, it's easy too see delegation is better. Now only consider the case that

$$
\hat{M}_{2}^{-}=\frac{P(1)}{\alpha_{1} P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right)} M_{1}+\frac{P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right)}{P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right)} M_{2}^{+} .
$$

Delegation is better if cost $_{3} \leq$ cost $_{2}$, $P(1) P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) \hat{M}_{2}\left(s_{1}=1\right) \leq P(1) P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) M_{2}^{-}+P(1) M_{1}$, which is equivalent to

$$
P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right) M_{2}^{+}+\frac{P(1)}{\alpha_{1}} M_{1} \leq M_{1}+P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) M_{2}^{-},
$$

which is equivalent to $\left(P(1)-\alpha_{1}=P\left(s_{1}=1 \mid e_{1}=0\right)\right)$

$$
\frac{P\left(s_{1}=1 \mid e_{1}=0\right)}{\alpha_{1}} M_{1}^{0} \leq P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) M_{2}^{-}-P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right) M_{2}^{+} .
$$

Equivalently,

$$
\begin{aligned}
\frac{\gamma_{1} c_{1}}{\alpha_{1}^{2}} & \leq\left(\alpha_{2}+\beta_{2}+\tau_{2}+\gamma_{2}\right) \frac{c_{2}}{\alpha_{2}+\tau_{2}}-\left(\alpha_{2}+\gamma_{2}\right) \frac{c_{2}}{\alpha_{2}} \\
& =\frac{\beta_{2}+\gamma_{2}}{\alpha_{2}+\tau_{2}} c_{2}-\frac{\gamma_{2}}{\alpha_{2}} c_{2}
\end{aligned}
$$

Otherwise, direct control is better.
When the environmental impact $\gamma_{1}=\gamma_{2}=0$, threshold 2.69 becomes,

$$
0 \leq \frac{\beta_{2}}{\alpha_{2}+\tau_{2}} c_{2}
$$

which always holds. Therefore, we have the following result.
Corollary 2.13.1 When the environmental impact is zero, delegation always has an expected contract cost than direct control.

Example 22 (Benefit of Delegation Under Full Information)
Setup: For agent 1, the effort cost is $c_{1}=1$, and successful probabilities are,

$$
\begin{array}{r}
P\left(s_{1}=1 \mid e_{1}=0\right)=0 \\
P\left(s_{1}=1 \mid e_{1}=1\right)=0.4
\end{array}
$$

where $\alpha_{1}=0.4, \gamma_{1}=0$.
For agent 2, the effort cost is $c_{2}=2$, and successful probabilities are,

$$
\begin{array}{r}
P\left(s_{2}=1 \mid s_{1}=0, e_{2}=0\right)=0, \\
P\left(s_{2}=1 \mid s_{1}=1, e_{2}=0\right)=0.5, \\
P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right)=0.2, \\
P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right)=0.7 .
\end{array}
$$

where $\alpha_{2}=0.2, \beta_{2}=0.5, \tau_{2}=0, \gamma_{2}=0$.

## Computation:

By Equation 2.7, 2.8, the minimum effort payment for agent 1 and agent 2 is

$$
\begin{aligned}
& M_{1}=2.5 \\
& M_{2}^{+}=M_{2}^{-}=10
\end{aligned}
$$

and the successful probability when all the previous agents have make effort by equation 2.9.

$$
\begin{aligned}
& P(1)=P\left(s_{1}=1 \mid e_{1}=1\right)=0.4 \\
& P(2)=P\left(s_{2}=1 \mid e_{1}=1, e_{2}=1\right)=0.4
\end{aligned}
$$

In the direct control case,


Direct Control
the expected cost of direct control is,

$$
\begin{aligned}
{\hat{\text { cost }_{3}}} & =P(1) M_{1}+(1-P(1)) P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right) M_{2}^{+}+P(1) P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) M_{2}^{-} \\
& =P(1) M_{1}+P(2) M_{2}=5
\end{aligned}
$$

In the delegation case,


## Delegation

By Lemma 2.13.1,

$$
\begin{aligned}
\hat{M}_{2}^{+} & =M_{2}^{+}=10, \\
\hat{M}_{2}^{-} & \geq \max \left\{M_{2}^{-}, \frac{P(1)}{\alpha_{1} P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right)} M_{1}+\frac{P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right)}{P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right)} M_{2}^{+}\right\} \\
& =\max \left\{10, \frac{0.4}{0.4 \times 0.7} 2.5+\frac{0.2}{0.7} 10\right\} \\
& =10
\end{aligned}
$$

and the expected cost for delegation is,

$$
\begin{aligned}
c_{p}^{d c} & =(1-P(1)) P\left(s_{2}=1 \mid s_{1}=0, e_{2}=1\right) \hat{M}_{2}^{+}+P(1) P\left(s_{2}=1 \mid s_{1}=1, e_{2}=1\right) \hat{M}_{2}^{-} \\
& =P(2) \times \hat{M}_{2} \\
& =4
\end{aligned}
$$

Thus, delegation is better than direct control with a lower expected cost for the principal.

### 2.13.3 Continuous Model

This is a supplementary material for the three agents model in Section 2.2
Question:

- What's the opt utility of direct control when it's not concave, $\beta^{2} \xi \leq 4$ (condition 2.70).
- Careful about the boundary of $e$, by the condition that $0 \leq p_{i} \leq 1$.

In this section, we extend the binary effort level $e$ to a continuous variable, while the task signal is still binary ${ }^{7}$.

The main question is how does the principal make the delegation decision in this situation?

For simplicity, we assume $\gamma_{1}, \gamma_{2}=0$, and

$$
\begin{aligned}
& p_{1}=\alpha_{1} e_{1} \\
& p_{2}=\alpha_{1} e_{1}+\beta_{2} s_{2} .
\end{aligned}
$$

Different than the previous question, in order to have a non-trivial result, we use a quadratic effort cost function,

$$
\operatorname{cost}_{1}=\frac{c_{1}}{2} e_{1}^{2}, \operatorname{cost}_{2}=\frac{c_{2}}{2} e_{2}^{2}
$$

For agent 1, given $M_{1}$,

$$
\pi_{1}\left(e_{1}\right)=\alpha_{1} e_{1} M_{1}-\frac{c_{1}}{2} e_{1}^{2}
$$

The optimal decision at $\pi_{1}^{\prime}\left(e_{1}\right)=0$ gives

$$
\begin{aligned}
& e_{1}^{*}=\frac{\alpha_{1}}{c_{1}} M_{1}, \\
& p_{1}^{*}=\frac{\alpha_{1}^{2}}{c_{1}} M_{1}, \\
& p_{1}^{*} M_{1}=\frac{\alpha_{1}^{2}}{c_{1}} M_{1}^{2} .
\end{aligned}
$$

## Boundary condition,

$$
\left(\alpha_{1} M_{1}-c_{1} e_{1}\right)\left(\frac{1}{\alpha_{1}}-e_{1}\right)=0
$$

[^6]Given $M_{2}$, decision on personal effort is independent to contract to agent 1 , similarly

$$
\begin{aligned}
& e_{2}^{*}=\frac{\alpha_{2}}{c_{2}} M_{2} \\
& p_{2}^{*}=\frac{\alpha_{2}^{2}}{c_{2}} M_{2}+\beta_{2} p_{1}
\end{aligned}
$$

If the principal decides direct control,

$$
\begin{aligned}
\pi_{p}\left(M_{1}, M_{2}\right) & =p_{2}^{*}\left(M_{p}-M_{2}\right)-p_{1}^{*} M_{1} \\
& =\left(\frac{\alpha_{2}^{2}}{c_{2}} M_{2}+\beta_{2} p_{1}^{*}\right)\left(M_{p}-M_{2}\right)-p_{1}^{*} M_{1} \\
& =\left(\frac{\alpha_{2}^{2}}{c_{2}} M_{2}+\beta_{2} \frac{\alpha_{1}^{2}}{c_{1}} M_{1}\right)\left(M_{p}-M_{2}\right)-\frac{\alpha_{1}^{2}}{c_{1}} M_{1}^{2} \\
& =\frac{\alpha_{2}^{2}}{c_{2}} M_{p} M_{2}+\beta_{2} \frac{\alpha_{1}^{2}}{c_{1}} M_{p} M_{1} \\
& -\frac{\alpha_{1}^{2}}{c_{1}} M_{1}^{2}-\frac{\alpha_{2}^{2}}{c_{2}} M_{2}^{2}-\beta_{2} \frac{\alpha_{1}^{2}}{c_{1}} M_{1} M_{2}
\end{aligned}
$$

Hessian matrix and condition for it to be concave!

$$
\begin{equation*}
4 \frac{\alpha_{2}^{2}}{c_{2}} \geq \beta_{2}^{2} \frac{\alpha_{1}^{2}}{c_{1}} \tag{2.70}
\end{equation*}
$$

Denote

$$
\xi=\frac{\alpha_{1}^{2}}{c_{1}} / \frac{\alpha_{2}^{2}}{c_{2}}
$$

and the above condition can be rewrite as

$$
\beta^{2} \xi \leq 4
$$

Derivative over $M_{1}$ and $M_{2}$,

$$
\begin{align*}
& \frac{\partial \pi_{p}\left(M_{1}, M_{2}\right)}{\partial M_{1}}=\beta_{2} M_{p}-2 M_{1}-\beta_{2} M_{2}=0  \tag{2.71}\\
& \frac{\partial \pi_{p}\left(M_{1}, M_{2}\right)}{\partial M_{2}}=\frac{\alpha_{2}^{2}}{c_{2}} M_{p}-2 \frac{\alpha_{2}^{2}}{c_{2}} M_{2}-\beta_{2} \frac{\alpha_{1}^{2}}{c_{1}} M_{1}=0 . \tag{2.72}
\end{align*}
$$

and we can solve the optimal solution

$$
\begin{equation*}
M_{1}^{*}\left(M_{p}\right)=\frac{\beta_{2}}{4-\xi \beta_{2}^{2}} M_{p} \tag{2.73}
\end{equation*}
$$

And the optimal utility of the principal can be simplified by Equation 2.71,

$$
\begin{aligned}
\pi_{p}^{*} & =\left(\frac{\alpha_{2}^{2}}{c_{2}} M_{2}+\beta_{2} \frac{\alpha_{1}^{2}}{c_{1}} M_{1}\right)\left(M_{p}-M_{2}\right)-\frac{\alpha_{1}^{2}}{c_{1}} M_{1}^{2} \\
& =\left(\frac{\alpha_{2}^{2}}{c_{2}} M_{2}+\beta_{2} \frac{\alpha_{1}^{2}}{c_{1}} M_{1}\right) \frac{2}{\beta_{2}} M_{1}-\frac{\alpha_{1}^{2}}{c_{1}} M_{1}^{2} \\
& =\frac{2}{\beta_{2}} \frac{\alpha_{2}^{2}}{c_{2}} M_{2} M_{1}+\frac{\alpha_{1}^{2}}{c_{1}} M_{1}^{2} \\
& =\frac{1}{\beta_{2}} M_{1}\left(2 \frac{\alpha_{2}^{2}}{c_{2}} M_{2}+\beta_{2} \frac{\alpha_{1}^{2}}{c_{1}} M_{1}\right) \\
& =\frac{1}{\beta_{2}} \frac{\alpha_{2}^{2}}{c_{2}} M_{p} M_{1}^{*} .
\end{aligned}
$$

By plug in Equation 2.73, we have the optimal utility in direct control case,

$$
\begin{equation*}
\pi_{p}^{*}=\frac{\alpha_{2}^{2}}{c_{2}} \frac{1}{4-\xi \beta_{2}^{2}} M_{p}^{2} \tag{2.74}
\end{equation*}
$$

Now consider the delegation, optimal effort is still the same,

$$
\begin{aligned}
\pi_{2}\left(e_{2}, M_{1}\right) & =p_{2} M_{2}-p_{1} M_{1} \\
& =\left(\frac{\alpha_{2}^{2}}{c_{2}} M_{2}+\beta_{2} p_{1}\right) M_{2}-\frac{\alpha_{1}^{2}}{c_{1}} M_{1}^{2} \\
& =\left(\frac{\alpha_{2}^{2}}{c_{2}} M_{2}+\beta_{2} \frac{\alpha_{1}^{2}}{c_{1}} M_{1}\right) M_{2}-\frac{\alpha_{1}^{2}}{c_{1}} M_{1}^{2} \\
& =\beta_{2} \frac{\alpha_{1}^{2}}{c_{1}} M_{2} M_{1}-\frac{\alpha_{1}^{2}}{c_{1}} M_{1}^{2}+\frac{\alpha_{2}^{2}}{c_{2}} M_{2}^{2}
\end{aligned}
$$

we can have the optimal delegation $M_{1}$ given $M_{2}$

$$
\tilde{M}_{1}\left(M_{2}\right)=\frac{\beta_{2}}{2} M_{2}
$$

Utility of the principal is

$$
\begin{aligned}
\pi_{p}\left(M_{2}\right) & =p_{2}\left(M_{p}-M_{2}\right) \\
& =\left(\frac{\alpha_{2}^{2}}{c_{2}} M_{2}+\beta_{2} \tilde{p}_{1}\right)\left(M_{p}-M_{2}\right) \\
& =\left(\frac{\alpha_{2}^{2}}{c_{2}} M_{2}+\beta_{2} \frac{\alpha_{1}^{2}}{c_{1}} \tilde{M}_{1}\right)\left(M_{p}-M_{2}\right) \\
& =\left(\frac{\alpha_{2}^{2}}{c_{2}} M_{2}+\frac{\beta_{2}^{2}}{2} \frac{\alpha_{1}^{2}}{c_{1}} M_{2}\right)\left(M_{p}-M_{2}\right) \\
& =\left(\frac{\alpha_{2}^{2}}{c_{2}}+\frac{\beta_{2}^{2}}{2} \frac{\alpha_{1}^{2}}{c_{1}}\right)\left(M_{p}-M_{2}\right) M_{2} .
\end{aligned}
$$

The optimal utility is

$$
\begin{equation*}
\tilde{\pi_{p}}=\left(\frac{\alpha_{2}^{2}}{c_{2}}+\frac{\beta_{2}^{2}}{2} \frac{\alpha_{1}^{2}}{c_{1}}\right) \frac{M_{p}^{2}}{4} \tag{2.75}
\end{equation*}
$$

with $\tilde{M}_{2}\left(M_{p}\right)=\frac{M_{p}}{2}$
Theorem 2.13.3 In the continuous effort case, the principal prefer delegation condition, if $\beta^{2} \xi \geq 2$.

Proof Recall the utility function in direct control 2.74 and delegation 2.75. The principal prefer delegation condition if $\pi_{p}^{*} \geq \tilde{\pi}_{p}$. By comparing them, we have

$$
\beta^{2} \xi \geq 2
$$

which is equivalent to

$$
\frac{\beta^{2}}{2} \frac{\alpha_{1}^{2}}{c_{1}} \geq \frac{\alpha_{2}^{2}}{c_{2}}
$$

Note that the concave condition is $\beta^{2} \xi \leq 4$.

### 2.13.4 Unbounded Depth

This is a supplementary material for Section 2.3, when the delegation depth is not bounded. First we know the size of control set is not $d$ anymore, but still linear to the number of agents.

Proposition 2.13.1 There are $k$ possible control sets for agent $k$, i.e., $|\Theta(k)|=k$.
To bound the number of possible delegation structure in each control set, we use an additional assumption as follows.

Assumption 2.13.1 Agents can only sign contracts with their children in the process tree.

With the above assumption, we know the delegation structure is fixed and unique once given the control set, because the sub-structure in the delegation tree has to be the same as the sub-structure in the process path.

Similar to the proof of Lemma 2.3.2, we show the one-to-one mapping still exists by induction,

Lemma 2.13.2 In the linear probability model, for any agent $k$, given $\theta_{k}^{i}, 1 \leq i \leq k$, there is an one-to-one mapping between minimum contract payments and effort status. And the choice of effort status is bounded by $k-i+2$, i.e.,

$$
\left|\Psi_{k}\left(\theta_{k}^{i}\right)\right| \leq k-i+2
$$

Similar to the Theorem 2.3.3 in the more flexible delegation structure case, we have the same monotone inclusion property for the effort status here.

Theorem 2.13.4 The effort status satisfies monotone inclusion with the increasing of the contract payment.

Since this case fixes the delegation structure, we introduce a new and simplified dynamic programming algorithm along the working process path, and DP stores

- Control set of $k, \Theta(k)$.
- For each control set $\theta_{k}^{i} \in \Theta(k)$, set of all possible effort status $\Psi_{k}\left(\theta_{k}^{i}\right)$.
- For each effort status $\psi_{k} \in \Psi_{k}\left(\theta_{k}^{i}\right)$, the corresponding minimum contract payment $M_{k}\left(\psi_{k}\right)$.
- Minimum expected cost till $k, \operatorname{cost}_{k}$, and the corresponding optimal structure $\eta_{k}$.
where the minimum expected cost till $k$ is the minimum expect cost for the principal to motivate agents from 1 to $k$, denoted as $\operatorname{cost}_{k}$.

While the first three parts are computed in the previous section, now provide the algorithm to update the minimum cost at each stage.

Set $\operatorname{cost}_{0}=0$. For the first agent, cost till 1 is simply

$$
\operatorname{cost}_{1}=P(1) M_{1}(1)=\left(\alpha_{1}+\gamma_{1}\right) \frac{c_{1}}{\alpha_{1}} .
$$

Suppose $\operatorname{cost}_{i}, 1 \leq i \leq k-1$ at previous stages are all know, and $M_{k}\left(\theta_{k}^{i}, 1 \leq i \leq k\right)$ at current stage are all computed,

As showed in Fig. 2.29, the cost till $k$ with control set $\theta_{k}^{i}$ can be updated by

$$
\operatorname{cost}_{k}\left(\theta_{k}^{i}\right)=P(k) M_{k}\left(\theta_{k}^{i}\right)+\operatorname{cost}_{i-1} .
$$



Fig. 2.29.: Control set

And the minimum expected cost till $k$ is

$$
\begin{aligned}
\operatorname{cost}_{k} & =\max _{1 \leq i \leq k} \operatorname{cost}_{k}\left(\theta_{k}^{i}\right) \\
& =\max _{1 \leq i \leq k} P(k) M_{k}\left(\theta_{k}^{i}\right)+\operatorname{cost}_{i-1} .
\end{aligned}
$$

After find the optimal $\theta_{k}^{i^{*}}$. The optimal structure till $k$ (recording the set of agents directed controlled by the principal) is

$$
\eta_{k}=\eta_{i^{*}} \cup\{k\}
$$

Therefore, we have the following algorithm to find the optimal delegation structure and the corresponding minimum expected cost,

```
Algorithm 5: Optimal Delegation Structure
    for \(k=1\) to \(n\) do \(\triangleright\) agent \(k\)
        \(\operatorname{cost}_{k} \leftarrow 0\).
        for \(i=1\) to \(k\) do \(\quad \triangleright \operatorname{control} \operatorname{set} \theta_{k}^{i}\)
            Given \(\Psi_{k-1}\left(\theta_{k-1}^{i}\right)\), and \(M_{k-1}\left(\psi_{k-1} \mid \theta_{k-1}^{i}\right)\).
            Plot \(\pi_{k}\left(M_{k} \mid \theta_{k}^{i}\right)\) by 2.58 .
            Intersection points gives \(\Psi_{k}\left(\theta_{k}^{i}\right)\) and \(M_{k}\left(\psi_{k} \mid \theta_{k}^{i}\right)\).
            \(\operatorname{cost}_{k}\left(\theta_{k}^{i}\right)=P(k) M_{k}\left(\theta_{k}^{i}\right)+\operatorname{cost}_{i-1}\)
            if \(i=1\) or \(\operatorname{cost}_{k}>\operatorname{cost}_{k}\left(\theta_{k}^{i}\right)\) then
                \(\operatorname{cost}_{k} \leftarrow \operatorname{cost}_{k}\left(\theta_{k}^{i}\right)\).
                \(i^{*} \leftarrow i\)
        \(\eta_{k}=\eta_{i^{*}} \cup\{k\}\)
    return Optimal Structure \(\eta_{n}\) and minimum expected cost cost \(_{n}\)
```

Theorem 2.13.5 Time complexity is $O\left(n^{3}\right)$.
Proof As in Algorithm 5. There are $n$ stages ( $n$ agents), and at stage $k$, there are $k$ control sets.

For each control set $\theta_{k}^{i}$, we use the status of $\theta_{k-1}^{i}$ from previous DP to plot the new piecewise linear function, with pieces bounded by $O(k)$.

Overall, the time complexity is $O\left(n^{3}\right)$.

### 2.13.5 Counter Examples

These examples are supplementary materials for Section 2.4. The following one shows smaller control set may have a larger expected cost

## Example 23
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Fig. 2.30.: Example 1

Assume $\gamma_{i}=0$ and $\alpha_{i}=\beta_{i}=1 / 2$ for every agent.

$$
M_{i}^{0}=\frac{c_{i}}{\alpha} .
$$

At agent 4's level,

$$
\begin{aligned}
& M_{4}(1)=\frac{\alpha M_{1}}{\beta \alpha}=\frac{M_{1}}{\beta} \\
& M_{4}(12)=\frac{M_{2}}{\beta} \geq M_{4}(1) \geq M_{4}(4)
\end{aligned}
$$

In the delegation 1, at agent 5's level,

$$
\begin{aligned}
& \pi_{5}^{1}(5412)=p_{5} M_{5}^{1}-p_{4} M_{4}(412) \\
& \pi_{5}^{1}(541)=\left(p_{5}-\delta_{2}^{5}\right) M_{5}^{1}-\left(p_{4}-\delta_{2}^{4}\right) M_{4}(41) \\
& \pi_{5}^{1}(54)=\left(p_{5}-\delta_{1}^{5}-\delta_{2}^{5}\right) M_{5}^{1}-\left(p_{4}-\delta_{1}^{4}-\delta_{2}^{4}\right) M_{4}(4)
\end{aligned}
$$

we have the payment lower bound for 5 , from $\pi_{5}^{1}(5412) \geq \pi_{5}^{1}(541)$,

$$
\begin{aligned}
M_{5}^{1}(5412) & \geq \frac{p_{4} M_{4}(412)-\left(p_{4}-\delta_{2}^{4}\right) M_{4}(41)}{\delta_{2}^{5}} \\
& =\frac{p_{4} 2 M_{2}-\left(p_{4}-\delta_{2}^{4}\right) 2 M_{1}}{\delta_{2}^{5}}
\end{aligned}
$$

and from $\pi_{5}^{1}(5412) \geq \pi_{5}^{1}(54)$,

$$
\begin{aligned}
M_{5}^{1}(5412) & \geq \frac{p_{4} M_{4}(412)-\left(p_{4}-\delta_{1}^{4}-\delta^{4}\right) M_{4}(4)}{2 \delta^{5}} \\
& =\frac{p_{4} 2 M_{2}-\left(p_{4}-2 \delta^{4}\right) M_{4}}{2 \delta^{5}}
\end{aligned}
$$

In the delegation 2, at agent 5's level,

$$
\begin{aligned}
& \pi_{5}^{2}(541)=p_{5} M_{5}^{2}-p_{4} M_{4}(41) \\
& \pi_{5}^{2}(54)=\left(p_{5}-\delta_{1}^{5}\right) M_{5}^{2}-\left(p_{4}-\delta_{1}^{4}\right) M_{4}(4)
\end{aligned}
$$

we have the minimum payment for 5

$$
\begin{aligned}
M_{5}^{2}(541) & =\frac{p_{4} M_{4}(41)-\left(p_{4}-\delta_{1}^{4}\right) M_{4}(4)}{\delta_{1}^{5}} \\
& =\frac{p_{4} 2 M_{1}-\left(p_{4}-\delta_{2}^{4}\right) M_{4}(4)}{\delta_{1}^{5}}
\end{aligned}
$$

By setting $M_{2}$ close to $M_{1}$ but larger than $M_{4}$, we may have $M_{5}^{2}(541) \geq M_{5}^{1}(5412)$.
The following example shows, control set update step is not enough and may not be linear
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In the delegation 1, at agent 6's level,

$$
\begin{aligned}
& \pi_{6}^{1}(654123)=p_{6} M_{6}^{1}-p_{5} M_{5}^{1}(54123) \\
& \pi_{6}^{1}(65412)=\left(p_{6}-\delta_{3}^{6}\right) M_{6}^{1}-\left(p_{5}-\delta_{3}^{5}\right) M_{5}^{1}(5412)
\end{aligned}
$$

we have the minimum payment for 5

$$
M_{6}^{1}(654123)=\frac{p_{5} M_{5}^{1}(54123)-\left(p_{5}-\delta_{3}^{5}\right) M_{5}^{1}(5412)}{\delta_{3}^{6}}
$$

In the delegation 2, at agent 6's level,

$$
\begin{aligned}
& \pi_{6}^{2}(65413)=p_{6} M_{6}^{2}-p_{5} M_{5}^{2}(5413) \\
& \pi_{6}^{2}(6541)=\left(p_{6}-\delta_{3}^{6}\right) M_{6}^{2}-\left(p_{5}-\delta_{3}^{5}\right) M_{5}^{2}(541)
\end{aligned}
$$

We have the minimum payment for 5

$$
M_{6}^{2}(65413)=\frac{p_{5} M_{5}^{2}(5413)-\left(p_{5}-\delta_{3}^{5}\right) M_{5}^{2}(541)}{\delta_{3}^{6}} .
$$

We know $M_{5}^{2}(5413)=M_{5}^{1}(54123)+\frac{\left(p_{4}-\delta_{3}^{4}\right)\left(M_{4}(12)-M_{4}(1)\right)}{\delta_{3}^{3}}$, but it's possible that $M_{5}^{2}(541) \geq$ $M_{5}^{1}(5412)$ 。
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[^0]:    ${ }^{1}$ By the market clearance price, at the firm's optimal decision, it will consume all the supply from upstream.

[^1]:    ${ }^{1}$ delegate agent 2 to agent 1 is always inefficient, proved in next section.

[^2]:    ${ }^{3}$ every agent only needs to know its descendants' information.

[^3]:    ${ }^{4}$ including $k$

[^4]:    ${ }^{5}$ every agent only needs to know its descendants' information.

[^5]:    ${ }^{6}$ includes $k$.

[^6]:    ${ }^{7}$ If the transform function is linear, continuous task signal may work too.

