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ABSTRACT

Ayush, Jain Master of Science, Purdue University, December 2018. Using Latent
Discourse Indicators to Identify Goodness in Online Conversations. Major Professor:
Dan Goldwasser.

In this work, we model latent discourse indicators to classify constructive and col-

laborative conversations online. Such conversations are considered good as they are

rich in content and have a sense of direction to resolve an issue, solve a problem or

gain new insights and knowledge. These unique discourse indicators are able to char-

acterize flow of information, sentiment and community structure within discussions.

We build a deep relational model that captures these complex discourse behaviours

as latent variables and make a global prediction about overall conversation based on

these higher level discourse behaviors.

DRaiL, a Declarative Deep Relational Learning platform built on PyTorch, is used

for our task in which relevant discourse behaviors are formulated as discrete latent

variables and scored using a deep model. These variables capture the nuances in-

volved in online conversations and provide the information needed for predicting the

presence or absence of collaborative and constructive characterization in the entire

conversational thread. We show that the joint modeling of such competing latent

behaviors results in a performance improvement over the traditional direct classifica-

tion methods in which all the raw features are just combined together to predict the

final decision. The Yahoo News Annotated Comments Corpus is used as a dataset

containing discussions on Yahoo news forums and final labels are annotated based on

our precise and restricted definitions of positively labeled conversations. We formu-

lated our annotation guidelines based on a sample set of conversations and resolved

any conflict in specific annotation by revisiting those examples again.
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1 INTRODUCTION

In today’s world, online conversations are prevalent on news forums, social media

platforms and various other discussion websites involving a large number of people.

Although many of these conversations contain sarcasm, abuse and personal insults,

there are other conversations that are respectful and constructive in nature. Often,

they are informative, smooth and effortless which lead to synthesis of new ideas. To

date, most of the effort was directed towards identifying and filtering negative and

abusive content [1–3]. Unlike these works, the focus is on characterizing and auto-

matically identifying the positive aspects of online conversations [4–6].

Identifying the positive aspects of conversations can be helpful, not only in filter-

ing bad content online, but also in initiating or moderating online conversations that

promote group learning and forming stronger social bonds. Identifying these con-

versational behaviors can be used for estimating student engagement in classroom

learning, making meetings more productive and many other cases involving purpose-

ful conversations in a group setting.

We specifically focus on intentional conversations, which help in achieving a shared

goal such as completing a task, group problem-solving or gaining new insights about

the discussion topic. Rather than looking at the outcomes of such conversations (e.g.,

task completion [5]), we analyze conversational behaviors, specifically looking at in-

dications of collaborative conversations. These types of conversations are conducive

to group learning and problem-solving, they are characterized by purposeful inter-

actions, centered around a specific topic. Collaborative conversations encourage an

open and respectful exchange, allowing participants to present their ideas, respond

to ideas by others and elaborate on them.



2

It is very easy for humans to identify elements of goodness in conversations, by de-

tecting positive and constructive discourse behaviors as well as subtle negative and

rude behavior by the participants. These can include an open flow of ideas, a high

degree of engagement from all participants, politeness (or at least the lack of overtly

rude or hostile behavior) especially when disagreements rise to the surface. These

high level behaviors provide a strong indication for an overall collaborative conver-

sation. However, while easy for humans to identify, capturing these behaviors in an

automated way is highly challenging. Anecdotal evidence, collected by extracting fea-

tures from conversation transcripts can lead to conflicting information, as identifying

collaborative behavior relies on complex inter-post interactions. To further motivate

this observation, an example of a subtle distinction between presence and absence of

collaborative and constructive characteristics in conversations is shown below:

Non-collaborative and non-constructive conversation:

User A : I think that software piracy should not be tolerated in the developing

nations as it leads to huge losses for the companies

User B : Good point, I agree.

User C : I am glad that you agree.

Collaborative and constructive conversation:

User A : I think that software piracy should not be tolerated in the developing

nations as it leads to huge losses for the companies

User B : I wonder if we can ask only the professionals and upper classes in a

nation to pay reasonable prices for software

User A : That actually makes sense. It would ensure that there are no losses and

allow these countries to move into the information age resulting in widespread

adoption of software in emerging markets.
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In the first conversation, there is politeness and agreement but lacks enough content

that could lead to development of new ideas. The conversation dies with a short

reply from User B and C even if they agree with the User A’s opinion and there is

a overall positive sentiment. By capturing absence of balanced content contribution,

absence of idea development and presence of positive sentiment as different discourse

behaviors, one can easily infer that it is not a collaborative conversation. On the

other hand, in the second conversation, User B makes a remark that not only leads to

a new idea but allows User A to advance the idea further. The collaborative nature

of this conversation is evident from the balanced engagement of both users and the

development of relevant ideas in the conversation.

As seen in the examples above, polite disagreements can help promote collaborations,

as opposed to rude disagreements which would prevent good insights from being de-

veloped further. However, politeness on its own is not enough, as it often can be

used to avoid clarifying points of contention, which would hinder progress. Con-

versations can also drift from the main topic and lose their focus, or only serve a

social objective and lack meaningful content. In order to capture such subtle dif-

ferences, we define characteristics of collaborative and non-collaborative discussions

(Section 3), and use these definitions as annotation guidelines to construct a dataset

based on human judgments. Also, the focus is on conversation instead of a discussion.

Since discussions usually have a predefined goal with participants trying to push their

opinions and conversations are much more open-ended with participants listening to

the perspective of others, conversations tend to be more collaborative with people re-

specting the viewpoints of others resulting in more chances for new idea development.

Identifying such discourse patterns and their inter-dependency among them to make

a comprehensive judgment about the whole conversation is a challenging task. Distin-

guishing between distinctively good or bad conversations can be done using structural

and content-based features. However, the nuanced task of identifying collaborative
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conversations is more challenging, as it often has the characteristics of both. Collab-

orative conversations can be long or short and non-collaborative conversations can be

highly polite. Instead of relying on keyword-based analysis, it requires modeling the

conversational flow.

Our technical approach follows this intuition. We design a global relational model to

capture high-level discourse behaviors. Since we only have access to the raw conver-

sational text, we model these behaviors as discrete latent variables, used to support

and justify the final decision – whether the conversation is collaborative or not. We

use DRaiL [7], a recent framework for modeling decision dependencies in a deep learn-

ing framework. In this framework, decisions are formulated as first-order logic rules

and interpreted probabilistically as a graphical model. A DRaiL program consists of

a set of rules, each defining a factor template over a set of variables. Each rule is

associated with a neural architecture used to learn its scoring function, and a feature

representation definition, which describes how the model variables are represented.

Finally, a global decision is made by performing MAP inference.

Each rule describing a latent discourse behavior is composed of: (1) a template def-

inition written in first order logic specifying structural dependencies, (2) the neural

network architecture that will be used to learn the parameters of its scoring function,

and (3) the set of relevant raw features to be extracted and used for learning. These

higher level behaviors are mapped to the final prediction of goodness using additional

rules. Such rules enable the expressivity and interpretability of the relational model

simultaneously.

Using DRaiL achieves 2 goals. First, the declarative rule definition provides a con-

venient formalism for expressing the dependencies between the discourse behaviors.

When making a prediction, the latent variable activations provide a way to explain

the prediction and interpret the learned model. With this approach, it is easier to
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inject domain knowledge or impose constraints, and we end up with a model that is

easier to interpret and debug. Second, it allows for modular learning of discourse be-

haviors, with each rule learning a non-linear mapping from the raw-text to a specific

discourse behavior. In the end, the activation/deactivation of certain latent behaviors

allows the model to make the global prediction.

Our experiments (Section 5) show that the joint model involving global learning of

different latent discourse behaviors significantly outperforms a local model in which

all the raw features corresponding to different discourse behaviors are just combined

in a single neural network. We use the Yahoo News Annotated Comments Corpus [8]

and final labels are annotated based on the definitions mentioned above. We perform

additional experiments to see the performance of each individual latent discourse

behavior and measure the effectiveness of joint learning in the global model as well.
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2 RELATED WORK

Analyzing conversational data and identifying social and linguistic indicators for col-

laborative and anti-social interactions was previously studied in several works, in-

cluding dispute identification [1], counseling conversations [9] and most relevant to

this work, identifying constructive conversations [5, 6]. In this paper we adapt the

conversational data provided by Napoles et al. 2017b [8] to accommodate a more

restrictive definition of good conversation, focusing on collaborative behavior. Conver-

sations that are polite and socially pleasant without much content are not considered

as collaborative in our case. Also, conversations that do not include balanced engage-

ment from all the participants or contain few off-topic, insulting and rude posts are

not considered collaborative as well.

From a technical perspective these works attempt to characterize desired and un-

desired conversational behaviors using lexical and discourse features. For example,

[10] make use of domain-independent lexical and syntactic features on Wikipedia edits

to study the relationship between politeness and social power. Other works [11–14]

focus on the persuasive power of arguments made during the conversational interac-

tions.

Our technical approach is different, instead of directly building on the raw inputs,

we formulate the decision over a set of latent variables designed to capture fine-

grained behaviors. Reasoning over conversational interactions using latent variables

was previously suggested by Chaturvedi et al. 2014 [15], for predicting instructors’

intervention in MOOCs, our task aims to characterize the entire conversation, rather

than the actions of a single participant. Our latent variable formulation is used to

characterize the conversational style, engagement and information flow. Other works

focused on similar analysis in the supervised settings. For example, discourse relations
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between posts in conversational threads [16], and agreement and disagreement in

social media dialogs [17].

To formulate our decision over latent discourse behaviors, we define a global re-

lational model. The trade-off between local and global learning was explored in

traditional graphical models (e.g., MEMM vs. CRF), and more recently, specifically,

for dependency parsing [18,19]. While local learning is significantly faster, as it does

not require solving a combinatorial inference problem during training, the different

scoring functions learned might not be consistent with the correct global prediction.

For this reason, building complex global models over relational data has attracted

considerable attention in the machine learning community, and several high level

languages for specifying the structure of different graphical models have been sug-

gested. For example, BLOG [20] and CHURCH [21] were suggested for generative

models, and MLN [22], PSL [23], FACTORIE [24], and CCM [25,26] were suggested

for conditional models. On the other hand, combining deep learning with structured

models has been studied by several works, typically in the context of a specific task

or a specific inference procedure. These include dependency parsing [18, 27], tran-

sition systems [19], named entity recognition and sequence labeling systems [28, 29],

and models for combining deep learning and graphical models for vision tasks [30,31].

Using DRaiL, we can explore different modeling decisions, with the added benefit that

the scoring function for each factor can be learned using highly expressive models;

unlike the other declarative frameworks, which assume a fixed representation.
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3 TECHNICAL APPROACH

3.1 Task Definition

Collaborative and constructive conversations are purposeful interactions, often revolv-

ing around a desired outcome, in which interlocutors build on each others’ ideas to

help move the discussion forward. These conversations are an important tool in col-

laborative problem solving [32] and require collaboration skills [33,34]. To help make

this concept concrete, we manually analyzed the collaborative behaviors found in two

conversational datasets. The first, consisting of online students interactions which

focused on topics discussed in class, and were graded by the instructors. The second

dataset consisted of the Yahoo News Annotated Comments Corpus [6], which is less

structured and discusses a diverse set of topics. Building on previous work charac-

terizing collaborative interaction [33, 35], we identified repeating discourse behaviors

in collaborative and constructive behaviors and conversations lacking these traits.

These characteristics helped in operationalizing the definition of such discussions and

were used in the annotation guidelines for labeling data. Similar characteristics were

grouped together to represent a specific collaborative/non-collaborative discourse be-

haviors (as shown in bold below)

3.2 Model Overview

We build a probabilistic model mapping raw features from conversations to different

higher level latent discourse behaviors and make global prediction about the goodness

of the conversations based on these competing discourse behaviors. We defined dif-

ferent characteristics of collaborative and non-collaborative conversations above that
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were used to model high level latent discourse behaviors. These characteristics help

in differentiating collaborative and non-collaborative behaviors allowing for precise

human annotation along with feature extraction corresponding to each discourse be-

havior. This is followed by learning and inference in the joint model as specified in

DRaiL. Finally, all the relevant features are extracted from conversation threads and

are used to model different latent discourse behaviors are described in detail. These

features are used as input to the neural network used as scoring function for each

latent behavior.

3.2.1 Characteristics of Different types of conversations

It is important to specify our definition of collaborative and non-collaborative con-

versations along with their characteristics to ensure consistency in annotation and

allow grouping of different characteristics to unique discourse behaviors.(shown in

bold below).

Definition: A collaborative conversation is interesting, polite, rich in content and

one in which everyone feels part of. On the other hand, a non-collaborative conversa-

tion is boring, lacks relevant content with respect to the original top-most post and

does not seem like a constructive discussion. A collaborative conversation involves

working together and coming up with a set of ideas relevant to the original post. It

should have sense of direction to resolve something (such as answering a query or

substantiating their individual arguments for the original post). A non-collaborative

conversation should have a nice flow and continuity from one post to the next. The

participants take sincere interest in others and their viewpoints even when they are

in disagreement. In a collaborative conversation, the participants are able to relate to

what others are saying and can ask clarifying questions if they feel like. In contrast,

a non-collaborative conversation involves people not taking each other seriously. The

overall tone of the conversation shows lack of respect (example: opinions are dis-
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missed, talking over others, interrupting others etc.). The post may or may not be

long but it definitely lacks relevance to the original post.

Now, we describe characteristics of different higher level good and bad discourse

behaviors that help in the formulation of our annotation guidelines.

NEGATIVE DISCOURSE BEHAVIORS:

Low Idea Development

• Users deviate from the thread topic and discuss something else

• Users ignore ideas raised in previous turns and only care about their ideas

• The participants are just repeating each other viewpoints

Low User Engagement

• Users show little interest in the discussion topic

• Users involve in shallow discussion, consisting of mostly telling jokes or sharing

links, or similar activities

Negative Sentiment

• Disagreements are not resolved politely and respectfully

Presence of Rudeness

• Abusive, impolite or rude content

POSITIVE DISCOURSE BEHAVIORS:

High Idea Development

• The users stay on topic with respect to the original top-most post
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• New ideas formed and developed based on preceding turns

Reference to previous posts

• There is continuity in discussion and the users refer to the previous post

Back and Forth

• Users support and appreciate the ideas shared by others. Disagreements are

generally polite

Positive sentiment

• Positive interaction between users. It can be informal through use of emoticons

etc.

High User Engagement

• Discussion is insightful and/or meaningful to the participants of the conversa-

tion

Balanced content distribution

• Balanced contribution by the all the members in the group

High Questioning Activity

• People advance the conversations by asking interesting questions

Some of the interesting sample conversations representing the different sets of above

mentioned nuanced behaviors (found during annotation phase) are shown below:

Example 1: Families struggling with teens’ phone addiction

Behaviors present: High Idea development, Reference to previous posts, High user

engagement, Balanced content distribution
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User A : All the people I know that are under 35 say that we old people are

out of touch and that things have changed. Part of that may be true, but

we can see what this phone addiction is doing to people. I am just surprised

to see that the research shows young people check their phones at least once

an hour. It seems more like once every 10 minutes. Of course, the survey

did not point out the rest of the hour is spent holding the phone, massaging

the phone, using the phone as a pacifier, or cuddling the phone as if it is a

helpless puppy. Does anyone but me think it might not be safe for an eight

or nine year old kid to be distracted by a phone when they are around busy streets?

User B : Just look at the young people driving, they constantly have their

phone in their hand. If they aren’t looking at it while driving they’re getting

ready to as they slowly come to a stop at a red light. I saw a guy so engrossed

in his phone at a stop light about 15 cars made their left turn, double lane,

while he sat there all alone. I was actually moving to go through my green when

he finally looked up to see he was the only complete idiot on the road at that time.

User C : Well said. I have been saying this for years but let’s not put

all the blame on the kids. We, the adults, go out to dinner with our kids and

allow the kids to look at their phones at the table. Us adults do the same thing

so the kids see this as ok.

Example 2: Watch This Tesla’s Autopilot Save a Driver’s Life

Behaviors present: Reference to previous posts, Low idea development, Presence

of subtle rudeness, High user engagement, Balanced content distribution
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User A : The only great thing to self driving cars is that hopefully traffic

congestion will not be as bad. The reason there’s traffic, not accident bound, is

because everyone is driving at different speeds. There’s always those that are

speeding and those that speed. These inconsistent speeds cause traffic.

User B : I speed every time I touch the interstate. Normally doing about

85-90 in a 75 and honestly it’s a bad habit of mine. Luckily, I only see wrecks

on people who actually do the speed limit, usually due to the fact that I may

be speeding, but I’m also paying attention to everything around me instead of

thinking I’m doing fine and checking my phone or looking at the sights around

me. Get rid of phones and such in the car, see a decrease in idiotic driving.

(Disclaimer: Don’t speed. I do it because I’m an idiot.)

User C : If you’re speeding that’s not anyone else’s fault, the speed limit

is just that a limit! The minimum speed on all interstate highways is 40 mph per

the us regulation.

Example 3: What Is Batman V Superman’s Connection To the Flashpoint

Paradox?

Behaviors present: Negative Sentiment, Presence of Rudeness, Low idea develop-

ment, High Questioning Activity, Imbalanced Content distribution

User A : I understood it for what it was, most comic book fans probably

understood it for what it was too.. The average movie-goer was probably like

BAD-KEYWORD is this BAD-KEYWORD. Just like so many of them are

complaining about the mere fact that Batman was fighting Superman and

how in RL we all know Superman would just destroy Batman. LOL people
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literally saying in real life about comic book characters. learn to take movies for

what they are. A chance to suspend or ignore reality for 2 hours and just have fun

User B : Yes.. enjoy the movie.. will watch it again.

User C : Your criticism is short-sighted and narrow. I was perfectly will-

ing to suspend by disbelief. However, when you are asked to suspend your

disbelief to the point where the characters no longer act as themselves, it is

poor storytelling. I refuse to lower my bar and accept anything that is thrown

at me simply because it is a superhero story (that I’ve waited a half century to

see). Why must we continue to be subjected to these ”re-imaginings” of beloved

characters by hacks who were never creative enough or talented enough to have

imagined them in the first place?

3.2.2 Annotation guidelines

Based on our definitions of positive and negative conversations along with their

characteristics, our annotation guidelines are formulated to classify conversations in

the dataset as positive or negative. Two human annotators labeled the conversations

based on these guidelines and tie breaks in annotation are resolved with thorough dis-

cussion after one iteration of annotation. The higher level discourse behaviors allow

annotators to look for different indicators and make a final decision about the overall

conversation based on the weightage of different behaviors in a conversation.

We have a very restricted definition of goodness in our scenario as mentioned be-

fore. Conversations that are polite and socially pleasant without much content are

not considered as good in our case. Also, conversations that doesn’t include balanced

engagement from all the participants or even contain few off-topic, insulting and rude
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posts are not considered good as well.

We also made sure that the topic of original post is not used in the determination

of discussion quality. The length of a post was also not used in the determination of

discussion quality. The respectfulness of posters was determined based on context in

the discussion and not just finding good/bad words individually. If most of them have

elements of goodness, then it is considered a positive conversation If the conversation

has concluded based on the original post, still conversation is positive even if there

is slight deviation from the theme. We ignored grammatical mistakes as long as we

were able to identify the ideas/thoughts in the discussion

3.3 Probabilistic Model in DRaiL

Identifying collaborative conversations requires characterizing nuanced behaviors.

These behaviors often are not the product of a single conversational turn, or are

expressed directly in the specific word choice in it. These behaviors are defined at an

aggregate level by combining multiple turns. Previously, this analysis was defined by

extracting features directly from the raw data, each behavior associated with a set of

features. Unfortunately, these features provide a rough characterization of social and

discourse behaviors, and can include conflicting indications.

Instead, we view this decision as a probabilistic reasoning process, in which the raw

features from conversations are associated with different higher level latent discourse

behaviors and allowing us to make a globally consistent prediction.

This process is described in figure below. First, we define different characteris-

tics of collaborative conversations that are used to model high level latent discourse

behaviors. We denote these behaviors as h = 〈h1, ..., hk〉, each captured by a bi-

nary latent variable, indicating if the high level pattern is active or not in the given

thread. Each latent variable decision is scored by a Neural net, and uses a set of fea-

tures capturing relevant properties in the input conversation. These indicators help
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Figure 3.1. Inference

in identifying collaborative behavior, captured by the higher order factors in Fig-

ure 3.3.1, connecting the discourse behaviors with the final prediction, denoted y, a

binary output value. Finally, all the relevant features extracted from conversation are

used to score the final prediction, in addition to the latent discourse indicators. We

implemented this model in DRaiL [7], a recently introduced framework for combining

declarative inference with deep learning, described briefly in the following section.

3.3.1 Inference in DRaiL

DRaiL uses a First-order logic template language to define structured prediction

problems. A task in DRaiL is defined by specifying a finite set of entities and predi-

cates. The predicates can correspond to hidden, latent or observed information and

a specific input is defined by the instantiations of these elements. Decisions are de-
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fined using rule templates, formatted as horn clauses: A ⇒ B, where A (body) is a

conjunction of observations and predicted values, and B (head) is the output variable

to be predicted. The collection of rules represents our global decision, taking into

account the dependencies between the rules using a set of constraints C, defined over

indicator variables ri for each rule instance. Each rule grounded is scored using a

neural net, defined over a parameter set w.

The inference procedure can then be expressed as shown below where ri corre-

sponds to a particular rule grounding along with it’s particular score.:

y∗ = arg max
∀ri

∑
i

ri ∗ scorei(xi,h, y,w) (3.1)

subject to set of constraints C, for all i: ri belonging to [0,1] and xi is a problem

component tied to rule network i

We define rule activations over Boolean variables ri for each rule grounding, indicating

whether they are active or not. The final prediction y* corresponds to the collection

of heads in active rule groundings.

3.3.2 Local vs Global learning in DRaiL

rule: Thread(T) ⇒ FinalLabel(T)

Local Learning: In this modality, each rule template is treated as an independent

learning problem and their associated network parameters are optimized separately.

We feed each network all observed instances of the rule in the training data. The

architecture, learning choices and hyperparameters are configurable and can be tuned

for each subproblem. At prediction time, we generate rule groundings by enumerat-

ing all possible values for the rules variables given its domain and score the factors

using the neural nets. In order to enforce consistency between variable assignment

and dependency among them, relevant constraints are taken into consideration in the
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ILP formulation.

rule: Thread(T) ⇒ LatentBehavior(T,B)

rule: LatentBehavior(T,B) ⇒ FinalLabel(T)

where B ∈ Latent Behavior Set {Idea Development, Reference to previous post,

Sentiment, Content Length, Back and Forth, Rudeness, High Questioning Activ-

ity, User Engagement}

Global Learning using latent variables: While prediction in DRAIL always

uses global inference, we might fail to optimize for certain structural dependencies

when we minimize the loss function for each rule independently. For this reason,

we incorporate the option of using inference at training time and define a structural

objective that promotes correct global predictions. For example, when training a

collective classification task such as stance prediction on a debate network, each user

and its friends can be considered to make a collective prediction. Then the structured

hinge loss is used for updating the parameters in all networks

min
w

λ

2
‖w‖2 + δ (3.2)

δ =
∑
iεrule

max
yεY,hεH

(scorei(xi,h, y,w) + cost(y, ti))−max
h

scorei(xi,h, ti,w) (3.3)

where xi and ti are the problem components and gold predictions tied to rule

network i, Y denotes all possible predictions, and scorei() is the output of the last

hidden layer of the corresponding network.

3.3.3 Constraints in DRaiL

In order to enforce consistency between variable assignments and dependencies

among them, the following five types of constraints are taken into consideration in an
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ILP formulation:

• Negation Constraints: The first type constraints ensure exclusive activation of

a head predicate and its negation at the same time

• Implied Contraints: Each rule template defines the dependency between body

and head. This dependency is reflected between the rule groundings variable

and the head variables in the body

• Rule/head constraints: One head predicate can be associated with multiple rule

grounding variables. Activation of any rules in ruleset(j) ensures the activation

of the head variable. On the other hand, the activation of the head variable

ensures the activation of at least one of its corresponding rule variables

• Binary/multi-class/multi-label constraints: In many problems, we are facing

multi-class or multi-label decisions. DRAIL guarantees this by adding suitable

constraints. For instance, in the multi-class case, among all head variables on

the same entity, only one of them is activated while the others remain inactive,

as a decision is made on which class to choose. Note that the constraints for

binary predicates can be covered by the negation constraints mentioned above.

• Hard constraints from rule definitions: Users can define hard constraints in

the rule templates, which usually infuse prior knowledge and thus improve the

prediction capacity. Rule groundings of these templates are dealt differently as

the activation of such a rule depends on the activation of all body predicates

Overall, a DRaiL program describes the interaction between inference, learning,

and representation. It is defined over a set of predicates, which can represent either

an observed value or an output prediction. From that perspective, each rule defines

a factor template, and we learn the parameters of the scoring function for each rule

using deep learning architectures. Architectures can be different for each rule and
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normalized into a probability distribution to allow global inference over all competing

values representing different discourse behaviors

3.4 Modeling different discourse behaviors

We model a set of nine latent discourse behaviors in DRaiL. We associate one

neural network with each latent behavior rule, and relevant features are extracted as

inputs. The presence or absence of a latent behavior depends on extracting the correct

features from the conversation threads. In this section, we describe the behaviors that

we consider, as well as the set of features used to capture them.

Sentiment related behaviors

Capture the overall emotion and attitude of the conversation.

rule: Thread(T) ⇒ Sentiment(T,S)

Feature Representation: We use the degree of positive, negative and neutral senti-

ment, along with the degree of intensity for the top most post, and the mean of the

degree of intensity for subsequent posts.

Balanced Content Distribution related behaviors

Capture the level of participation for all users in the conversation.

rule: Thread(T) ⇒ Balanced(T,B)

Feature Representation: We use the number of sentences per post, the number of

words per posts, the depth of the post, and indicators for the distribution of content

among the participants. For content distribution, we use the average of the ratio

between the length of each post in a thread and the length of the main post.
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Controversial behaviors

Capture the level of disagreement and heated discussion on specific topics.

rule: Thread(T) ⇒ Controversial(T,C)

Feature Representation: We measure ratio between upvotes (u) and downvotes (d),

as well as other measurements: u− d, u+ d, and u/(u+ d). This way we gauge post

popularity as well as disagreement among people.

Reference to Previous Posts related behaviors

Capture the degree to which users follow up on previous statements.

rule: Thread(T) ⇒ PrevRef(T,R)

Feature Representation: We use the presence of second person pronouns (e.g. you,

yours, yourself), quotes of previous posts, and the use of the @username tag to refer

to another person.

Back and Forth behaviors

Capture the exchange of ideas with a lot of competing arguments.

rule: Thread(T) ⇒ BacknForth(T,B)

Feature Representation: We use agreement and disagreement markers, indicators of

sufficient content, and references to previous posts

Idea flow related behaviors

Capture the advancement of ideas put forth by members in a conversation.
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rule: Thread(T) ⇒ IdeaFlow(T,I)

Feature Representation: We use lexical chains [36] to link related words across the

conversations representing ideas. This is followed by ranking the chains using different

criteria: 1) Length, measured by counting the number of occurrences of members in

the chain, 2) Homogeneity index, measured as 1 - the number of distinct occurrences

divided by the length.

Rude behaviors

Capture offensive or ill-mannered speech that obstructs meaningful discussions.

rule: Thread(T) ⇒ Rude(T,R)

Feature Representation: We model the presence of profanity, use of bad words, and

indicators for posts that are too short.

User Engagement related behaviors

Capture the general response of users to a conversation.

rule: Thread(T) ⇒ UserEng(T,E)

Feature Representation: We use the number of posts, as well as the number of threads

initiated by the user

Questioning behaviors

Capture the different questions asked by the participants.
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rule: Thread(T) ⇒ Ques(T,Q)

Feature Representation: We model the presence of question marks, indicators for dif-

ferent types of question (who, how, what, why, when etc.), and indicators of whether

it is a descriptive, relational or causal question.

Finally, as explained in section above, we add a rule of the form LatentBehavior(T,B)

⇒ FinalLabel(T) for each described behavior to condition the final decision on all

the latent behaviors. For each conversation thread and behavior, we generate one

instance of the rule for the case of an active latent behavior, and one for the case of

an inactive latent behavior. We use a bias term as an input to these networks (i.e.

1) and learn a single parameter to capture whether a latent variable is active or not.

The inference procedure in DRaiL makes the final decision and guarantees that each

behavior is either active or inactive for a given thread.



24

4 EXPERIMENTS AND EVALUATION

In this section, we describe the dataset and evaluate our two DRaiL learning models.

First, a local model that predicts whether a conversation is collaborative or not by

using all discourse features as inputs to a single neural net. Then, a global model

extending the local version by modeling the latent discourse behaviors defined in pre-

vious section. We also conduct additional experiments evaluating the contribution of

different discourse behaviors, as well as our model’s ability to capture these behaviors

using latent variable training.

4.1 Dataset and Experimental Settings

We annotate the conversations on the Yahoo News Annotated Comments Corpus [8]

by following the guidelines specified in previous section. The resulting dataset con-

sists of 2130 conversations for training, 97 for validation and 100 for testing. The data

is imbalanced with more conversations labeled as non-collaborative. In addition, to

evaluate our latent variable formulation, we annotated the fine-grained discourse be-

haviors for a sample set of 103 conversations from the training data.

We used feedforward networks for all rules, with one hidden layer and a softmax

layer on top. All hidden layers use sigmoid activation functions. The number of

hidden units are: 400 for the local rule, 50 for idea flow and 100 for all remaining

behaviors. We didn’t use a hidden layer for rules that map a latent behavior to a

final decision. We used SGD and a learning rate of 0.01 for training. After training,

we tuned weights for the different rules using the validation data.

As mentioned before, the conversations are annotated based on our strict defini-
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tion of goodness which resulted in majority conversations (greater than 60%) being

labeled as bad conversation in the dataset.

We use Macro precision, recall and F1 score as our evaluation measure because the

dataset is imbalanced and we want to focus our model’s performance on minority

class (good conversations) as well. We also use validation set for testing our trained

model and prevent overfitting. In DRaiL, all the implemented models (global or lo-

cal) use early stop approach to terminate training of neural network(s) after specific

number of epochs and select the best estimated trained model based on performance

on validation set. This trained model is then evaluated on our test set and results

are shown below.

4.2 Experimental results

For evaluation, we first compare our global model involving latent discourse behaviors

with different baselines in order to measure the effectiveness of joint learning as shown

in Table 4.1. We compare the two DRaiL models described above with two linear

baselines: a linear model using BoW features, and an additional model enhanced

with discourse markers features. Both models use a SVM classifier. Results can be

observed in table 4.1. Since our DRaiL models use non-linear neural networks, both

perform better than the linear models. The global model outperforms the local ver-

sion, increasing the F1 score by 4.7 points. These results demonstrate the advantage

of modeling competing discourse behaviors jointly and performing inference, as op-

posed to just representing them as features to a neural model. Our experiments show

that the global model results in improved performance, as a result of modeling dis-

course behaviors. However these behaviors are learned as latent variables, which may

not capture valid patterns. To evaluate the latent model correctness, we conducted

an additional experiment below.
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Model Precision Recall F1

Baseline Linear SVM(BoW) 0.600 0.580 0.590

Baseline Linear SVM(BoW + discourse indicators) 0.630 0.610 0.620

DRaiL Local model (Non-linear - single neural net) 0.650 0.640 0.640

DRaiL Global Model (with all latent behaviors) 0.690 0.680 0.687

Table 4.1.
Global Model compared with different baselines

4.3 Latent discourse behavior analysis

A sample set of 103 conversations annotated by us is used from training set to ana-

lyze individual latent behavior to evaluate how well we capture the latent behaviors

described in previous section. For this purpose, we used a sample set, annotated for

discourse behaviors based on the definitions provided in above section, and evaluate

the latent variables activations produced by our global model. Table 4.2 describes the

results. We can observe that identifying rude behaviors yields the highest F1 score

(0.62), this is because it is straightforward to identify negative and abusive words

in a conversation. The same can be said for the balanced content behavior, given

that structural features are very informative. Lexical chains are also successful at

capturing idea flow behaviors. However, controversial and back and forth behaviors

are more challenging and thus exhibit lower performance.

These results are obtained without explicit supervision, and depend on the initializa-

tion point of the model and the learning process connecting the latent model with

observed outcomes. Table 4.3 captures the performance on sample set conversations

before and after global learning i.e. initial epoch to the best epoch. This experiment

is just to validate that performance on sample set is better than evaluation set since

sample set is a part of training set. Table 4.4 captures the impact of the learning

process, by comparing the performance of latent behaviors prediction before (i.e., us-
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ing the model initialization point) and after global training. This is done to measure

the bias introduced by initializing the model and tuning the rule weights, against the

outcome of the global procedure. Performance consistently improves for all discourse

behaviors, a clear indication that we are learning meaningful latent information with

our model.

Individual Behavior Precision Recall F1

Idea Flow 0.627 0.609 0.574

Controversial 0.364 0.50 0.420

Balanced content 0.520 0.720 0.610

Sentiment 0.547 0.558 0.548

User Activity 0.568 0.592 0.570

Reference to previous posts 0.545 0.340 0.427

Questioning Activity 0.515 0.520 0.511

Rudeness specific 0.650 0.590 0.620

Back and Forth 0.530 0.510 0.520

Table 4.2.
Individual Latent Behavior performance on sample set after global learning

Evaluation metric Before Learning After Learning

Precision 0.45 0.71

Recall 0.49 0.69

F1 score 0.43 0.70

Table 4.3.
Comparison of performance on sample set conversations before and
after global learning
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Individual Behavior F1 score before learning F1 score after learning

Idea Flow 0.371 0.574

Controversial 0.390 0.420

Balanced content 0.541 0.610

Sentiment 0.462 0.548

User Activity 0.521 0.570

Reference to previous posts 0.299 0.427

Questioning Activity 0.427 0.511

Rudeness specific 0.514 0.620

Back and Forth 0.470 0.520

Table 4.4.
Latent discourse behavior comparison of sample set before and after global learning

Model Precision Recall F1

All behaviors except Sentiment 0.495 0.495 0.490

All behaviors except Idea flow 0.620 0.584 0.580

All behaviors except Balanced Content 0.579 0.587 0.546

All behaviors except Questioning activity 0.592 0.569 0.568

Idea flow + Sentiment + Balanced content 0.675 0.61 0.608

Idea flow + Sentiment + User Activity 0.66 0.507 0.264

Sentiment + Balanced Content

+ Controversial + Questioning activity 0.681 0.599 0.596

Table 4.5.
Discourse Behavior Ablation

4.4 Latent Discourse Behavior Ablation study

We also performed an ablation study to see if the global model is driven by any

particular discourse behavior or group of discourse behaviors. It also gives an indica-
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Model Type F1 without gold latent labels F1 with gold latent labels

Type I (0.653 F1 on test set) 0.620 0.640

Type II (0.666 F1 on test set) 0.689 0.630

Type III (0.687 F1 on test set) 0.700 0.640

Table 4.6.
Classification performance on sample set with and without gold latent labels

tion about the impact of a particular behavior in case performance drops significantly

by removing one particular behavior. As we can see in Table 4.5, capturing sentiment

behavior plays an important role as the performance significantly drops without it.

Also, just using rules related to idea flow, sentiment and balanced content behaviors

leads to an F1 score of 0.61.

4.5 Effect of gold values of latent behaviors on global prediction

In table 4.6, we compare 3 different types of global models to see if providing

gold labels for latent behaviors help in boosting the performance of overall global

prediction. Although it shows a performance increase in Type I model but not in

others which can be due to the fact that different latent behaviors have not been

captured correctly.

4.6 Different weightage of local classifier in the global model

Finally, we check the imapct of different weightages of local classifier i.e. local

rule in the global model to see the extent to which global model is driven by latent

rules and local classifier. Suprisingly, the performance of global model inclreases with

the increase in weightage of local classifier upto 0.5 and then decreases. This maybe

due to the fact that the features corresponding to local classifier might be conflicting

with features corresponding to latent rules in the global model.
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Weightage of local classifier

in global model Precision Recall F1

0.1 0.509 0.510 0.508

0.3 0.652 0.614 0.619

0.5 0.679 0.660 0.687

0.7 0.660 0.637 0.644

0.9 0.653 0.606 0.610

Table 4.7.
Final global classification performance using different weights of Local
classifier in the global model

4.7 Additional Experiments

We also performed 5-fold cross validation in which training, testing and validation

data were combined and reshuffled to test the robustness of the global model and sen-

sitivity of test data. The results were in the range of 0.50-0.69 for same configuration

of initial weights. It is possible that these weights can be tuned more to give better

performance for different sets.

Also, random feature experiment was performed in which different latent rules were

associated with random sets of features to see if the semantic interpretation of latent

rules plays a role in overall global decision for the conversation. It was seen that the

random latent rules performed much worse around 0.50-0.55 for the same test data.

One more important experiment was to see the drastic difference between linear and

non-linear neural networks used for the latent rules. If there was no hidden layer

used for each of the latent rules, the performance dropped drastically to F1 score of

around 0.50 from 0.687.

Finally, different other configurations like hot start in which local learning for the lo-

cal rule was done initially followed by global learning involving all the latent rules was

done which decreased the performance of the global model. Also, few hard constraints
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were tested in the global model involving some values of latent rules to see if it helps

in the global prediction, but it didn’t make any different in the final prediction. It

can be due to inappropriate choice of latent rules for hard constraints or incomplete

features used for those specific latent rules.
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5 SUMMARY AND FUTURE WORK

A deep latent-variable approach for the problem of identifying collaborative conversa-

tions online was shown above. The beauty of this approach is that it allows us to ac-

commodate more nuanced discourse behaviors in the future . Each nuanced discourse

behavior can be considered as a separate line of research. Capturing such complex be-

haviors (almost) perfectly and their dependencies allows us to make global prediction

about various kinds of decisions including overall collaborative/non-collaborative be-

havior. We used DRaiL, a framework for combining declarative structural modeling

with deep learning, and showed that both aspect contribute to better performance on

Yahoo forums dataset, demonstrating how adding additional inductive bias through

constrained latent variable models can improve learning.

We can have more refined annotation guidelines to capture diverse set of conversa-

tions, complex topic ideas and resolve tie-breaks for ambiguous/interesting examples.

Similarly, it can be used to test the learnt global model on a completely different sets

of conversations in out of domain settings to see the effectiveness of latent rules used

to represent semantic behaviors.

Out of various discourse behaviors identified during annotation process, novelty and

off-topic behavior in conversations were most difficult to identify as the conversation

has to be off-topic to a certain extent in order to be classified as novel but not deviate

too much to derail the conversation.

Also, we can have more complex rules involving latent variables to capture more

nuanced behaviors identified during the annotation process and initial weights can be

assigned based on certain heuristics developed during the annotation process.
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Finally, collaborative and constructive interactions can help leverage the synergy

between team members when tackling complex problems, we hope that this work

will help contribute to the efforts of developing automated systems supporting such

processes.
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