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The chemical complexity of hydrocarbon fuels and the fast-expanding list of potential plant-

derived biofuels pose a challenge to the scientific community seeking to provide a molecular 

understanding of their combustion. More refined spectroscopic tools and methodologies must be 

developed to selectively detect and characterize the widening array of fuel components and 

combustion reactive intermediates. The direct relationship between molecular structure and 

rotational frequencies makes rotational spectroscopy highly structural specific; therefore, it offers 

a powerful means of characterizing pyrolysis intermediates. This thesis describes experimental 

work using broadband microwave spectroscopy to address a number of challenging problems in 

the spectroscopy of gas complex mixtures. 

Usually, the observed rotational spectra contain contributions from many distinct species, 

creating a complicated spectrum with interleaved transitions that make spectral assignment 

challenging. To assist with the process, a protocol called “strong-field coherence breaking” (SFCB) 

has been developed. It exploits multi-resonance effects that accompany sweeping the microwave 

radiation under strong-field conditions to output a set of transitions that can confidently be 

assigned to a single component in a mixture, thereby reducing the spectral assignment time.  

The broadband chirped pulse Fourier transform microwave (CP-FTMW) spectra of guaiacol, 

syringol, 4-methyl guaiacol, 4-vinyl guaiacol were recorded under jet-cooled conditions over the 

2-18 GHz frequency range. Using data from the 13C isotopomers the r0 structure of guaiacol was 

determined by means of a Kraitchman analysis. The tunneling due to OH hindered rotation was 

observed in syringol and the V2 barrier was deduced to be 50% greater than phenol’s barrier. This 

is due to the intramolecular H-bonding between the hydroxy and the methoxy groups. The internal 

rotation barrier for the methyl group for 4-methyl guaiacol was also determined. Moreover, the 

spectral assignment of the two conformers of 4-vinyl guaiacol was sped-up by using SFCB.  The 
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main structural insight from these lignin-related molecules was that polar substituents dictate the 

magnitude and type of structural shift that occurs relative to that of the unsubstituted aromatic ring. 

In the next part of my work, the pyrolysis of 2-methoxy furan was carried out over the 300-

1600 K temperature range, with microwave detection in the 2-18 GHz frequency range, using high-

temperature flash pyrolysis micro-reactor coupled with a supersonic expansion. The SFCB 

technique was used to analyze and speed up the line assignment. The 2-furanyloxy radical, a 

primary, resonance-stabilized radical formed by loss of a methyl group in the pyrolysis of 2-

methoxy furan, was detected and its molecular parameters were determined. 

Finally, a unique setup that combines the high-resolution spectroscopic data provided by 

chirped pulse Fourier transform microwave (CP-FTMW) spectroscopy with photoionization mass 

spectra from a vacuum ultraviolet (VUV) time-of-flight mass spectrometer (TOF-MS) was used 

to find optimal conditions to detect reactive intermediates and make full assignments for the 

microwave spectra of phenoxy radical and o-hydroxy phenoxy radical over the 2-18 GHz range. 

Phenoxy radical was generated through the pyrolysis of anisole and allyl phenyl ether. Using a 

combination of data from 13C isotopomers and fully deuterated phenoxy radical, in combination 

with high level ab initio calculations, a near-complete r0 structure for the radical was obtained.  

The structural data point to the radical being a primarily carbon-centered rather than oxygen-

centered radical.  Using guaiacol as precursor, we studied the spectroscopy of the o-hydroxy 

phenoxy radical, whose structural data is compared with that of phenoxy to understand the role 

played by the hydroxyl group in modifying the resonance stabilization of the radical. 
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CHAPTER 1. INTRODUCTION 

1.1 Renewable Fuels 

Combustion of fossil fuels - coal, oil, and natural gas – account for about 85% of the energy 

consumed worldwide.1 The rapid worldwide increase in the consumption of fossil fuels to meet 

energy demand suggests that the depletion of petroleum and natural gas reserves is unavoidable. 

Therefore, the limited fossil resources and climate impacts due to carbon dioxide emissions have 

made it critical that we find ways to produce and use renewable, carbon-neutral fuels. The first 

generation of biofuels converted sugars and starch to ethanol; nonetheless, compared with 

petroleum-based fuels, ethanol is much less dense in energy.2 Also, due to its polar molecular 

structure ethanol is hydroscopic and forms an azeotrope with water. Butanol has also been 

considered as a candidate for biofuel since it has a longer chain and it has a higher energy density. 

Ultimately, fuels derived from sugar and starch are disruptive to the food chain; thus, they are not 

sustainable in the long run.  

Biomass is a term used for plant-based materials that are not used for food, and it is one of 

the few renewable natural resources that can be utilized to reduce both the number of fossil fuels 

burned and several greenhouse gases formed during fossil fuel combustion processes. Biomass-

based fuels form a closed, carbon-neutral cycle, where the excess CO2 from combustion can be 

recycled through the growth of renewable biomass. Among the benefits of using biomass instead 

of fossil fuels are its better greenhouse gas balance, an enhanced energy supply security (if biomass 

is produced and burned in the same region), and its status as a renewable source for carbon-based 

fuels.3 However, separation of most biomass waste is a complicated process that involves organic 

solvents. In order for bio-based chemical production to be self-sustainable, these solvents must 

also be bio-based and can’t be derived from crude oil.4  

Various types of biomass feedstocks are available for the production of biofuels. Sugars 

and vegetable oils are considered as “first generation” biofuels, whereas lignocellulosic biomass 

and residues from agriculture and forestry are considered “second generation” biofuels.5 With the 

goal of producing fuels derived from the inedible portion of plants, there have been several 

improvements in the past few years in thermochemical and biochemical processes to convert 

lignocellulosic biomass to fuels. For thermochemical processing of the whole feedstock, the raw 
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material is mechanically processed, and it is introduced into a reactor where it undergoes 

gasification (some oxygen) or pyrolysis (no oxygen) to make intermediates which can be turned 

into desirable end-products. Thermochemical technologies can convert biomass to fuels in a matter 

of seconds, which gives them an advantage over enzyme-catalyzed processes; however, they 

require large capital and transportation costs to handle the quantity of feedstock needed for 

operation.6  

Numerous factors need to be considered when creating a renewable and cost-competitive 

bio-based fuel. Any potential biofuel should ideally possess similar properties to gasoline or diesel, 

since that will allow them to be efficiently distributed and stored using existing infrastructure, and 

possibly burned in existing engines. It is also important to consider any potential environmental 

consequences associated with producing or distributing the fuels.  Many different molecules can 

potentially be used as fuels that can be synthesized from lignocellulosic biomass, ranging from; 

alkylated furans and furanic ethers to alkyl ethers and lactones. However, it is likely that the ideal 

fuel will be a blend of different molecules, and in any case, if these molecules are to be part of the 

future fuels, it is important to understand both their pyrolysis and combustion in considerable detail. 

As with petroleum-based fuels, identifying pathways that produce harmful emissions is 

particularly important, and this necessitates a fundamental understanding of the elementary 

reaction steps involved, including identifying important reactive intermediates involved. 

1.2 The Role of Reactive Intermediates in Combustion 

Clean-burning, renewable, oxygenated fuels such as alcohols, ethers, and alkyl ethers are 

considered to be possible replacements for conventional gasoline and diesel fuels. The chemical 

complexity of the fast-expanding list of potential plant-derived biofuels poses a challenge to the 

scientific community that seeks to provide a molecular-scale understanding of their combustion. 

Experimental data on the reaction pathways, kinetics, and product branching ratios of individual 

reaction steps can help the development of accurate combustion models. In order to predict the 

combustion behavior of more complex fuels, more refined spectroscopic tools and methodologies 

are needed to selectively detect and characterize the widening array of fuel components and 

combustion reactive intermediates. Moreover, the full array of combustion fuels currently includes 

oxygenated fuels, which increases the challenge associated with modeling the reaction pathways 

associated with combustion.  
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Resonantly-stabilized radicals (RSRs) play a particularly important role in many contexts 

of combustion since, due to their unusual stability, pathways that form them are 

thermodynamically preferred. Since RSRs can build up in concentration and participate in various 

radical recombination reactions, they are believed to play an important role in the growth of 

polycyclic aromatic hydrocarbon (PAH) and ultimately soot.7, 8  One of the main differences 

between petroleum and renewable raw materials is that the latter has a higher oxygen content; 

therefore, characterization of the stabilities and structures of oxygenated RSRs could have 

important implications for the combustion of biofuels. 

 Practical combustion devices are turbulent in nature, and comprehensive chemical kinetics 

modeling is challenging in this type of environments; therefore, practical combustion devices are 

not well suited for direct investigation of complex chemical reaction mechanisms. Kinetic models 

of combustion chemistry are best explored in well-characterized combustion environments such 

as laminar flames, shock tubes, jet-stirred reactors, flow reactors, and non-premixed counter-flow 

diffusion flames.9 Flame-sampling molecular-beam mass spectrometry enables the quantitative 

detection of both radical and stable reaction intermediates without prior knowledge of their 

identities; thus, it has had an enormous impact on our understanding of fundamental chemical 

combustion processes. 

Since the reaction pathways can differ between isomeric forms the inclusion of isomer-

specific data in the combustion models is another important factor in developing combustion 

models. Flame-sampling vacuum ultraviolet (VUV) photoionization mass spectrometry (PIMS) 

has been used for quantitative measurements of the concentrations of isomer pairs of importance 

in hydrocarbon combustion.10 Double-resonance laser-based methods for isomer-specific 

spectroscopy and dynamics have been previously used to study molecules that contain aromatic 

moieties as well as resonance-stabilized radicals. However, some important intermediates in 

combustion are not easily accessible by these laser-based methods.  

The direct relationship between molecular structure and rotational frequencies makes 

rotational spectroscopy, also known as microwave spectroscopy, highly structure-specific; 

therefore, it offers a powerful means of characterizing reactive intermediates. Indeed, microwave 

spectroscopy offers extraordinary resolution, with more than one million resolution elements 

typical (kHz out of GHz).  The revolutionary technique of chirped-pulse Fourier transform 

microwave spectroscopy (CP-FTMW), first demonstrated by Pate and coworkers in 2008, uses 
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broadband excitation and detection to record microwave spectra over large spectral ranges in a 

relatively short amount of time.  Yet, despite these considerable advantages, the technique does 

have certain limitations.  For instance, the molecular sample must possess a permanent dipole 

moment, since molecules without a permanent dipole moment would not be susceptible to the 

initial polarizing field. Furthermore, if the gas mixture contains contributions from many distinct 

species, the resulting microwave spectrum is complicated by interleaved transitions from each 

molecular component, making spectral assignment challenging. 

In this thesis, CP-FTMW spectroscopy will be on display as a general and powerful 

detection method for neutral molecules and reactive intermediates relevant to combustion 

chemistry. To assist with the analysis, a protocol called ‘strong-field coherence breaking’ (SFCB) 

has been developed. This method exploits multi-resonance effects that accompany sweeping the 

microwave radiation under strong-field conditions to output a set of transitions that can confidently 

be assigned to a single component in a mixture, thereby reducing the spectral assignment time. 

Furthermore, a heated microreactor for flash pyrolysis has been used as a source for key pyrolysis 

intermediates at well-defined reactor wall temperatures. 

1.3 Organization of Thesis 

The overall goal of this thesis is to obtain the rotational molecular parameters of a series of 

stable molecules and reactive intermediates of relevance to biomass-derived fuel combustion 

processes. Chapter 2 describes the experimental methods, vacuum chambers, and spectroscopy 

techniques used to obtain the spectra presented in the following chapters.  

As previously mentioned the modern developments in broadband microwave techniques 

have immensely reduced the data acquisition time, while creating a need for high-speed data 

analysis procedures. Chapter 3 describes a new microwave-microwave double resonance method 

to perform single conformer/isomer microwave spectroscopy in complex chemical mixtures, 

thereby reducing the time required for spectral assignment. This strong-field coherence breaking 

(SFCB) method combines selective excitation schemes possible in chirped pulse microwave 

spectroscopy with multi-resonance effects observed upon sweeping the polarizing microwave field 

at high powers that enter the rapid adiabatic passage regime. While developing this method, new 

phenomena were observed even for simpler experiments employing monochromatic microwave 
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pulses capable of driving resonant transitions through many Rabi cycles. Chapter 4 focuses on the 

theoretical and experimental discoveries associated with these high-field, resonant excitations. 

The ultraviolet and infrared spectroscopy of guaiacol, syringol, 4-methyl guaiacol, and 4-

vinyl guaiacol have been previously studied by laser-based double resonance techniques. 

Nonetheless, no high-resolution data on these molecules existed. Chapter 5 focuses on the study 

of aromatic portions of lignin monomers, this series of molecules were studied using CP-FTMW 

spectroscopy under jet-cooled conditions over the 2-18 GHz frequency range. 

In order to record the broadband microwave spectra of the RSR 2-furanyloxy over the 2-

18 GHz range a flash pyrolysis source attached to a pulsed valve was used. Chapter 6 discusses 

the pyrolysis of 2-methoxyfuran, a second-generation biofuel, at a series of temperature ranging 

from 300-1600 K. The molecular parameters of the 2-furanyloxy radical were determined using 

CP-FTMW spectroscopy combined with strong field coherence breaking, the first such application 

of the method to free radicals. 

Phenoxy radical is an important intermediate in the oxidation of many aromatic compounds. 

Surprisingly, prior to our work, there are no previous high-resolution data on the radical, and 

therefore no accurate experimental characterization of its structure.  Chapter 7 provides such a 

detailed characterization, leading to a full determination of its structure to high accuracy based on 

a series of studies of isotopically labeled forms of the radical.  To generate this RSR, the pyrolysis 

of anisole and allyl phenyl ether were carried out, and a combination of CP-FTMW spectroscopy 

and VUV time-of-flight mass spectrometry (TOF-MS) was used to determine its molecular 

parameters. Furthermore, as a direct follow-up to this work, using this same set-up the pyrolysis 

of o-guaiacol was carried out, leading to the spectroscopic characterization of the o-hydroxy 

phenoxy radical, formed by loss of methyl radical from the guaiacol precursor.   

 Finally, a description of the Matlab programs used through the different experimental and 

analysis stages of this work is described in the Appendix. 
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CHAPTER 2. EXPERIMENTAL METHODS 

This chapter outlines the experimental apparatus and techniques employed to identify and 

characterize various chemical species including reactive intermediates. The experimental methods 

are coupled with a supersonic expansion which is first described, followed by the details of the 

flash pyrolysis microreactor used during this work to produce and characterize transient species. 

In Section 2.3 a brief description of the vacuum chambers is given; and Section 2.4 contains the 

details of the two different diagnostic techniques used to probe the molecules: chirped pulse 

Fourier transform microwave (CP-FTMW) spectroscopy and photoionization time-of-flight (TOF) 

mass spectrometry. At the end of the chapter the computational methods used to complement the 

experimental results are discussed. In the chapters that follow, experimental protocols used in 

unique circumstances will be described. 

2.1 Supersonic Jet Expansion 

All experiments were carried out utilizing a supersonic jet expansion. This is a powerful 

technique for cooling gas phase molecules to low temperatures where they can be interrogated by 

a range of detection schemes.  A supersonic expansion is created by pulsing a high-pressure buffer 

gas (typically several bar He, Ne, or Ar) through a small orifice (500-1000 µm diameter) into 

vacuum.  During the expansion, the random, thermal motion of the atoms is turned into directed 

motion along the expansion axis.  The width of the velocity distribution shrinks dramatically 

during this process, so that in that moving frame of reference, the buffer gas atoms has translational 

temperatures well below 1 K.  When a molecular sample is entrained in this buffer gas expansion, 

its internal energy is removed by collisions with the cold buffer gas, cooling the molecule into its 

zero-point vibrational level.1-3 Collisions between the buffer gas and the molecular sample help 

transfer the internal energy of the thermalized molecule into translational energy of the collisional 

partner, funneling down the Boltzmann population of the sample.3 As a result, this simplifies the 

spectra and provides a medium for detailed spectroscopic interrogation in the gas phase.2 Jet-

cooled molecules typically have internal temperatures of 10-20 K, 1-5 K and < 1K for the 

vibrational, rotational and translational degrees of freedom, respectively.  
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The collision frequency is at its maximum nearest the exit of the nozzle,2 as the gas expands 

the collision rate drops nearly quadratically with distance from the nozzle orifice, generating a 

collisionless environment downstream where the molecular sample and the buffer gas atoms travel 

unidirectionally and at the same velocity. It is in this region that the spectroscopic interaction with 

the isolated molecules occur. For the time-of-flight mass spectrometer the free jet expansion is 

skimmed, forming a molecular beam of the coldest part of the expansion.  

2.2 Flash Pyrolysis 

Flash pyrolysis is the direct thermal decomposition of molecules or mixtures in the absence 

of oxygen. In contrast to an electric discharge, pyrolysis provides temperature-dependent control 

over the production of transient species when they can be produced from an appropriate precursor. 

The microreactor is an adapted version of Peter Chen’s hyperthermal nozzle4, which was originally 

designed as a source to produce radicals and other reactive intermediates5-7. In order to study 

thermal decomposition mechanisms of molecules relevant to biomass pyrolysis8-11 and potential 

biofuels12 the Chen nozzle was modified by the Ellison group at Boulder13. The microreactor offers 

a short residence time which diminishes bimolecular chemistry and allows the identification of 

unimolecular reaction schemes. The residence time is short enough that it is possible to detect 

radicals and other reactive intermediates.  

To couple the flash pyrolysis microreactor with a broadband CP-FTMW spectrometer the 

design used in the Ellison’s group was modified. The schematics of this design are shown in Figure 

2.1. It consists of a 2 mm ID X 5 mm OD X 3.5 cm long silicon carbide (SiC) tube (Saint-Gobain 

Ceramics, Hexoloy SE). The SiC tube is mounted inside an alumina tube to reduce radiative heat 

loss. The tubular reactor is inserted into a copper heatsink and held concentric with a faceplate of 

a pulsed valve (General Valve, Series 9) outfitted with a 1 mm diameter nozzle orifice. Two sets 

of perpendicular set screws are used to hold the SiC and alumina tubes separately in place. The 

electrical current used to heat the SiC tube is provided through copper wires connected to 

molybdenum clips that hold two carbon discs, which are themselves in direct contact with the SiC 

tube. About two-thirds of the full length of the reactor is resistively heated, and the temperature of 

the outer wall is measure by a tungsten/rhenium type C thermocouple. A water-cooled copper heat 

sink is placed concentrically between the SiC tube and the valve faceplate to prevent the pulsed 

valve from getting heated by the micro-reactor. The maximum practical operable temperature of 
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the micro-reactor is about 1900 K. Upon exiting the reactor, the molecules are immediately jet-

cooled, quenching further reactions and cooling the internal degrees of freedom for spectroscopic 

interrogation. 

 

 

Figure 2.1: Flash pyrolysis micro-reactor assembly used to 
thermally decompose samples entrained in buffer gas. 

 

There are two common failure modes for the micro-reactor upon heating to pyrolysis 

temperatures: the thermocouple breaks or the resistance of the SiC becomes too small. First, the 

thermocouple can easily break.  After the thermocouple has been used at high T, it becomes rather 

brittle, and once it has been heated several times any movement of the junction will break it. 

Second, the resistance of the SiC tube can become too small, making it impossible to reach high 

temperatures or to even control the temperature. The optimal resistance for stable operation should 

be between 500 and 3000 ohms.  

As mentioned before, the micro-reactor is resistively heated. In order to control the current 

flow through the SiC tube, the tube is incorporated into a circuit (Figure 2.2) consisting of a set of 

6 light bulbs (250 watt) wired in parallel with one another, but in series with the SiC tube and 

controller. The power is provided and controlled by a 120 VAC source (typically a Variac). By 

adding bulbs in a parallel circuit, the net resistance of the bulbs decreases and the circuit current 

increases at a set source voltage, resulting in a temperature increase of the SiC tube. The Mo clip 



27 
 

closest to the pulse valve should be connected to neutral (white cable) and the hot side (black cable) 

should be connected to the Mo clip farther from the valve. 

 

 

Figure 2.2: Schematic circuit to resistively heat the SiC micro-reactor. 

2.3 Vacuum Chambers 

There were two stainless steel vacuum chambers used for these experiments. In both cases 

the section of the chamber used to acquire the ground state microwave spectra were lined with a 

broadband microwave absorber backed with metal shielding (Emerson & Cuming ECCOSORB 

HR-25/ML) to reduce spurious reflection noise from the polarizing microwave pulse. The 

chambers were evacuated through two diffusion pumps (Varian VHS 10), the pump closest to the 

interrogation section of the chamber is fitted with a water baffle (Varian F8600310) to reduce 

backflow of the pump oil from the hot jet assembly. These pumps are backed up by a roughing 

pump (Alcatel 2063) and roots blower (BOC Edwards EH 500). 

SiCSiC

VAC

6 bulbs
250 W
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For some of the experiments a chamber originally designed by Brian Dian14 was used. The 

chamber was maintained at an unloaded pressure of ~10-6 torr and an average operating pressure 

of ~10-5 torr. The sample is introduced into the chamber using a pulsed valve (General Valve, 

Series 9) with a 1 mm orifice operating at 10 Hz. The pulse valve is placed perpendicular to the 

polarizing pulse to minimize Doppler effects and it is designed so that the valve is attached to a 

bracket that enables the flow to be adjusted from outside the chamber. Upon exiting the valve 

orifice, the sample undergoes supersonic expansion, cooling the molecules to the ground 

vibrational state. 

 

 
 

Figure 2.3: Schematic diagram of the chamber that can be used for both microwave spectroscopy 
and photoionization TOF mass detection. 
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Dr. Brian Hays designed an extension to the original chamber15, the current chamber can be 

used to simultaneously record a CP-FTMW spectrum and carry out photoionization TOF-MS 

detection. It consists of a rectangular stainless-steel chamber (60 cm x 30 cm x 30 cm) with two 

sets of flanges on each side. The base pressure of the chamber is ~10-5 torr and maintains an 

operating pressure of ~10-4 torr when the pulsed valve is operating. The valve is now supported by 

a bracket mounted on the end flange of a 12 cm nipple. The gaseous sample is interrogated first 

by microwave radiation.  The interaction region between the microwave pulse and the sample 

molecules is dictated by the size of the microwave antennas (16 cm x 16.4 cm).  After measuring 

the rotational spectrum, the expansion gas travels further downstream and goes through a 2 mm 

skimmer, forming a molecular beam. Here it is introduced into a 0.9 m Wiley-McLaren time-of-

flight mass spectrometer. The TOF tube is evacuated by a 350 L/s turbo pump (Osaka Vacuum 

TG350F) backed by a roughing pump (Alcatel 2010I). The standing and operating pressures of 

this section of the chamber are 10-9 torr and 10-7 torr respectively. 

Figure 2.3 shows a schematic diagram of the chamber. VUV photoionization TOF mass 

spectrometry provides the molecular formulae of the mixture components; nonetheless, the 

chemical structure of the molecular components is often not uniquely prescribed by the molecular 

formulae. Therefore, by having a complementary high-resolution method, such as CP-FTMW 

spectroscopy, it is possible to determine the gas phase structure, extending and speeding the 

analysis of complex gas mixtures. 

2.4 Diagnosis 

Molecules exiting the microreactor are probed by a CP-FTMW/TOF spectrometer that 

incorporates the capabilities to acquire simultaneous rotational and mass spectra under identical 

conditions. This section provides further details of the experimental apparatus and techniques 

employed.  The unique experimental protocols applied in specific circumstances will be described 

in the respective chapters. 

2.4.1 Broadband Chirped-Pulse Fourier Transform Microwave Spectroscopy 

 In this work CP-FTMW spectroscopy was used to obtain high-resolution ground state 

rotational spectra. Many neutral molecules and reactive intermediates have substantial dipole 

moments, making them good candidates for detection by rotational spectroscopy. The power of 
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this type of spectroscopy is the shape sensitive nature of the technique, since the spectrum is 

dependent on the moments of inertia of a molecule, any difference in atomic position for each 

isomer will generate a completely unique spectrum. 

The moment of inertia is a tensor that determines the torque needed for an angular 

acceleration about a rotational axis. However, it is possible to define three mutually perpendicular 

rotational axes (a-axis, b-axis, and c-axis) that intersect at the center of mass of the molecule and 

calculate the moment of inertia about each axis separately. The frequencies of the rotational 

transitions observed are inherently related to the moments of inertia in the molecular frame of 

reference.  In this frame, the moments of inertia about the a, b, and c-axes are labeled Ia, Ib, and Ic, 

where the labeling convention is that Ia £ Ib £ Ic. The rotational constants (A, B and C) of a molecule 

are then defined in terms of these moments of inertia as follows: 

𝐴 =
ℎ

8𝜋&𝑐𝐼)
, 𝐵 =

ℎ
8𝜋&𝑐𝐼,

, 𝐶 =
ℎ

8𝜋&𝑐𝐼.
 

where c is the speed of light and h is Planck’s constant.16, 17 

 Light-induced transitions between rotational levels are dipole-allowed whenever the 

molecules of interest have a permanent dipole moment.  CP-FTMW spectroscopy utilizes high-

speed digital electronics to produce a broadband, chirped microwave pulse, typically of 1 µs or 

shorter, that linearly sweeps the desired frequency region.  Thus, in a short timeframe it is possible 

to probe a bandwidth of more than 10 GHz. Chirped pulse instruments can independently control 

the pulse power and the frequency bandwidth. The sweep range of the pulse, Dw, is a function of 

the sweep rate and the pulse duration, tpulse /Δ𝜔 = 𝛼 ∙ 𝑡56789:. The frequency independent electric 

field, E(t), produced by a chirped pulse, is defined by the peak electric field, Emax, the initial 

frequency parameter, w0, and the linear sweep rate, a: 𝐸(𝑡) = 𝐸>)?𝑒
ABCDEF

G
HIE

HJ. The relationship 

between molecular signal strength for a given rotational transition and the bandwidth of the 

polarizing pulse in a linear frequency sweep is advantageous, since, as is shown in the following 

equation, the molecular signal decreases with the square root of the sweep rate, 

𝑆 ∝ 𝜔 ∙ 𝜇& ∙ 𝐸56789 ∙ Δ𝑁O ∙ B
𝜋
𝛼J

P
& 

this equation shows that the molecular signal, S, is dependent on the frequency, w, the transition 

dipole moment, µ, the electric field, Epulse, and the population difference, DN0.18, 19 
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The main components of the Purdue CP-FTMW spectrometer are shown in Figure 2.4. All 

polarizing microwave pulses were produced using a 10 GS/s arbitrary waveform generator (AWG, 

Tektronix AWG7101) that can be programmed to produce single frequency pulses or linear 

frequency sweeps up to 5GHz, producing an output intensity up to1 V peak to peak. The AWG 

output is directed through a 5 GHZ low-pass filter (Lorch 10LP-5000-S, 164 MHz) to reject high 

frequency harmonics. The AWG outputs an electric field that is frequency dependent, decreasing 

in intensity at higher frequencies.  As a result, these uneven pulses were leveled using a 

preamplifier (Mini-Circuits ZX60-6013E-S+ 6000MHz, +14.2 dB gain). The pre-amplifier output 

is then multiplied by either a quadrupler (Phase One PS06-0161) for the 8-18 GHz frequency 

region or by a doubler (TRW Microwave RX8008) for the frequency region from 2-8 GHz. Final 

waveforms are power controlled with a step attenuator (Weinschel AF117A-69-11) and, for the 8-

18 GHz frequency range, these are fed into a 200 W traveling wave-tube amplifier (TWTA, 

Amplifier Research 200T8G18A). In the case of the 2-8 GHz frequency range the waveforms are 

amplified by a 13 W solid state amplifier (Mercury Systems L0208-41 T113). The amplified pulses 

are sent into a vacuum chamber through a gain antenna (Seatite; Q-par Antennas QWH-SL-2-18-

S-HG-R). 

 

 

Figure 2.4: Schematic diagram of the CP-FTMW electronics for broadband acquisition over the 2-
18 GHz frequency region. Components unique to the 2-8 GHz region are shown in blue, while 
those used only in the 8-18 GHz frequency range are indicated in red. 
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The broadcasted, high-power microwave pulse polarizes the molecular sample, which then 

undergoes free induction decay (FID) with a dephasing (T2) time of about 15 µs. The FID signal 

is collected with a second gain antenna and passed through a PIN diode limiter (Advanced Control 

Components ACLS 4619F-C36-1K, 1 kW peak power for 1µs pulse) and a reflective single pole 

single throw (SPST) switch (Advanced Technical Materials A1517D isolation 80 dB, 2-18 GHz). 

The switch remains closed during the polarizing pulse and the initial noise decay of the system. 

This combination protects the amplifier and high-speed digitizer from the high-power polarizing 

chirp. The FID collection is initiated ~60 ns after the high-power chirp, which incorporates the 

switching speed of the switch and a buffer. In the 8-18 GHz frequency region the collected 

molecular FID is amplified by a +45 dB gain low noise amplifier (Miteq AMF-6F-06001800-15-

10P) and down-converted using a triple balanced mixer (Miteq TB044LW1) with a phase-locked 

dielectric resonator oscillator (PLDRO, Microwave Dynamics PLO-1000-18.9) operating at 18.9 

GHz. For mixing purity, the PLDRO output is filtered with an 18.9 GHz cavity bandpass filter 

(Lorch 7CF7-18900/100S, (50 MHz at 3 dB)). In the case of the 2-8 GHz frequency region the 

FID is amplified by a +46 dB gain low noise amplifier (Miteq AMF-5F-02000800-15-10P). The 

mixed low-frequency band (0.4-11.4 GHz) or the amplified frequencies (2-8 GHz) are transmitted 

through a DC block (MCL 15542 BLK-18) and a 12 GHz low pass filter (Lorch 7LA-12000-S, 

(92.54 MHz)). Finally, the molecular free induction decay (FID) is phase coherently averaged and 

digitized in the time domain with a 13 GHz, 40 GS/s real-time digitizer (Guzik ADC6131). In 

order to average in the time domain, phase stability is essential; therefore, the PLDRO and the 

AWG are synchronized to a 100 MHz phase-locked loop (Wenzel Associates 501-10137B). This 

loop is driven by a 10 MHz Rb-disciplined crystal oscillator (Sandford Research Systems FS725). 

The phase drift of the oscillators and the amplifiers is sensitive to temperature variations, which is 

minimized by locating these components on water-cooled copper blocks for temperature 

stabilization. Additionally, a power supply constructed by the Purdue Amy Facility provides power 

to the PLDRO, amplifiers (excluding the TWTA and the 13 W Solid State Amplifier), quadrupler, 

quartz oscillator and the switch. 

 The general experimental timing scheme is controlled by the two marker channels of the 

AWG, enabling multiple chirp/FID detections in a single gas pulse. The AWG output is routed 

through two pulse-delay generators (Berkeley Nucleonics Corp. Model #555 and 557), one of 
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which is used to control the delays between the gas pulse and the chirp sequence. The other delay 

generator sets the timings of the TWTA amplification and the fast PIN switch. 

 The real-time digitizer used to capture the molecular FID signal achieves its 40 GS/s 

digitization rate using 160 separate internal ADC chips interleaved with one another, where each 

individual chip makes an acquisition every 4 ns. These ADC chips are not perfectly matched, 

producing baseline shifts between them.  This causes the appearance of spurious lines at 250 MHZ 

intervals in the frequency domain. Therefore, a custom Matlab routine was written to attenuate 

these lines. This routine determines the offset of each individual ADC chip by calculating the 

average of the last 150 points acquired by each respective ADC chip in the data set; that is, at the 

end of each FID collection time window.  The Matlab routine then subtracts each ADC’s baseline 

offset from all points acquired by that ADC to obtain a properly baseline-corrected FID. Then the 

data is converted to the frequency domain. A second custom Matlab program is also used to apply 

the fast Fourier transform (fft) to the time domain data. The data is first filtered with a Kaiser-

Bessel18, 20 function to suppress side lobes. 

There are two main sources of noise in the CP-FTMW spectrometer. One is due to residual 

ringdown of the polarizing pulse, this comes from reflections propagating through the stainless-

steel chamber that have not been totally suppressed by the Eccosorb. The other source of noise 

comes from spurious peaks from the electronic components. To identify this noise in the frequency 

spectrum, in addition to acquiring a molecular FID, it is necessary to acquire a background 

spectrum. Usually during the data analysis, the background subtracted spectrum is used. 

2.4.2 Photoionization Time-of-flight Mass Spectrometry (PIMS) 

 Time-of-flight mass spectrometry was used to determine the molecular weights of the 

components of gas phase mixtures. This technique is considered “soft” ionization because it 

ionizes a molecule close to its ionization threshold, reducing or even eliminating fragmentation of 

ions compared to electron impact ionization.21, 22  

After the expansion is skimmed, the molecular beam travels into the Wiley McLaren23 type 

ion source region. The cold molecules are ionized with vacuum ultraviolet (VUV) radiation. The 

118.2 nm (10.487 eV) light is generated using the output of a pulsed neodymium-doped yttrium 

aluminum garnet (Nd:YAG) laser (fundamental wavelength 1064 nm).  In the Nd:YAG laser, a 

portion of the 1064 nm fundamental is frequency tripled to 355 nm. Then about 30 mJ of 355 nm 
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light is focused into a Xenon:Argon (Xe:Ar) gas cell, where a small fraction of the incoming light 

is tripled again to generate the 9th harmonic of the Nd:YAG at 118.2 nm. The VUV cell is 31 cm 

long and has a gas manifold attached to an inlet port to allow for the introduction of argon and 

xenon to produce the tripling medium. A vessel attached to the base of the VUV cell allows for 

the placement of dry ice to ensure better mixing of the gas by convection. A MgF2 lens (148 mm 

focal length, 2.5 cm diam) affixed to the end of the VUV tube is used to separate the 355 nm light 

from the VUV radiation. The tripling cell has a total cell pressure of ~110 Torr, and uses a 1:10, 

Xe:Ar, ratio. 

 Molecules with ionization thresholds less than 10.487 eV are ionized by single-photon 

ionization. Photoionization occurs between the repeller plate and the draw-out-grid, which are 

separated from one another by 2 cm. Typical operating voltages of +3000 V and +2750 V are 

placed on repeller and draw-out grid, respectively. The ion packet is steered and focused by an 

Einzel lenses operating at +1750 V before striking an 18 mm dual chevron microchannel plate 

(MCP) (Jordan TOF Products, Inc. C0701) with typical front-surface potential at -2500 V. The 

current pulses from the mass-resolved photoions are amplified a second time by a factor of 25 in 

a fast amplifier (Stanford Research Systems SR445) before being displayed on a 3.5 GHz, 40 GS/s 

digital phosphor oscilloscope (Tektronix DPO 7354C). In this set-up the AWG serves as the master 

clock for all the components involved in the experiment, including the digital delay generator that 

triggers the Nd:YAG laser. 

2.5 Computational Methods 

As an aid to the analysis of the experimental spectra, ab initio calculations were carried out. 

To determine the optimized ground-state geometries, MP2 and DFT calculations were employed 

using Gaussian0924. Since microwave data rely heavily on a close correspondence between 

calculated and experimental rotational constants, for each molecule different levels of theory with 

different basis sets were explored to determine which one yield rotational constants that are in 

close agreement with the experiment. The B2PLYP functional, including Grimme’s dispersion 

correction25 and a Becke-Johnson damping26, with the correlation consistent basis set aug-cc-

pVTZ, was determined to give excellent agreement between experiment and theory. Harmonic 

frequency calculations were used to confirm that the calculated structures were true minima. 
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 The radicals were studied computationally in collaboration with John Stanton at the 

University of Florida, using the CFOUR suite of programs. The study was done using coupled-

cluster theory at the CCSD(T) level27. First, the economical ANO0 basis set28, 29 was used in 

conjunction with CCSD(T) to obtain the structure, harmonic frequencies and the cubic anharmonic 

force field, as well as the dipole moment and unpaired spin densities. The harmonic frequencies 

and cubic force constants, together with the equilibrium structure, provide the necessary input to 

compute the centrifugal distortion constants as well as the rotation-vibration interaction constants 

at the level of the second-order vibrational perturbation theory (VPT2)30. The latter corrections 

account for differences between the simple equilibrium rotational constants (Ae, Be, Ce), which are 

inversely proportional to the inertial tensor, and the vibrational ground state values (A0, B0, C0) 

that are measured experimentally. Then using the considerably larger cc-pCVTZ basis31, the 

equilibrium structure was obtained to provide a good estimate of Ae, Be and Ce. Augmentation of 

these by the vibrational corrections computed with ANO0/CCSD(T) yield theoretical estimates 

that are in good agreement with the experimental values. Finally, the electronic spin-rotation tensor 

was computed analytically at the ANO0/CCSD(T) level using the approach outlined by Tarczay 

et. al.32. 

 To locate conformational minima and to better understand the potential energy landscape, 

for molecules such as methyl butyrate, a relaxed two-dimensional potential energy surface (2D-

PES) was also calculated using Gaussian09. The 2D-PES pictorializes the inherent conformational 

preferences, and this can give information on the observed conformers in case of having collisional 

removal of population during the supersonic expansion.  

In some cases, it was necessary to determine the barrier to internal rotation of the methyl 

group. This is done by rotating the methyl group and varying the dihedral angle in 10° increments, 

while other parameters are optimized. The level of theory used depended on the size of the 

molecule. 
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CHAPTER 3. STRONG FIELD COHERENCE BREAKING (SFCB) 

3.1 Introduction 

In many important circumstances (e.g., photochemical product analysis, pyrolysis, and 

combustion), is possible to encounter complex gas-phase mixtures that have a number of unique 

molecular components whose identities and abundances must be determined. Even in pure samples 

containing a single chemical component, if the molecule is large enough, it can possess several 

distinct conformational and/or structural isomers, each with their unique properties and spectral 

signatures;1 these contribute to the spectrum via transitions that are interspersed amongst each 

other, making it hard to assign individual transitions to particular components of the mixture. This 

has fueled much effort towards the development of methods for isomer- specific spectroscopy. 

Double resonance methods to carry out isomer- specific spectroscopy in the optical and infrared 

regions have been used for many years; with one light source tagging a ground state level of a 

single isomer by selectively removing population from it, while a second tuned light source probes 

the changes induced in the spectral intensities by the first. In the gas phase, optical-optical2, IR-

IR3, and IR-optical methods4-6 have been devised.  

The direct relationship between molecular structure and rotational frequencies makes 

rotational spectroscopy highly structurally specific and an important tool for analyzing chemically 

complex structures and mixtures. Gas-phase microwave experiments routinely achieve frequency 

resolution better than 10 kHz, therefore, a typical broadband spectrum covering 8-18 GHz contains 

(10 GHz/10 kHz) 106 resolution elements.7 Thus, a chemical species can be unambiguously 

identified even in complex mixtures; and since the pattern of frequencies is directly related to the 

molecular geometry, the spectrum can be directly compared with theoretical structure calculations. 

The rotational transitions of a molecule can be fit to obtain highly accurate rotational constants, 

while intensities report on the populations of the levels and the projections of the permanent dipole 

moment on the inertial axes of the molecule.8 Shifts and splittings due to the centrifugal distortion, 

nuclear quadrupole coupling, tunneling, or other large amplitude motions of specific functional 

groups all add to the richness of the structural data.   

However, the extremely high resolution and precision of microwave spectroscopy are also 

a hindrance, since this generates complex spectra. Rotational transitions due to different 
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components of a mixture show up intersected amongst one another, and this is a challenge 

especially when the determination of the chemical composition of the gas mixture is itself the 

research problem of primary interest. The broadband capability and rapid data acquisition of 

Chirped-Pulse Fourier transform microwave (CP-FTMW) spectroscopy9 has enabled many 

advances in microwave double-resonance techniques that can facilitate the analysis of congested 

rotational spectra.10 For example, microwave three-wave mixing can differentiate two chiral 

enantiomers;11 infrared-microwave (IR-MW)12 has been used to study kinetics of conformational 

isomerization,13 and UV-microwave (UV-MW) techniques can extract single-species rotational 

spectra using rotationally resolved electronic spectra14, 15.  

Coherence transfer techniques like microwave-radio frequency (MW-RF) double 

resonance gives information about the connectivity of rotational energy levels, by modulating the 

MW transitions with an interacting RF pulse.16, 17 The coherence-breaking null scheme, in which 

laser excitation out of a single rovibronic level occurs between two oppositely phased composite 

millimeter-wave pulses, has successfully demonstrated the ability to rapidly analyze dense, 

congested regions in an optical spectrum of a small molecule.18 McCarthy and co-workers have 

introduced a powerful method for “spectral taxonomy” of multi-component mixtures that 

combines broadband microwave spectroscopy with fast acquisition of line-by-line double 

resonance spectra that determine line connectivity using a computer-controlled cavity microwave 

spectrometer.10 Techniques like selective-excitation CP-FTMW19 have demonstrated the ability to 

selectively modulate intensities of rotational transitions that share a common rotational energy 

level. The technique uses a broadband chirp to create the molecular transient absorption, and a 

narrowband pulse to selectively disrupt specific coherences between rotational transitions that 

share common energy levels in the molecular free induction decay. Finally, two-dimensional CP-

FTMW spectroscopy has already been explored,20 but currently remains an undeveloped area of 

research; its development will not only help diagnose and disentangle complex spectra, but it could 

enable new experiments such as time-resolved tracking of the moments of inertia of coherent states.  

Here, a new method is introduced, using the same CP-FTMW hardware to extract from a 

congested spectrum a subset of transitions ascribable to single-components of the mixture, thereby 

greatly simplifying line assignments. A procedure is introduced that leads to selection of three 

transition frequencies that can be incorporated as a set of resonant sequential single-frequency 
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microwave pulses that follow the broadband chirped-pulse excitation, resulting in a reduction of 

the coherent signal from a set of transitions associated to the compound of interest. 

3.2 Experimental Methods 

For this study, commercial samples of the molecules (benzonitrile (98%, Sigma Aldrich), a 

commercial mixture of (E)- and (Z)-phenylvinylnitrile (PVN) (97%, Alfa Aesar), and methyl 

butyrate (MB) (99%, Sigma-Aldrich)) were used without any further purification. The liquid 

samples were inserted into a stainless-steel sample holder, located immediately behind the pulse 

valve. The (E)- and (Z)-PVN mixture was heated to ~80 °C to obtain sufficient vapor pressure. 

The samples were entrained in helium gas at a 0.69 bar backing pressure. A home-made pulsed 

valve driver powered the solenoid valve triggered externally at a 10 Hz repetition rate. The 

experiments were performed with the chamber originally designed by Brian Dian described in 

section 2.3, and the lay out of the main components is described in section 2.4.1. The timing 

scheme was matched to the width of the gas pulse in order to collect a set of 25 FIDs in a single 

pulse, each FID was 16 µs. 

Ab initio and DFT calculations on (E)/(Z)- PVN and MB were initially performed using 

Gaussian 09 suite21 at the MP2/aug-cc-pVTZ and M06-2X/6-311+g(d) levels of theory for PVN 

and MB respectively. The calculated rotational constants were used to predict the line frequencies 

and compared directly to experimental observations. More details on the computational studies of 

MB are given on section 3.3.3.    

3.3 Method Development 

Fast passage excitation in chirped pulse spectroscopy can be considered as a transient 

absorption during the excitation pulse and a subsequent transient emission.9, 22 Considering a 

simple case in which the frequency of a pulse of microwave radiation is swept from well below to 

well above a single molecular rotational transition. The Rabi frequency for the transition between 

the two energy levels is given by  

ΩO = RS
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where µ is the transition dipole moment, Epulse is the electric field strength of the microwave field, 

and D is the detuning of the excitation pulse from resonance frequency. If the linear sweep rate 

B𝛼 = Y
YE
∆𝜔),J  is much faster than the Rabi frequency (𝛼 ≫ ΩO&) , the coupling between the 

molecules and the polarizing electric field via the rotational transient dipole moment is small. In 

this weak coupling limit, referred to as the linear fast passage (LFP) regime, radiation that sweeps 

from low-to-high or high-to-low frequencies produces a coherence between the two rotational 

states.23 The maximum coherence is achieved with a p/2 excitation pulse in the Bloch sphere 

representation. Population analysis is possible in this regime because the signal scales linearly with 

the population difference, which is governed by a Boltzmann distribution. 

However, as Schnell and co-workers have recently highlighted, the high power TWTAs 

used in CP-FTMW spectrometers have allowed the exploration of rapid adiabatic passage (RAP) 

effects in rotational spectroscopy.24 In this regime, a strong coupling (𝛼 ≪ ΩO&)	is created,25, 26 

inducing significant population transfer between two diabatic states, leading in the RAP limit to a 

p-pulse excitation in the Bloch sphere representation that creates a population inversion between 

the two states. Therefore, a linear broadband excitation sweep in the strong field limit can alter the 

relative line intensities from what would be expected based on a Boltzmann distribution. A linear 

excitation sweep, from low to high frequency will excite low-J states at the beginning of the sweep 

and higher J states later. If a near p-pulse excitation is achieved, the population transfer induced 

in the two rotational states will propagate up the ladder in subsequent excitations, moving 

population to higher J-levels that are subsequently involved in transitions at higher frequency, 

leading to multi-resonance excitation effects.24, 27-29 

Strong coupling between the polarizing electric field and the molecular rotational dipole is 

a primary prerequisite for the SFCB method. As demonstrated in previous work,24 operation in 

either of the two coupling regimes can be achieved by controlling the polarizing electric field 

strength of the microwave radiation via the gain on the TWT amplification stage. In the LFP 

regime, the line intensities will be independent of the direction of the chirp (low-to-high frequency, 

or high-to-low); however, in the RAP regime, population transfer during the chirp will be 

significant, resulting in different intensities when the chirp occurs in one direction or the other. As 

Figure 3.3(a) illustrates for benzonitrile, a CP-FTMW spectrum recorded with 1% TWTA gain, in 

the LFP regime, shows no difference between spectra recorded with an 8à18 GHz or an 18à8 
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GHz sweep. However, at 100% TWTA gain (Figure 3.3(b)), large differences in intensity between 

the two scans are observed, indicating effects characteristic of the RAP regime.  

In its simplest form, the SFCB method involves three fundamental steps (Figure 3.1): 

1. A second spectrum is recorded after excitation with the same high power linear broadband 

chirp (8-18 GHz), followed by a single-frequency pulse (or pulses), also at high power, 

whose frequency is resonant with a transition(s). The resultant molecular FID is collected 

at the end of the selective frequency pulse. 

2. A high-power broadband linear chirp is used to record a CP-FTMW spectrum. 

3. A difference spectrum is constructed between scans 1 and 2 in the frequency domain. When 

the difference is taken, some of the transitions increase in intensity and some decrease. The 

absolute value of the intensities is plotted. 

 

 

Figure 3.1: Schematic diagram for SFCB scheme. 

 

In order to obtain difference spectra of the highest selectivity, we explored a range of time 

delays and pulse durations for the single-frequency pulse(s) in benzonitrile, to establish parameters 

that work best. The JKaKc=40,4-30,3 (n=10855.233 MHz) rotational transition of benzonitrile was 

chosen for the selective single-frequency pulse. We explicitly looked for pulse durations that 

minimized the intensity of the transition on which the single frequency pulse (SFP) is resonant. 

Under the conditions where the broadband chirp (1 µs; 8-18 GHz) was followed by a SFP it was 

possible to reduce the transition intensity up to 97% at 1% TWTA power and 98% at 100% TWTA 

power. For the reduced power condition (TWTA 1%) the pulse length where the was 35 ns, Figure 

3.3(a). At 100% TWTA the lowest line intensity was reached with a pulse length of 20 ns (Figure 
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3.3(b)), as we increased the pulse length there was no significant change in the depletion of the 

transition. However, using longer pulse durations can reduce edge effects.30 

When searching for conditions to use for the broadband chirp followed by a SFP we 

explicitly looked for pulse durations that minimized the intensity of the transition on which the 

SFP is resonant (Figure 3.2). Focusing on the Jkakc=40,4-30,3 transition, when the TWTA power was 

1% the intensity of the transition decreased by ~97% with a pulse duration of 35 ns, whereas when 

the TWTA was 100% the intensity decreased by about 98% at a pulse length of 20 ns. However, 

at 100% TWTA gain (Figure 3.2(b)) when we increase the pulse length we didn’t observe any 

significant change in the intensity. Both the time delay and single pulse(s) duration must be on 

time scales fast compared to the relaxation times (T1,T2) of the pulsed transition in order to create 

multi-level modulation in the FID from the broadband pulse. 

 

 

Figure 3.2: Intensity of the 40,4-30,3 transition of benzonitrile resulting from a 1µs 
broadband chirp (8-18 GHz) followed by a SFP resonant with the 40,4-30,3 transition 
at 10855.233 MHz. (a) Taken with the TWTA power set at 1%. (b) Taken with the 
TWTA set at 100%. 

 

For benzonitrile, the method was tested in both coupling regimes, with its optimal selective 

frequency pulse duration and gap. The difference spectra obtained under weak coupling (LFP) and 

strong coupling (RAP) regimes are shown in Figures 3.3(c) and 3.3(d) respectively. The resulting 

difference spectrum in the LFP regime (Figure 3.3(c)) is just as anticipated, based on the selective-

excitation CP-FTMW technique,19 with intensity changes induced in 20,2à30,3 and 40,4à50,5 

transitions that share a rotational level with the 30,3à40,4 transition on which the single-frequency 
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coherence breaking pulse is resonant. Meanwhile in the RAP regime (Figure 3.3(d)), other 

transitions had their intensities modulated, even those that have no shared rotational energy level 

with the 30,3à40,4 transition used as SFP. The stability and the reproducibility were checked 

between scans to make sure the modulation was not due to experimental uncertainty. The ability 

to create modulation of a large fraction of the rotation transitions of the molecule in the 8-18 GHz 

frequency region, by just placing a single selective excitation pulse after the broadband chirp is 

unique and demonstrates the advantage of operating in the strong field limit when seeking to obtain 

isomer-specific spectra. All difference spectra taken in this work were obtained by using the 

custom made Matlab program described in Appendix A.2, the program also selects the transitions 

whose modulated intensity is greater than or equal to a set percentage and their absolute intensity 

is higher than an established threshold. 

3.3.1 Multiple selective-excitation (MSE) 

 The test molecule benzonitrile has its total dipole moment (µ) fixed along a single 

rotational axis (a-axis). Since, a-type rotational transitions therefore dominate the spectrum in its 

8-18 GHz range, most of these transitions can be modulated with the SFCB method by exciting a 

single a-type coherence-breaking transition. However, most molecules do not have this advantage. 

Therefore, the SFCB method was modified by implementing a refinement involving a Multiple 

Selective-Excitation (MSE) sequence, where instead of a single selective pulse, multiple 

successive SFPs are used to disrupt coherences. To find the frequencies required for the MSE 

scheme that would sensitively modulate the intensities of a large fraction of the rotational 

transitions due to a single isomer or molecular component in a mixture, we initially developed a 

line picking scheme based purely on a series of experiments with SFPs. However, with increased 

experience, the selection criteria for the resonant frequencies was refined. 

 During the development of the SFCB method, it became clear that the single-frequency 

pulses themselves modulate a number of connected and non-connected transitions due to the 

isomer selected by the resonant pulse, even in the absence of the broadband chirped-pulse. Careful 

tests were carried out to ensure that these modulations were not due to any noise associated with 

the microwave electronics or the high power TWTA. Optimum operating conditions were chosen 

by varying the input power to the TWTA to make sure that no transition was modulated in intensity 

when the frequency of the resonant pulse was shifted 10 MHz off-resonance from the most intense 
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transition chosen for MSE. Further explanation of the effects produced by SFPs is described in 

Chapter 4. 

 

 

Figure 3.3: ((a) and (b)): Broadband CP-FTMW spectra of benzonitrile over the 8-18 GHz region, 
comparing the spectra following 900 ns chirps with the frequency swept up from 8 to 18 GHz 
(black) and down from 18 to 8 GHz (red), with TWTA gain at (a) 1% and (b) 100% of full power. 
((c) and (d)): Difference spectra from an 8-18 GHz chirp (800 ns duration) with and without a 
resonant pulse (100 ns) following the broadband sweep, centered in frequency at the JKaKc=40,4-
30,3 transition (10855.233 MHz). The TWTA gain in (c) is 1% and (d) 100% of full power. Only 
the directly connected transitions appear in (c), while additional transitions appear under SFCB 
conditions in (d). The transitions shown here are above median noise level. 
 

The MSE sequence initially implemented, consisted of the sequential application of single 

frequency pulses at three frequencies (n1, n2, n3), producing a difference spectrum that modulated 

a sufficient number of lines in a particular isomer to greatly aid the assignment. The three 

frequencies in the MSE sequence were chosen using a selection algorithm illustrated in Figure 3.4. 
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In step 1 the most intense line in the LFP spectrum is chosen as the first frequency (n1) pulse, and 

a FID is collected following a high-power, single-frequency selective pulse at frequency n1, 

leading to the appearance of multiple transitions. In step 2 the spectrum from the previous step is 

compared to the LFP broadband spectrum, and a transition that is intense in the broadband 

spectrum but comparatively weak in the n1 spectrum is chosen as n2. Having made this choice for 

n2, a single-frequency spectrum at n2 is obtained as in step 1. In step 3 the same two criteria are 

used to choose an initial transition at frequency n3i that appears is weak in n2 but is relatively 

intense in the broadband spectrum. This frequency n3i is subsequently used as the basis for a single-

frequency pulse spectrum at n3i. Since selective excitation of transitions due to a single isomer is 

key to the proper choice of frequencies, the final value for the frequency n3 is made after viewing 

all three single-frequency excitation spectra. The final value for the frequency n3 is then chosen 

by identifying a transition that is the most intense line in the broadband spectrum modulated in all 

three single-frequency spectra. 

 

 

Figure 3.4: Line picking scheme to establish the multiple pulses sequence originally 
employed in the SFCB/MSE method. 
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This step-wise routine increases the probability of picking frequencies capable of 

modulating larger number of transitions in the final difference spectrum. It also provides a tier of 

validation that all the selected frequencies for the MSE scheme are exciting energy levels of the 

same species irrespective of their relative abundance. However, as more complex spectra were 

studied there was a need to modify the line picking scheme previously described 31.  

 The new line picking scheme involves stepwise repetition of SFCB while incorporating an 

additional SFP in each step. A broadband sweep followed by a SFP (n1) targeting the most intense 

line in the LFP spectrum is probed, then a difference spectrum is acquired by subtracting the 

broadband spectrum with and without the SFP and the magnitude of this difference spectrum is 

plotted. Using the criteria previously described, we chose a second SFP (n2), which will modulate 

a complementary set of transitions. This, in turn, enables determination of n3 by looking at the 

magnitude of the difference spectrum. The process of adding SFPs can continue until a sufficient 

number of lines are modulated that will allow a preliminary fit to be obtained. 

The main considerations to consider are: 

1. It is important to make sure that the resonant transition is at least 10 MHz from another 

transition, that way the wings of the SFP won’t have a significant overlap and reduce 

selectivity.  

2. The frequencies of the SFP are typically chosen so these are not at the ends of the 

broadband frequency range being acquired, that way it is more likely that the directly 

connected transitions will be in the same frequency range, and therefore be detected. 

3. If possible, we try to choose a transition that is weak in the difference spectrum but strong 

under LFP conditions. As a strong transition under LFP conditions, the transition will 

possess a big transition moment and therefore its choice as an SFP will modulate a large 

number of transitions.  At the same time, the weak intensity in the difference spectrum 

increases the chances that the transition is not directly connected to the transition(s) 

previously used, and hence will produce complementary transitions in the final SFCB 

spectrum. 

Having made this choice of frequencies for the SFPs, the single isomer microwave spectrum for 

the component in the mixture originally identified with the transition at frequency n1 is carried out 

using a broadband chirp followed by the set of sequential SFPs. In our experience, three SFPs is 
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typically sufficient for the purpose of obtaining a preliminary fit.  Having obtained this difference 

spectrum, the same series of steps can be carried out beginning with the next-most intense 

transition not appearing in the initial SFCB/MSE spectrum. This process can continue until all 

transitions of interest have been accounted for. 

3.3.2 Tailored sequential chirps (TSC) 

 As previously described, creating a strong coupling between the molecular transitions and 

the microwave electric field is vital for the SFCB method. However, in most CP-FTMW 

spectrometers the maximum attainable electric field is limited by the available amplification power 

of the TWTA. Therefore, for the same linear broadband sweep rate (a), a molecule with a small 

dipole moment may have no or few transitions that experience strong coupling with the electric 

field. To circumvent this experimental limitation, and still implement SFCB, a new Tailored 

Sequential Chirps (TSC) scheme was introduced. Employing TSC, the entire 8-18 GHz frequency 

range is swept in segments, with different tailored linear sweep rates chosen to vary the sweep rate 

in each segment. Region(s) of the spectrum in which a majority of the transitions are comparatively 

weak are candidates for interrogation at a slower sweep rate. In addition, more congested regions 

of the spectrum, where assignment is challenging, also benefit from a slower sweeping rate, this 

brings more transitions in that region into the strong coupling regime, so they gain intensity in the 

SFCB/MSE spectrum, which facilitates line assignment. 

3.4 Results and Discussion 

3.4.1  13C-benzonitrile 

While benzonitrile has no conformational or structural isomers, it does have in natural 

abundance the presence of a set of five isotopologues, differing from the all 12C parent in having 

a single 13C atom in any of the six positions (four inequivalent) in the aromatic ring, or a seventh 

in the nitrile group. These isotopologues have different rotational constants than the all 12C 

molecule, appearing just to the low-frequency side of those main transitions, as illustrated by the 

dotted lines and inset in Figure 3.5(a). Since the 13C isotope is present in 1% natural abundance 

compared to 12C, the transitions due to the isotopologues are often difficult to identify with 

certainty in the spectrum since they appear with such low intensity. Their identification is valuable 
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in that it pins down the position of the 13C-substitued atoms in the molecular framework to high 

accuracy via Kraitchmann analysis.32 

 

 
Figure 3.5: (a) The 8-18 GHz pure rotational spectrum of benzonitrile recorded with a 900 ns 
chirped pulse at 100% TWTA gain level. The inset is an expanded view (13.35-13.45 GHz) 
illustrating the relative line intensities of the 13C and parent transitions. The arrow indicates the 
transition due to [2-13C] benzonitrile used for excitation via the resonant pulse. The green spectrum 
is scaled 7´ with labels identifying the isotopologues present in the expanded region, (1) [1-13C] 
benzonitrile and (2) [2-13C] benzonitrile. (b) Experimental lines modulated by more than 40% in 
the SFCB difference spectrum using the MSE sequence (green) with SFP frequencies marked with 
an asterisk, compared to the simulated stick spectra (black). The rotational constants used for the 
prediction in black were taken from Casado et al33. 
 

In benzonitrile, by symmetry, 13C substitution at the 2- and 6- positions has equivalent 

rotational constants, as do the 3- and 5- substituted pair. We chose the [2-13C] isotopologue to 

illustrate the technique’s sensitivity and capability to selectively identify low intensity transitions 

in a dense spectrum. The initial signal intensity of the transitions due to [2-13C] benzonitrile was 

~2% of those due to the parent molecule. The SFCB scheme was implemented with MSE using 

three transitions due to the [2-13C] isotopologue chosen with the initial line picking scheme 

described in section 3.2.1. The resulting difference spectrum with the modulated 13C lines is shown 

in Figure 3.5(b). As anticipated by symmetry, only a-type rotational transitions were observed for 

[2-13C] benzonitrile. The SFCB scan used a linear broadband chirp (8-18 GHz) of 1000 ns duration, 

with a 50 ns gap followed by three 150 ns selective pulses. The selected frequencies for the MSE 
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scheme were 15900.31, 13399.19, and 10828.94 MHz. A custom Matlab routine described in 

Appendix A.2, was used to extract from the experimental difference spectrum those transitions 

that were modulated more than 40% compared to the original 8-18 GHz sweep.  The choice of a 

40% threshold was made to avoid false positives in the difference spectrum due to intensity 

fluctuations from changing experimental conditions (e.g., those associated with gas flow 

fluctuations). The method selectively modulated 10 transitions due to the [2-13C] isotopologue, 

with no interference from transitions due to the all 12C isotopologue, despite the fact that these 

transitions are 50 times more intense. This demonstrates the SFCB’s future potential to selectively 

modulate low abundance isotopes, or minor isomer/conformers concealed in a highly congested 

spectrum. 

3.4.2 (E)- and (Z)-phenylvinylnitrile 

(E)- and (Z)-PVN are structural isomers of one another, and of the simplest polyaromatic 

nitrogen heterocycle quinoline. These molecules have extensive absorptions in the UV and have 

been postulated as intermediates along photochemical pathways that lead to nitrogen 

heteroaromatics.34, 35 Their isomer-specific vibronic spectroscopy has been studied previously by 

the Zwier group in some detail in the ultraviolet, motivated by their potential relevance to such 

heteroaromatic formation in Titan’s atmosphere, one of the moons of Saturn.35 The microwave 

spectra of these isomers have not been recorded previously; therefore it offered an opportunity to 

implement the method “blind”. Furthermore, PVN served as a good model in that the two isomers 

have significantly different dipole moments that are distributed along more than one rotational 

axis.  

Figure 3.6 compares the rotational spectra of (E)- and (Z)-PVN recorded in the frequency range of 

8-18 GHZ sweeping up (black) and down (red) in frequency, in both the strong and weak field 

coupling regimes. The spectrum recorded with the TWTA gain level at 10% is shown in Figure 

3.6(a), demonstrating operation in the LFP regime, with relative intensities maintained irrespective 

of the sweep direction. However, at 100% TWTA gain level, Figure 3.6(b) clearly shows the line 

intensity patterns change with the direction of the linear frequency sweep; therefore, it is possible 

to access the strong field regime. In this case, the original line picking sequence, Figure 3.4, was 

implemented to determine the selective frequencies required for the MSE scheme. Step 1 was 
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initiated using the most intense line (10052.50 MHz) in the 8-18 GHz LFP spectrum (10%, TWTA). 

The selected MSE frequencies were: 10052.50, 16400.12, and 8203.63 MHz. 

 

 

Figure 3.6: Broadband CP-FTMW spectra over the 8-18 GHz region of (E)- and (Z)-PVN, 
comparing the spectra with the frequency swept up from 8 to 18 GHz (black) and down from 18-
8 GHz (red), with TWTA gain at (a) 10% and (b) 100% of full power. Experimental conditions: 1 
µs long chirped pulse, 250 000 averages, 16 µs molecular FID collection.  

 

Since the end result of the SFCB method is a difference spectrum, it is important to assess 

the level of stability in the CP-FTMW spectrum. In PVN, these intensity fluctuations (±1.5%) were 

assessed via single 8-18 GHz chirp scans immediately before and after the SFCB scans. Using the 

same custom Matlab routine previously mentioned, 93 transitions had their intensities modulated 

more than 10% compared to the 8-18 GHz sweep in the absence of the MSE, as shown in Figure 

3.7(a). The transitions were compared to the predicted spectra and the modulated transitions were 

determined to belong exclusively to the (Z)-PVN isomer. 

The rotational transitions obtained through the initial SFCB/MSE run were compared with 

the 8-18 GHz LFP rotational spectrum, and the method was implemented a second time on the 

remaining unassigned transitions, using the same pulse durations and time delay conditions. The 

second set of selective frequencies was 10624.97 MHz, the strongest line in the LFP spectrum not 

previously modulated, 16697.08 MHz and 8016.88 MHz. The difference spectrum was plotted, 

and a set of 32 transitions were modulated more than 10%. These transitions matched the (E) 
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isomer predictions (Figure 3.7(b)). The set of transitions obtained through the SFCB/MSE 

difference spectra were used for the initial rigid rotor fits of both isomers. The clear differentiation 

between the two frequency sets reduced the spectral fitting time. The method’s isomer specificity 

enabled the assignment of transitions and provided an extra level of confidence when assigning 

transitions from higher J-levels with low intensity. 

 

 
 

Figure 3.7: Experimental lines modulated more than 10% in the SFCB difference spectrum 
compared to the simulated stick spectra for (a) (Z)-PVN and (b) (E)-PVN. Experimental conditions: 
1 µs 8-18 GHz chirp, 50 ns gap, and 3´100 ns SFPs on the frequencies labeled by asterisks and 
100% TWTA gain level. 
 

The 14N nuclei possess a quadrupole moment arising from its nuclear spin I being greater 

than ½(I=1). This causes splitting of the rotational transitions. The spectral transitions were fit to 

Watson’s semi-rigid Hamiltonian (A-reduction, Ir-representation) while accounting for hyperfine 

interaction using the CALPGM36  program suite, with the PIFORM program used to format outputs 

from the spectral fitting. The experimental rotational constants, centrifugal distortion constants, 

and nuclear quadrupole coupling constants are listed in Table 3.1, where they are compared to the 

predictions of calculations at the MP2/aug-cc-pVTZ level of theory. The calculated values are in 

good agreement with the constants obtained experimentally. The fit for both isomers is reported 

with one sigma uncertainty for the last digit and overlaid on the 8-18 GHz LFP spectrum in Figure 

3.8. Remaining features in the spectrum were identified as arising from incomplete subtraction of 

spurious lines arising from electronic noise and reflections. 
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Table 3.1: Experimental best-fit and theoretical calculated spectroscopic 
parameters for E/Z-PVN. 

 Z-PVN E-PVN 

Experimental Theoretical Experimental Theoretical 

A (MHz) 3122.8826(13)a 3124.3392 5102.4108(20) 5125.1298 

B (MHz) 873.25109(62) 880.2379 607.51435(69) 608.1963 

C (MHz) 683.73089(43) 687.7546 543.21036(62) 543.6783 

DJ (kHz) 0.0790(33) - 0.0118(17) - 

DJK (kHz) -0.288(18) - - - 

DK (kHz) 0.738(88) - - - 

dj (kHz) 0.0185(14) - - - 

dk (kHz) 0.257(80) - - - 

caa (MHz) 1.147(30) 1.027 -3.839(123) -3.48 

cbb-ccc (MHz) -5.291(12) -5.008 -0.192(4) -0.352 

µa (D) - 2.68 - -5.01 

µb (D) - 2.83 - 0.63 

µc (D) - 0.00 - 0.00 

D (uÅ2)b -1.415 -1.070 -0.571 0.000 

s (kHz)c 35 - 36 - 

Nd 321 - 204 - 

a Standard error in parentheses in units of the last digit. b Zero-point inertial defect. c 
One sigma standard deviation on the fit. d Number of fitted transitions. 

 

Previous LIF and UV-UV hole burning studies34 of the ground S0 and S1 excited states of 

(E)- and (Z)-PVN showed both isomers to be planar in the S0 state, based on selection rules 

followed by the vibronic transitions involving out-of-plane vibrations. The inertial defect 

/∆= 𝐼O. − 𝐼O, − 𝐼O): is a spectroscopic test for planarity,37 and was calculated for both isomers. The 

experimental inertial defects (D) for both isomers are negative but small. Similar molecules that 

are planar on a vibrationally averaged basis also show non-negligible negative inertial defects in 

the ground vibrational state, due to the presence of a low-frequency out-of-plane vibration.38 In 
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(E)- and (Z)-PVN, the lowest frequency vibrational mode involves an out-of-plane torsion of the 

vinylcyanide substituent relative to the ring, with frequencies of 18.5 and 48 cm-1, respectively.  

Thus, the small negative inertial defect is consistent with both isomers of PVN being planar but 

floppy. 

 

 

Figure 3.8: (a) The experimental 8-18 GHz broadband microwave spectrum of a mixture of (E)- 
and (Z)-PVN (black), and the final fit for both structural isomers overlaid on top of one another. 
(b) Expanded view of 9.5-10.5 GHz with the assignments overlaid. 
 

3.4.3 Methyl butyrate (MB) 

 Methyl esters of fatty acids are important components of biologically-derived diesel fuel 

(“biodiesel”), produced by reacting vegetable oils or animal fats with an alcohol.39 By comparison 

with petroleum diesel, which contains straight-chain alkanes, the alkyl chains in the fatty acids 

serving as a source of biodiesel are a mixture of straight-chain, branched-chain, and with partial 

unsaturation.40 Not surprisingly, the combustion chemistry of fatty acid methyl esters will thus 

have reactions characteristic of the long alkyl or alkenyl “tail” and methyl ester “head” groups. 

While the alkyl chains are common to petroleum diesel, the presence of the ester functional group 

complicates the combustion chemistry of biodiesel. Methyl butyrate (CH3-CH2-CH2-C(=O)-O-

CH3), combines the methyl ester with an alkyl chain just long enough to capture some of the key 
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features anticipated for the combustion chemistry of longer-chain methyl esters. As a result, MB 

serves in combustion studies as a model system.41, 42 

MB has an alkyl chain sufficiently long to support conformational isomers. As a result, the 

inherent conformational preferences of gas phase methyl butyrate are important to understand. 

Since the rotations of the two methyl groups in MB do not create new conformations, the 

conformational landscape is completely defined by three dihedral angles 𝜑P = ∠(𝐶P, 𝐶&, 𝐶a, 𝐶b), 

𝜑& = ∠(𝐶&, 𝐶a, 𝐶b, 𝑂d), and 𝜑a = ∠(𝐶a, 𝐶b, 𝑂d, 𝐶e), corresponding to the rotations about the C2-

C3, C3-C4, and C4-O6 bonds, Figure 3.9 shows the atom numbering. The rotation about C4-O6 bond 

by varying the dihedral angle j3 results in trans (j3=180°) and cis ester (j3=0°) conformations. It 

is known that only trans esters can be observed in a supersonic expansion43-45, where the rotational 

temperature is very low, approximately 2 K, this is because cis esters are much higher in energy 

(often more than 25 kJ mol-1). Hence, we only took the trans conformers into consideration. 

 

 
 

Figure 3.9: Optimized geometries of the assigned conformers of MB calculated at B2PLYP-
D3BJ/aug-cc-pVTZ level of theory. Upper trace: front view, lower trace: view along the C4-O5 
bond. A tilt angle of the ethyl group (Q=180°-|j2|=15°), relative to the C4, O5, O6, C7 plane, was 
calculated for the more stable conformer (g±, a) (lower left). 
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To locate the conformational minima and to better understand the potential energy 

landscape, a relaxed two-dimensional potential energy surface (2D-PES) was calculated. The 

angles (j1, j2) were varied over a grid of points separated by 15° while optimizing all other 

coordinates. DFT calculations were employed with B2PLYP-D3BJ/aug-cc-pVTZ level of theory. 

The result is shown in Figure 3.10. Four conformers of MB were identified on the PES, and the 

structures were also optimized at the MP2/6-311++G(d,p) level of theory. The optimized 

geometries are illustrated in Figure 3.11 in order of their energies relative to the most stable 

conformer. Harmonic frequency calculations at both levels of theory confirm that these structures 

are true minima. The conformers are named according to the conformational arrangement of j1 

and j2 dihedral angles. Using a for antiperiplanar conformations (torsional angles between -150° 

and +150°), g± is used for gauche conformations (±30° to ± 90°). 

 

 
Figure 3.10: Potential energy of MB for conformational analysis. Here four 
stable conformers were found: 1=(g+,a), 2=(g+,g+), 3=(a,g-), 4=(a,a), 
5=(a,g+), 6=(g-,g-),7=(g-,a). Conformer 1 and 7; 2 and 6; and 3 and 5 are 
enantiomers. This surface was obtained by rotating the dihedral angles 
j1=Ð(C1,C2,C3,C4) (rotation about C2-C3 bond) and j2=Ð(C2,C3,C4,O6) 
(rotation about the C3-C4 bond). Calculations were performed at the B2PLYP-
D3BJ/aug-cc-pVTZ level of theory. The absolute energy of the lowest 
conformation is E=346.95152 Hartree. Dash lines indicate the minimum 
energy pathway shown in Figure 3.14. 
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Only conformer (a, a) located at (j1, j2) = (180.0°, 180.0°) has Cs symmetry; all the other 

conformers (g±, a), (g±, g±), and (a, g±), possess C1 symmetry and exist in what are essentially 

enantiomeric pairs by virtue of the direction of curvature of the alkyl chain, though there are no 

chiral centers. The enantiomers have the same electronic energy and rotational constants, and 

therefore cannot be distinguished under our measurement conditions. The global minimum, (g±, 

a), is calculated to have (j1, j2) = (∓68.5°, ±158.7°) and has the propyl methyl group tilted out 

of the molecular frame spanned by the C4, O5, O6, C7 atoms that make up the methyl ester. The 

two other conformers, (g±, g±), and (a, g±), both have j2»±60°. 

 

 

Figure 3.11: The trans conformers of methyl butyrate in order of their energies relative to 
that of the most stable conformer (g±,a) calculated at the MP2/6-311++G(d,p) level with 
and without zero point energy correction as well as at the B2PLYP-D3BJ/aug-cc-pVTZ 
level (for values see Table 3.2). 

 

The four conformers previously mentioned have a total dipole moment less than 1.7 D; 

therefore, in order to apply the SFCB method it was necessary to incorporate TSC to deconvolute 

the spectrum. The first set of TSC was designed focusing on the congested Q-branch region in the 

13-15 GHz region, which contained many weak transitions (Figure 3.12(a)). To bring this region 

into the RAP regime, segments of 8-13, 13-15, and 15-18 GHz were chosen, with durations of 350, 
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1000, and 140 ns respectively. This set of conditions resulted in relative sweep rates of 7:1:10 in 

the three frequency regions. Strong-field conditions were achieved, this is shown in Figure 3.12(b), 

where the spectrum chirping up (black) is compared with that chirping down (red), showing clear 

intensity changes. The TSC set covered the entire 8-18 GHz region, promoting strong coupling of 

the maximum number of rotational transitions with the polarizing electric field. The selective 

frequencies, for the MSE scheme, were determined using the original line picking scheme; and it 

was initiated with the most intense line, at 10059.87 MHz, the following steps of the scheme output 

the set of frequencies 10059.87, 12682.25, and 15264.19 MHz, denoted with asterisks in the 

spectrum of Figure 3.13(a). 

 

 

Figure 3.12: 8-18 GHz CP-FTMW rotational spectrum of MB. (a) 10% TWTA gain level and 
1.5X106 acquisitions. (b) 100% TWTA gain and 75000 acquisitions using TSC with different 
sweep rates covering 8-18 GHz sweeping up (black) or down (red) in frequency; where a1=14.3 
GHz/µs for the 8.0-13.0 GHz region, a2=2.0 GHz/µs for the 13.0-15.0 GHz region, and a3=20.0 
GHz/µs for the 15.0-18.0 GHz region. 

 

The difference spectrum obtained from the SFCB(TSC)/MSE method with 100% TWTA 

gain (Figure 3.13(a)) employed a modulation level above 20% as threshold, producing a set of 47 

lines. These transitions were assigned to the lowest energy conformer, (g±, a), which has a total 

dipole moment of 1.474 D and a mixed set of a- and b-type transitions. A preliminary assignment 

was done with the SPFIT/SPCAT suite of programs36 using a Watson-A reduced Hamiltonian. And 

a refinement of the fit was done through the inclusion of centrifugal distortion constants. However, 

for this molecule all rotational lines in the spectrum are split into two torsional components, called 
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A and E species, due to the internal rotation of the methoxy methyl group. Therefore, the 

Hamiltonian can be written as 𝐻 = 𝐻ijE + 𝐻.k + 𝐻A , where 𝐻ijE  refers to the rigid rotor 

Hamiltonian, 𝐻.k is the Hamiltonian associated with the centrifugal part, and 𝐻A is the internal 

rotation of the methyl top.46  

 

Table 3.2: The rotational constants A, B, C (in GHz), dipole moment components 
μa, μb, μc (in Debye), and relative energies Erel. (in kJ·mol-1) of the indicated 
conformers of MB calculated at the MP2/6-311++G(d,p) and B2PLYP-
D3BJ/aug-cc-PVTZ levels of theory. The dipole moment components are with 
respect to the principal axes of inertia. All energies are electronic energies 
including vibrational zero-point correction and are relative to the lowest energetic 
conformer (g±,a) with its absolute energy of E + ZPE = −345.988667 and 
−346.734269 Hartrees at the MP2 and B2PLYP-D3BJ levels of theory, 
respectively. 

 
 MP2/6-311++G(d,p) B2PLYP-D3BJ/aug-cc-PVTZ 

Conf. (g±,a) (a,a) (g±,g±) (a,g±) (g±,a) (a,a) (g±,g±) (a,g±) 

A 5.521 8.339 4.251 6.134 5.935 8.388 4.323 6.307 

B 1.452 1.198 1.703 1.306 1.426 1.198 1.667 1.291 

C 1.414 1.076 1.572 1.180 1.351 1.076 1.551 1.174 

µa 0.239 –0.067 –0.606 0.646 –0.386 0.103 –0.503 –0.511 

µb 1.621 –1.756 –1.792 –1.963 1.554 –1.708 –1.790 –1.904 

µc –0.593 –0.001 –1.073 –0.305 0.557 0.000 –0.950 –0.245 

Erel. 0 0.96 1.15 2.51 0 0.13 2.54 2.63 

 

 The rotational energy levels associated with the A and E internal rotor levels have different 

nuclear spin symmetry, and therefore do not interconvert during the collisional cooling in the 

supersonic expansion. In principle, the SFCB method could be used to selectively modulate 

transitions due to either A or E methyl rotor levels, aiding in their assignment. However, due to 

their close proximity (typical splittings <2 MHz), selective excitation of only A or E levels was 

not possible. Nonetheless, characteristic patterns of transitions appeared close to those of the A 

levels, suggesting themselves as the E level components of the same rotational transitions. The 

program XIAM47 was then used to predict the methyl rotor splittings of the E internal rotor level 

due to internal rotation-overall rotation coupling, using the rotational constants and centrifugal 
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distortion constants of the A levels as starting parameters. The barrier to hindered rotation of the 

methoxy methyl group was set to 420 cm-1, which is approximately the barrier found for methyl 

acetate48 and methyl propionate49. The angles between the internal rotor axis and the principal axes 

were set based on the calculated geometry of conformer (g±, a). Finally, it was possible to assign 

35 A and 32 E lines, with a standard deviation of 29 kHz, in the 8-18 GHz broadband spectrum. 

Using the prediction from this fit, high resolution measurements were performed in the frequency 

range 2-26.5 GHz. These measurements were recorded in collaboration with the Lam Nguyen 

using a molecular jet FTMW spectrometer located in LISA, at Universite Paris-Est Creteil, 

Universite Paris, France.50 The high-resolution measurements led to an expanded assignment of 

53 A and 60 E lines and reduced the standard deviation of the fits to 4 kHz (Table 3.3). The 

rotational constants calculated are in close agreement with the experimental ones, with deviations 

of less than 1% typical. 

The second set of TSC focused on the remaining intense unassigned lines, with chosen 

frequency bandwidths of 8-9.5, 9.5-16.5, and 16.5-18 GHZ with a duration of 100, 1300, and 100 

ns, respectively. The frequencies used in the MSE sequence were 9427.38, 11578.06, and 

13671.63 MHz. For this TSC set the SFCB(TSC)/MSE method was implemented under the same 

experimental conditions, and the difference spectrum shown in Figure 3.13(b) was obtained. The 

Matlab routine with 20% modulation threshold outputs 18 lines. The (g±, a) and (a, a) conformers 

are very close in energy; therefore, the next conformer we considered was (a, a). Noticing that the 

experimental conformer-specific transitions from SFCB(TSC)/MSE matched the pattern of the 

calculated 8-18 GHz microwave spectrum for this conformer, a preliminary assignment of the A 

species as a rigid rotor was made. In the broadband spectrum, the splittings due to internal rotation 

of the methoxy methyl group were resolved, with splittings of approximately 2 MHz in the low-

frequency region. The program XIAM was used to assign the transitions associated with the E 

internal rotor levels in the same manner as done for conformer (g±, a). In the broadband scan a 

total of 32 A and E a-type R-branch transitions with Ka=0,1 were assigned and fitted to a standard 

deviation of 41 kHz. Additional high-resolution scans in the region 20-23 GHz were carried out 

that detected transitions that could be assigned as b-type Q-branch transitions with Ka=2ß1. In 

total 42 A transitions and 43 E transitions were assigned involving transitions up to J=15, with a 

standard deviation of 7.8 kHz on the fit (Table 3.3).  
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Figure 3.13: Experimental lines modulated more than 20% in the SFCB(TSC)/MSE difference 
spectrum compared with the simulated stick spectra for the two most abundant conformers of MB. 

 

Some c-type transitions involving E internal rotor levels were observable, it is known that 

for the E species, such forbidden transitions can be observed, as previously found in e.g. ethyl 

acetate43, vinyl acetate51, and butadienyl acetate44. In the case of rigid rotors and the A species of 

molecules with internal rotation, the Ka, Kc pseudo quantum numbers can be used to derive the 

symmetry and thereby the selection rules. This is no longer true for the E species, here these 

quantum numbers just give the order of the energy levels and do not contain any symmetry 

information. Consequently, c-type transitions may be found even if no c dipole moment component 

is present. 

The rotational constants obtained at MP2/6-311++G(d,p) level of theory are in poor 

agreement with experiment, with a deviation between experiment and theory of almost 9% in the 

A rotational constant. This is a likely consequence of the relatively flat-bottomed potential along 

the j2 dihedral angle, which makes the optimized structure sensitive to the shape of this well and 

thus the level of theory. By carrying out geometry optimizations using a range of computational 

methods and basis sets, it was noticed that the A rotational constant of conformer (g±, a) varies 

widely with level of theory, while it stays nearly constant for the (a, a) conformer. More 

specifically the dihedral angle j1 varies by no more than 1° (between 69° and 70°), the j2 dihedral 
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angle varies from 146° to 169°. Furthermore, initially, it was anticipated that the tilt angle Q=180° 

- |j2| of the C(2) carbon atom of the ethyl group relatively to the C3-C4-O6 plane would be near 

zero degrees, so that only the propyl methyl group would be out of plane. This type of symmetry 

breaking has frequently occurred in quantum chemical calculations on other esters previously 

studied, for example in ethyl pivalate52 and ethyl valerate53; we noticed that the largest deviations 

between calculated and experimental values are observed when diffuse functions are included in 

the MP2 calculations. The most likely cause for this is the large intramolecular basis-set 

superposition error that plagues MP2 calculations without sufficient diffuse basis functions54, 55. 

For the basis set sizes explored the addition of the diffuse functions decreases the agreement with 

experiment, but their removal reaches the correct answer for the wrong reason. 

MB has an alkyl chain of sufficient length to produce a total of seven low-lying 

conformational minima: the single (a, a) minimum, and three enantiomeric pairs (g±, a), (g±, g±), 

and (a, g±). In the pure alkyl chain analog pentane, a similar set of two torsional coordinates would 

give rise to a total of nine minima, with each torsion occurring in a threefold potential. In MB, the 

two “missing” minima are in the upper left and lower right corners of the 2D surface in Figure 

3.10, associated with the (g±, g∓) pair. Figure 3.14 presents three minimum-energy pathways on 

the 2D surface. Figure 3.14(a) shows a cut along j1 through the (a, a) and (g±, a) minima. These 

minima are nearly isoenergetic and contain all the observed population in this corridor at the 

nominally “anti” j2 configuration, which places the first two carbon atoms of the propyl chain 

near the plane of the ester group. The barriers to hindered rotation of the alkyl chain about j1 are 

more than 10 kJ mol-1 (900 cm-1). The other two minimum energy pathways involve motion 

primarily along the j2 coordinate. The 2D surface is much softer along j2 than j1, creating long 

troughs along this coordinate. Figure 3.14(b) is the minimum energy pathway nominally associated 

with the gauche propyl chain conformations.  A slice of the 2D surface along j2 with the propyl 

chain in the fully-extended “anti” configuration (j1=180°) is shown in Figure 3.14(c). Its shape is 

very much like that involving the ethyl group in methyl propionate49, with a single deep (a, a) 

minimum and two secondary minima near the perpendicular configuration, whose exact location 

and barrier height are sensitive to the level of theory employed. 
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Table 3.3: Molecular parameters of conformers (g±,a) and (a,a) 
of methyl butyrate obtained from the best fits to the frequencies. 

 (g±,a) (a,a) 

A (MHz)a 6.05932256(59) 8.3497791(19) 

B (MHz) 1.42134885(29) 1.19776069(25) 

C (MHz) 1.33334892(33) 1.07654609(23) 

DJ (kHz) 0.6018(37) 0.0495(12) 

DJK (kHz) -5.930(15) 0.428(18) 

DK (kHz) 51.785(52) 9.01(36) 

dj (kHz) -0.13468(33) 0.00480(15) 

dk (kHz) 12.289(57) - 

F0 (GHz)b 158 158 

Ia (uÅ2)c 3.199 3.199 

V3 (cm-1) 419.447(59)  420.184(71)  

sd 34.28326 33.74637 

Ð(i,a) (°) 30.528(54) 19.848(88) 

Ð(i,b) (°) 59.521(98) 70.153(88) 

Ð(i,c) (°) 88.4(20) 90.0e 

s (kHz)f 4.0 8.5 

NA/NE
g 54/59 42/44 

a All parameters refer to the principal axis system. 
Watson’s A reduction in the Ir representation was used. b 
Fixed to a reasonable value often obtained for a methyl 
group. c Moment of inertia of the internal rotor, derived 
from its rotational constant F0. d Reduced barrier 
s=4V3/9F. e Fixed due to symmetry. f Standard deviation 
of the fit. g Number of the A (NA) and E (NE) species 
lines. 

 

The (g±, a) minima has the C2-C3 bond nearly in-plane (out-of-plane tilt angle of about 15°) 

on the oxygen side of the C=O group, with the terminal methyl group of the alkyl chain nearly 
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perpendicular to that plane. It is noteworthy that this configuration places one of the CH bonds of 

C(2) so that it interacts with the carbonyl oxygen, forming a weak CH⋯O=C hydrogen bond. In 

so doing, it forms a five-membered H-bonded ring, much as occurs in peptides between adjacent 

NH and C=O groups in b-sheet secondary structure where it takes on a configuration closer to that 

of a free alkyl chain56.  

 

 

Figure 3.14: (a) A cut along j1 through the (a,a) and (g±,a) minima. (b) A cur along j2 through the 
(g±,g±) and (g±,a) minima. (c) A cut along j2 through the (a,g±) and (a,a) minima. The barrier 
heights are indicated in blue and in red the relative energies. The numbers in black indicate which 
minima it is referring according to Figure 3.10. 
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The shape of the PES presented in Figure 3.10 and the potential energy curves Figure 3.14 

also help explain why only two of the four stable conformational minima are observed downstream 

in the expansion. The rotational temperature was determined with a Boltzmann plot by using the 

relationship between the integrated line intensities (W) and corresponding lower state energy (El) 

(Figure 3.15).57 Interestingly, best-fits to the rotational temperatures for the two conformers 

(0.86±0.19 K vs. 0.35±0.08 K), indicating some conformer specificity to the collisional cooling, 

with conformer (a, a) being more efficiently cooled than (g±, a). 

 

 
Figure 3.15: (a) The rotational temperature for (g±,a) is estimated to be about 0.84 (±0.19) K. (b) 
The rotational temperature for (a,a)  is estimated to be about 0.35 (±0.08) K. 

 
Using the experimental rotational temperatures and the relationship between experimental 

integrated line intensities and column densities to obtain fractional abundances.58 The percent 

abundances were 41±4% (a, a) and 59±6% (g±, a) (Table 3.4). Based on the experimental signal-

to-noise ratio, it was possible to place upper bounds on the percent populations of (g±, g±) and (a, 

g±) of less than 0.1%. By comparison, using the calculated relative free energies of the four 

conformers at the pre-expansion temperature (300 K), the percent populations of the (g±, g±) and 

(a, g±) conformers are predicted to be within a factor of 0.3-0.6 of the population of the most 

abundant (g±, a) conformer, and therefore these should have been easily detectable. Nonetheless, 

there are many examples in the literature of collisional removal of population of secondary minima 

during the supersonic expansion process if the barrier of isomerization to a lower-energy minimum 
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is small compared to the average internal energy initially available to the conformer59. Indeed, as 

Figure 3.14 shows, the barrier separating the (a, g±) from the (a, a) is predicted to be only 370 cm-

1 (4.4 kJ mol-1), a value small enough that the (a, g±) population can be completely transferred into 

(a, a) during the collisional cooling in the expansion. Similarly, the barrier separating (g±, g±) 

from (g±, a) is 602 cm-1 (7.2 kJ mol-1), significantly smaller than the average internal energy 

available to the conformers prior to the expansion (Eave»1900 cm-1).  

 

Table 3.4: Comparison between theoretical and experimental Boltzmann distributions. The 
theoretical values were calculated at the DFT B2PLYP-D3BJ/aug-cc-pVTZ level of theory. 

 Experimental 
abundance / % a  

Boltzmann Population Ratio (300 K) / % 

B2PLYP-D3BJ/aug-cc-pVTZ MP2/6-311++G(d,p) 

(a,a)  41(4) 21.7  14.6 
(g±,a)  59(6)  45.8 42.8 

(g±,g±)b < 0.1 16.5 27.0 
 (a,g±)b < 0.1 15.9 15.6 

a Experimental abundances of (a,a) and (g±,a) were derived using the experimental temperatures from the Boltzmann 
plot (Figure 3.15).  Errors denote 1s uncertainty in the last digit. b Calculated percent populations for these non-
observed conformers are based on an average of the rotational temperatures of the observed conformers (0.595 K).  
The percentages for all conformers except (a,a) were multiplied by a factor of 2 to account for the enantiomeric pairs. 
 

The RRKM rate constants for the (g±, g±)à(g±, a) isomerization at this initial energy is 

k(Eave) »1´108 s-1, a rate sufficient to enable collisional relaxation into the (g±, a) minimum. In 

contrast, the barriers separating the (g±, a) and (a, a) minima are 928 cm-1 (11.1 kJ mol-1), with an 

isomerization rate of approximately 1´106 s-1, so that population initially residing in one of the 

vertical troughs is incapable of isomerizing into the other in the time scale of the cooling, and is 

thus trapped in the (a, a) or (g±, a) wells. Thus, the final population in the (a, a) well should be 

the sum of the room temperature populations in the (a, a) and (a, g±) wells (38%), while the final 

(g±, a) is the sum of the initial (g±, g±) and (g±, a) populations. The predictions of the B2PLYP-

D3BJ calculations (Table 3.4) are in excellent agreement with experiment ((a, a) + (a, g±) = 38% 

calculated vs. 41% experiment; (g±, g±) + (g±, a) = 62% calculated vs. 59% experiment). 
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3.5 Conclusion 

A new SFCB analysis method that can dissect congested rotational spectra into sub-sets of 

transitions doe to particular components of a mixture was developed, simplifying line assignments. 

The method incorporates a unique combination of broadband CP-FTMW and MSE while 

operating in the strong field coupling regime to differentiate conformer/isomer transitions. The 

ability of the method to obtain isomer specific microwave spectra was demonstrated for 

isotopomers, structural isomers and conformational isomers, illustrating a range of circumstances 

in which the method will be useful. The method’s high selectivity even in the face of potential 

interferences from transitions more than 50 times more intense was demonstrated on [2-13C] 

benzonitrile as a proof of concept. Next the SFCB/MSE method was used to differentiate and 

assign the microwave spectra of the two structural isomers (E)- and (Z)-PVN. The isomer-specific 

output frequencies were used as starting points for the line assignments, which greatly reduced the 

analysis time. Finally, in order to extend the method and create strong field coupling with 

transitions that have a low transient dipole moment, TSC were introduced to reach the RAP regime 

on weak transitions that potentially have smaller transition dipole moments, by slowing the sweep 

rate that interrogates them. The SFCB(TSC)/MSE method successfully produced sets of conformer 

specific rotational lines for the two observed MB conformers. Both conformers have A/E splittings 

in the microwave spectrum due to the methyl ester that could be fitted within a simple 1D hindered 

rotor model to obtain threefold barriers to methyl internal rotation of about 420 cm-1. 

 In many ways, the broadband CP-FTMW technology has revolutionized the field of 

rotational spectroscopy by introducing rapid data acquisition time. Nevertheless, for chemists to 

fully utilize the technology, high-speed, cost effective analysis techniques are vital, that enable its 

practitioners to quickly identify transitions due to single components of complex gas-phase 

mixtures and draw structural inferences about them. The SFCB method makes use of tailored 

excitation pulses using standard CP-FTMW hardware and incorporates them into a scheme that 

produces single-isomer microwave spectra with a sufficient number of transitions so that 

preliminary assignments are possible on short time scales. Taken as a whole, we see great potential 

for the SFCB method as a useful tool in modern high-speed rotational spectroscopy to selectively 

“light up” conformer/isomer transitions in a highly congested system, speeding line assignments, 

and providing the ability to address chemically challenging environments in a more effective way. 
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CHAPTER 4. SINGLE FREQUENCY MICROWAVE PULSES IN THE 
STRONG FIELD REGIME 

4.1 Introduction 

The majority of spectroscopic studies employing Fourier transform microwave techniques 

are based on the interaction of molecular two-level systems with a microwave radiation field. The 

theoretical description is based on the density matrix formalism, which models the sample of 

rotating molecules as an ensemble of two-level systems.1 The evolution in time of a gaseous 

molecular ensemble is usually treated considering a homogeneous z-polarized field, and its 

description is based on the optical Bloch equations. These equations describe the time-evolution 

of the diagonal and off-diagonal density matrix elements corresponding to the populations Na and 

Nb of the two levels and their two-level coherence.2-3  

When electromagnetic radiation interacts with a molecule through a two-level electric 

dipole interaction, a macroscopic polarization is produced which has a relaxation time of T2, and 

a non-thermal equilibrium population distribution is produced which decays with a relaxation time 

of T1.4-5 Transient experiments normally involve observing the effects of bringing an ensemble of 

two-level quantum-mechanical systems into or out of resonance with high-power radiation on 

timescales short relative to the relaxation processes in the two-level system.6 All transient 

phenomena involve the interplay of the polarization and population differences through their 

coupling with the electric field. Transient experiments on rotational states are classified as those 

involving coherent absorption and coherent spontaneous emission. In magnetic resonance, 

transient nutation is used to describe transient absorption, and free induction decay is used to 

describe spontaneous coherent transient emission.7  

Chirped-pulse Fourier transform microwave (CP-FTMW) spectroscopy, first implemented 

in the Pate laboratory8, has since become widely used by the spectroscopy community.9 An 

important advance of CP-FTMW spectroscopy compared to previous experiments, such as Stark 

sweeping, is that it is possible to perform a broadband chirped pulse excitation on a time scale 

shorter than the transient emission time. In a standard CP-FTMW experiment, after the transient 

absorption, the polarization of the molecular ensemble is observed in the absence of external 

electromagnetic fields (in the absence of the polarization pulse). Thus, the molecular coherence 



73 
 

causes transient emission that propagate in the same direction as the electromagnetic pulse driving 

the transient absorption.1 

Excitation that occurs under fast passage conditions in which the microwave frequency is 

swept over the absorption profile, produces transient absorption during the sweep, followed by 

transient emission after the sweep.10-11 Depending on the experimental conditions, a large change 

in population difference of the states in resonance or the coherence of the two-level ensemble can 

be achieved. Therefore, the coupling of the molecules to the electric field is particularly important, 

and it is characterized by the Rabi frequency of the population oscillating between the two states 

of the resonance. When there is strong coupling with the electric field, as often is utilized in atomic 

physics, the process is known as rapid adiabatic passage (RAP) and is a well-known technique to 

selectively prepare atoms in specific states using, for example, chirped lasers.12   

Since its invention, the method of CP-FTMW spectroscopy has been used to study a wide 

range of molecules and clusters and to probe chemical kinetics and reaction dynamics13-14.  The 

full power of the method is also being put to use in double-resonance experiments15-16 and in 

coherent techniques based on the application of frequency-agile pulse sequences17-18. Using 

standard hardware available in CP-FTMW, in Chapter 3 an experimental method was described 

that selectively modulates the intensities of a set of transitions due to a single component in a gas 

phase mixture19. The algorithm originally devised to produce the set of transitions involved first 

probing the sample with one or more single-frequency microwave pulses in the strong field regime, 

where a phenomenon not previously described in the literature was observed.  

Even though the molecular response to microwave pulses in the strong field regime have 

not been previously explored in a systematic way, there are simpler systems where interaction of 

quantum systems with a strong oscillating electric field have been modeled.20  For example, in 

atomic cavity quantum electrodynamics (QED), an isolated atom interacts with an electric field, 

giving rise to coherent oscillations of a single excitation between the atom and the cavity at the 

vacuum Rabi frequency, which can be observed when the Rabi frequency exceeds the rates of 

relaxation and decoherence of both the atom and the field.21 Furthermore, the interaction of a 

strong E-field and the quantum system is also important in the time domain signals creating in 

Rydberg atoms in three-dimensional microwave cavities,18, 22-23 or in alkali atoms exposed to 

radiation in very small optical cavities where the spacing between vacuum levels is large24. 
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This Chapter will focus on the experimental and theoretical discoveries associated with 

application of (nearly) monochromatic microwave pulses resonant with molecular rotational 

transitions, operating in the strong field regime. A set of experiments that helped characterize the 

observed phenomena are described, including the effect that collisions, pulse length, and amplitude 

of the microwave field have on the off-resonant modulated transitions. Finally, the different 

attempts to model the phenomena are described. 

4.2 Experimental Methods 

A commercial mixture of (E)- and (Z)-phenylvinylnitrile (PVN (97%, Alfa Aesar) was 

used without any further purification. The liquid sample was inserted into a stainless-steel sample 

holder, located immediately behind the pulse valve, and was heated to ~ 80 °C using a heating 

rope to obtain sufficient vapor pressure. The experiments were performed with the chamber 

originally designed by Brian Dian described in section 2.3, for which the lay out of the main 

components is described in section 2.4.1. For the theoretical modeling of the phenomena a series 

of Matlab and Fortran programs were written in collaboration with Dr. Francis Robicheaux.  

The data recorded for these set of experiments was done using a sinusoidal single frequency 

pulse (SFP) in combination with a window function. Tukey, Kaiser Gaussian and rectangular 

window functions were used. The first step was to record an 8-18 GHz weak field spectrum and 

select a transition to probe. The chosen transition was interrogated with a single frequency 

microwave pulse and the resultant FID was collected. It is important to notice that the SFPs need 

to be longer than 100 ns to avoid edge effects25.  

4.3 Results and Discussion 

When resonantly exciting a molecular rotational transition with a single frequency pulse 

under full power conditions on our traveling wave-tube analyzer (TWTA), we noticed early in our 

investigations that coherent signals were produced from a set of conformer specific transitions, not 

just from the transition resonantly excited. Figure 4.1 illustrates this behavior using PVN as a test 

molecule, taking advantage of its large dipole moment to obtain strong signals with comparatively 

little signal averaging. Initially, it was expected that when sending a SFP, only the probe frequency 

would show up in the resultant spectrum. However, when the frequency of the excitation pulse 
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was fixed on the 22,1-11,0 (10052.500 MHz) transition of Z-PVN, application of a 1 µs long pulse 

at 100% TWTA power (200 W) produces a Fourier-transformed signal that contained 13 

transitions belonging to Z-PVN (shown in blue in Figure 4.1), while no transitions associated with 

E-PVN appeared. Alternatively, when the same experiment was carried out with the single-

frequency pulse (SFP) resonant a transition in E-PVN (the 111,11-101,10 at 12270.313 MHz), an 

analogous 1 µs pulse at 100% TWTA power produces a set of five isomer specific transitions 

shown in red.  

Even though the transition dipole moment of the Z-PVN probe transition is smaller than 

that used for E-PVN, the number of transitions appearing above the noise level in Z-PVN is almost 

three times greater than in E-PVN.  Admittedly, since the E-PVN was present in the mixture in 

~10% abundance relative to Z-PVN, this difference could have been primarily due to signal-to-

noise issues; nevertheless, the very appearance of this large number of off-resonant transitions in 

the molecular FID called for further exploration, especially since the signals are isomer-specific, 

and hence not likely due to some artifact, at least not in its entirety.   

 

 
Figure 4.1: PVN single frequency pulses. The modulated transitions by a single frequency pulse 
probing the 22,1-11,0 Z-PVN transition are shown in blue. The modulated transitions by a single 
frequency pulse probing the 111,11-101,10 E-PVN transition are shown in red. In black a  PVN 
spectrum taken in the linear fast passage (10% TWTA gain) is shown. 
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Windowing functions:  

 The spectra obtained in Figure 4.1 used ‘square’ or ‘rectangular’ pulses in that the input 

to the arbitrary wave form generator (AWG) involved application of a single frequency pulse.  

Such pulses have wings in frequency space, which could lead to poor spectral isolation and the 

possibility that low-intensity spectral wings to the pulse could provide the frequencies needed to 

excite the other molecular transitions. Notably, this simple ‘explanation’ wouldn’t account for the 

species specificity that we previously mentioned.  Nevertheless, it was important to test if by using 

cleaner pulses the phenomenon was still present. To do so, we initially applied a Gaussian window 

function to the SFP, with coefficients computed using the following equation: 

𝜔(𝑛) = 𝑒
nP/&pI q

rsG
H
t
H

= 𝑒nuH/&vH, 

where  −(𝑁 − 1)/2 ≤ 𝑛 ≤ (𝑁 − 1)/2 and a is inversely proportional to the standard deviation 

(s) of a Gaussian random variable.26 Therefore, a larger value of a produces a narrower window. 

When using this window function a decrease in intensity was observed in the overall spectrum; 

nonetheless, as long as a was smaller than 3, the number and pattern of off-resonant transitions 

appearing in the strong-field SFP experiment remained the same. Once the single frequency pulse 

was too narrow in time, the resulting spectrum slowly shifted towards that expected for a SFP in 

the weak field regime, with transition intensity present in fewer transitions with less intensity, until 

only the resonant transition appears in the spectrum.   

 A Kaiser window was also used on the single frequency pulses. The coefficients of the 

Kaiser window were computed by 

𝜔(𝑛) =
zD{|I}PnB

Hq
rsGnPJ

H
~

zD(|I)
,        0 ≤ 𝑛 ≤ 𝑁 

where I0 is the zeroth-order modified Bessel function of the first kind and the length is N+1.26 The 

sidelobe attenuation governed by the choice of a is defined in Matlab via the following relationship: 

𝛽 = �
0.1102(𝛼 − 8.7) 𝛼 > 50

0.5842(𝛼 − 21)O.b + 0.07886(𝛼 − 21) 50 ≥ 𝛼 ≥ 21
0 𝛼 < 21

 

therefore, by increasing b the main lobe widens and the amplitude of the sidelobes decreases, thus 

the attenuation increases.27  A series of scans were recorded with b chosen in the range 3 to 15 in 

increments of 2; however, no change was observed in the SFP spectra.  
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Finally, a tapered cosine or Tukey window was applied as a third test of its effects on the 

SFP signals. In the Tukey window, the frequency-dependent amplitude w(n) is defined by the 

following equation: 

𝜔(𝑛) =

⎩
⎪
⎨
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where r is the ratio of cosine-tapered section length to the entire window length. Thus, a Tukey 

window is a rectangular window with the first and last r/2 percent of the samples equal to parts of 

a cosine. If r=0 the end result is a rectangular window, and if r=1 then for practical purposes a 

Hann window is being applied.28 A series of scans was carried out in which the SFP signal was 

collected for excitation pulses in which r was increased from 0.25 to 0.75 in increments of 0.1.  

Again, there was no noticeable change in the number or pattern of the modulated transitions with 

change in r.  We conclude on the basis of these tests that any frequency broadening present when 

using a rectangular single-frequency pulse was not the reason for the off-resonant modulated 

transitions observed when pumping a transition with a single frequency pulse.  

The tests of different window functions also showed clearly that, as the length of the SFP 

is shortened, adding a window function made the resonant frequency more selective. Moreover, 

adding a Tukey window reduced the leakage just as effectively as a Kaiser or Gaussian window, 

without a big loss in S/N. Therefore, for the rest of the experiments presented in this chapter a 

Tukey window was used. 

 

Off-resonant output from the TWTA:  

 It is well known that there are noise sources associated with the microwave components, 

particularly the TWTA. In order to make sure that the observed phenomenon was not due to 

electronic noise or power noise from the TWTA, the intensity of the different non-resonant 

transitions was measured as a function of detuning from resonance. Figure 4.2 shows the effects 

of varying excitation frequency from resonance for both a Z-PVN (61,6-50,5, 9921.90 MHz) and an 

E-PVN (81,7-71,6, 9448.75 MHz) transition. For these tests a 1µs SFP was used, with the TWTA 

set to full power. For E-PVN, all resonant and non-resonant molecular signal was lost when the 

pulse was 15 MHz off-resonance; whereas for Z-PVN, detuning of only 10 MHz off-resonance 
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was sufficient. This is consistent with the larger transition dipole moment present in E-PVN 

relative to Z-PVN.  We conclude on this basis that resonant excitation of a molecular transition is 

essential for observation of the non-resonant signal from other molecular transitions, and that the 

drop-off in non-resonant signal depends sensitively on the inherent transition strength of the 

resonant (or near-resonant) transition. 

 

 

Figure 4.2: Comparison of spectra following single-frequency pulses as a function of detuning 
from resonance. The blank is shown in red.    
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4.3.1 Collisions 

Another hypothesis for the appearance of these non-resonant transitions is that collisions 

with the buffer gas or between PVN molecules could induce coherence transfer.  At first, this is an 

odd hypothesis, since collisions are typically thought of as destroying coherences.  Nonetheless, 

the role played by collisions is important to establish.   To establish this role, a series of tests were 

performed, including changing the backing pressure, the carrier gas, the temperature of the sample 

holder, and the timing when the FID was collected. These tests were also carried out using PVN 

as the test molecule, and with the TWTA set to full power (200 W). The 21,1-11,0 (10052.50 MHz) 

transition of Z-PVN was used to probe if by changing the backing pressure there was a change in 

the intensity or number of off-resonant transitions that appear following SFP excitation. Using He 

as carrier gas, the backing pressure was increased from 5 to 35 psig (0.34 to 2.41 bar) in intervals 

of 10 psig. Figure 4.3 shows that no significant change was observed as the backing pressure was 

increased.  The same 13 transitions appeared in the SFP spectrum in each case with relative 

intensities virtually unchanged. The same lack of change was observed when changing the carrier 

gas from helium to neon. 

 

 

Figure 4.3: Comparison of single frequency pulse spectra taken at different backing pressures with 
He as carrier gas. 
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As the molecules exit the nozzle and undergo a supersonic free jet expansion, they undergo 

many collisions with the buffer gas; nonetheless, as the adiabatic expansion progresses the 

expanding gas becomes so rarefied that it is possible to achieve a collision-free environment on 

the timescale of the molecular FID collection. During a typical experiment in which 25 FIDs are 

recorded per gas pulse, the delay Dt between opening the pulsed valve and initiating the SFP 

produced maximum signal at Dtoptim=885 µs.  However, to address if all the off-resonant transitions 

appearing in the SFP spectrum are present regardless of which segment of the gas pulse is probed, 

we recorded SFP spectra at three different time delays (Dtoptim, Dtoptim+400µs, and Dtoptim+800µs) 

of the expansion while collecting only a single FID per gas pulse, as illustrated in Figure 4.4. Using 

a 1µs rf excitation pulse resonant with the 21,1-11,0 Z-PVN transition, at time Dtoptim, 13 transitions 

were modulated, while at the other two timings only 5 transitions were observed. Nonetheless, 

since the signal was lower at these time delays in the gas pulse and the missing transitions were 

small even at Dt, the results of this test are hard to interpret conclusively. 

 

 
Figure 4.4: Intensity of the the 21,1-11,0 Z-PVN transition vs time after the pulse triggers. The red 
dotted line indicates the intensity of the probed transition when the single frequency spectrum was 
taken at Dtoptim. The green dotted line is the intensity of the probed transition at Dtoptim+400µs. The 
blue dotted line is the intensity of the probed transition at Dtoptim+800µs. 
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The previous experiments all point to the conclusion that collisions between the carrier gas 

and the interrogated molecules don’t play a major role in the observed phenomena. Even though 

the molecules responsible for the microwave signal (PVN in this case) are entrained in the carrier 

gas at a low concentration, we also checked whether PVN-PVN collisions might contribute to the 

off-resonant transitions observed in the SFP experiments.  To that end, the 90,9-80,8 rotational 

transition of Z-PVN at 13069.37 MHz was probed with a 1 µs single frequency pulse at two 

different temperatures (39 °C and 115 °C), the PVN sample entrained in 1.38 bar of He. At 39 °C 

PVN’s vapor pressure is ~0.057 torr; therefore, its percentage concentration in the expansion was 

~5´10-3%.  At 115 °C the concentration was nearly 40 times larger (~ 0.2%) since at this 

temperature PVN’s vapor pressure is ~2.52 torr. Figure 4.5 shows that although the absolute 

intensity of the transitions grew commensurately with the increase in vapor pressure, the number 

and pattern of the modulated transitions stayed unchanged. On this basis and the previous backing 

pressure studies, it seems unlikely that molecule-carrier gas or molecule-molecule collisions could 

play a meaningful role in contributing to the presence and intensity of off-resonant molecular 

transitions. 

 

 
Figure 4.5: Broadband spectrum and single frequency pulse spectrum taken at two different sample 
holder temperatures. The blue spectra were taken at 39 °C (VP=0.057 torr and C=~5´10-3%) and 
the green spectra were taken at 115 °C (VP=2.52 torr and C=0.2%). 
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4.3.2 Rabi Cycles 

When a two-level system interacts with an oscillatory driving field, it will cyclically absorb 

and re-emit photons Rabi cycle occurring at the Rabi frequency. This is the frequency of 

fluctuations in the populations of the two levels involved in the system and is proportional to the 

strength of the coupling of the molecular transition with the amplitude of the electric field. The 

Rabi frequency is defined as: 

Ω� =
𝜇A 𝐸O
ℏ  

where µi is the transition dipole moment for transition i and E0 is the electric field amplitude. In 

order to evaluate Wi for a given resonant molecular transition, the correct dipole transition matrix 

element µi has to be calculated. SPCAT, a program from Pickett’s suite of programs29 can output 

the reduced transition matrix element. Using the Wigner-Eckart theorem, it is possible to relate the 

expectation value of an operator with the reduced matrix element for that operator. This theorem 

concerns matrix elements of frequent occurrence in perturbation theory and in the theory of 

emission and absorption of radiation, and it allows the determination of the selection rules for the 

matrix element that follow from rotational invariance.30  

 The transition matrix element for an electric dipole transition is proportional to 

|⟨𝑒|𝑬 ∙ 𝒓|𝑔⟩|& where |𝑒⟩ and |𝑔⟩ are described by a set of angular momentum quantum numbers.  

So, for instance, a transition between two atomic quantum states would have |𝑔⟩ = |𝑙′, 𝑚7′⟩  and 

⟨𝑒| = ⟨𝑙,𝑚7|. Therefore,  

⟨𝑙, 𝑚7|𝑬 ∙ 𝒓|𝑙¢, 𝑚7′⟩ = 𝐸O£(−1)¤𝜀¤¦𝑙,𝑚7§𝑟n¤§𝑙¢, 𝑚7′¨
¤

 

where 𝑟n¤ is a component of a vector and can be evaluated using the relationship for expectation 

values of a tensor operator, 

¦𝑙, 𝑚7§𝑇ª«§𝑙¢, 𝑚7′¨ = (−1)7n>(𝑙‖𝑇ª‖𝑙′) �
𝑙 𝑘 𝑙′
−𝑚 𝑞 𝑚′� 

In this expression, the quantity in parentheses is the Wigner 3j symbol and (𝑙‖𝑇ª‖𝑙′) is the reduced 

matrix element. The 3j symbol is related to the usual Clebsch-Gordon coefficient that couple two 

angular momenta j1 and j2 to produce a total angular momentum j by  

(𝑗P𝑗&𝑚P𝑚&|𝑗P𝑗&𝑗𝑚) = (−1)n°GF°Hn>±2𝑗 + 1 �
𝑗P 𝑗& 𝑗
𝑚P 𝑚& −𝑚� 
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In our experiments the polarization of the electric field is assumed to be along the z-direction; that 

is, −𝑚 = 0.31 The Matlab program that uses the previously described formalism to convert the 

SPCAT output (reduced matrix elements) into the transition dipole moments is described in 

Appendix A.3. 

 The SFP only modulates off-resonant transitions when the oscillating electric field is 

relatively strong and can couple with the transition dipole moment of the transition. Thus, it is 

interesting to assess experimentally the number and quantum state make-up of the transitions that 

appear in the SFP spectrum as a function of TWTA power (or more precisely, electric field strength) 

and in pulse length, which is related to the number of Rabi cycles driven by the resonant microwave 

pulse. Figure 4.6 presents a series of SFP spectra recorded with increasing microwave power (or 

equivalent, electric field strength).  Clearly, the number of transitions appearing in the SFP 

spectrum increases with rf power. More specifically, as Figure 4.6a illustrates, with a 1µs SFP 

resonant with the 90.9-80,8 rotational transition in Z-PVN, only the resonant transition appears in 

the spectrum with 10% of the full power of the TWTA (~20 W, 3500 V/m). However, at full 

TWTA power (100%, 200 W, 11000 V/m) there are 11 transitions contributing to the spectrum 

(Figure 4.6b). Note that, as the labels in the spectra indicate, the powers available in the TWTA, 

when concentrated on a single resonant microwave transition, constitute conditions in which the 

transition is undergoing 26 to 83 Rabi cycles during the 1 µs rf pulse.  These are decidedly different 

conditions than is the norm under linear fast passage conditions. 

 

 

Figure 4.6: Single frequency pulse probing the 90,9-80,8 Z-PVN transition. a) Spectrum taken at 10% 
TWTA gain (20 W, 3500 V/m). b) Spectrum taken at 100% TWTA gain (200 W, 11000 V/m). 
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To explore this general phenomenon further, a series of SFPs experiments were conducted 

in which the TWTA power was increased systematically. These were performed when probing 

three different transitions for Z-PVN and two different transitions for E-PVN. In each case, the 

same behavior was observed, in which the number of transitions appearing in the SFP spectrum 

increased systematically as the power increased until a saturation point, where only the intensity 

pattern slightly changed. This saturation point was reached faster by those transitions with a bigger 

transition dipole moment; however, is also possible that at stronger electric fields the modulated 

transitions are outside the detected frequency range.  

 

 
Figure 4.7: Comparison of single frequency pulse spectra taken at different SFP durations. The 
numbers match the transitions in Table 4.1. 

 

Since changing the pulse length also varies the number of Rabi cycles experienced by the 

resonant two-level system, a series of experiments were carried out for both PVN isomers, where 

the length of the SFP was systematically increased at fixed TWTA power (in the strong field 

regime). Since in both isomers of PVN a-type transitions are allowed and strong, we chose a 
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resonant frequency associated with an a-type transition in both isomers in order to reduce the 

number of variables in the measurements.  

For Z-PVN the 90,9-80,8 transition at 13069.37 MHz was used as the resonant ‘drive’ 

transition, and SFP spectra were recorded for rf pulse lengths of 250, 500, 1000, 1500, and 2000 

ns. It is important to point out that in each case a Tukey window with r=0.3 was used when 

generating the pulses. The results from these series of experiments are illustrated in Figure 4.7. 

When the pulse length is 250 ns, only the resonant transition appears in the spectrum, but increases 

systematically as the pulse length increases, reaching as many as 16 new transitions at a pulse 

length of 1500 ns. Interestingly, between 1500 and 2000 ns, no more new transitions appear, and 

in fact, the overall intensity decreased somewhat.  One possible explanation for this intensity loss 

could be that a 2000 ns pulse might be so long that the contributions from some transitions to the 

molecular FID could start to decay before the FID is recorded.  

 

Table 4.1: List of transitions modulated by a single frequency pulse, 
they match the numbers in Figure 4.7. The number in orange indicate 
that those transitions were modulated with a 500 ns SFP. The transitions 
indicated in green correspond to those modulated by a 1000 ns pulse. 
The blue numbers are associated with those transitions that were 
modulated by a 1500 SFP. 

 Transition  Transition 

1 80,8-71,7 9 71,7-60,6 

2 80,8-70,7 10 81,8-71,7 

3 90,9-81,8 11 81,8-70,7 

4 91,9-80,8 12 91,9-81,8 

5 100,10-90,9 13 101,10-91,9 

6 101,10-90,9 14 61,6-51,5 

7 70,7-61,6 15 60,6-50,5 

8 70,7-60,6 16 61,6-50,5 
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Table 4.1 shows a list of transitions appearing in the SFP spectrum, indicating which new 

transitions appear at each step. To better understand this data, Figure 4.8a provides the energy 

diagram of the observed transitions at each step, with the number of Rabi cycles indicated as labels. 

As can be seen, a 500 ns-length SFP would induce about 48 Rabi cycles in the resonant transition, 

leading to the presence of six new off-resonant transitions. It is important to highlight that all of 

the new transitions appearing in the 500 ns SFP spectrum share a lower or upper energy level with 

the pumped transition. Increasing the length to 1000 ns adds a new set of 7 transitions, and at 1500 

ns there are three more off-resonant transitions. It is important to note that at every stage, the new 

transition(s) that appear share an energy level with either the pumped transition or an off-resonant 

transition previously induced. Moreover, even though the transition dipole moment of the 

transitions between lower energy levels (smaller JKaKc) is smaller, these transitions seem to be more 

likely to be present in the SFP spectrum than those between higher energy levels. We tentatively 

conclude based on this observation that the population in the energy levels play a significant role, 

with larger populations (determined by the rotational Boltzmann distribution in the expansion) 

producing detectable molecular coherences more readily than those with smaller populations. 

The same set of experiments were carried out while resonantly exciting the 80,8-70,7 

(9148.89 MHz) transition of E-PVN.  Once again, a Tukey window with r=0.3 was used when 

generating the SFPs. Since edge effects were present when the transition was probed with a 250 

ns SFP, in this case it was not possible to record a scan at this pulse length. Moreover, similar to 

Z-PVN, when the transition was probed with 1500 and 2000 ns SFPs there was no change in the 

number of modulated transitions, and the overall intensity decreased. As a cursory comparison of 

Figure 4.8a and 4.8b points out, for the same pulse length, the number of off-resonant transitions 

in E-PVN is significantly smaller than in Z-PVN.  This is chase despite the fact that the transition 

dipole moment of the resonant transition in E-PVN is larger than the one used to study Z-PVN. A 

possible explanation for this observation is that Z-PVN has both a- and b- type transitions dipole-

allowed, whereas E-PVN can only access a-type transitions.  Once again, however, it must be 

recognized that, since the overall intensity of transitions due E-PVN are smaller due to its smaller 

concentration in the expansion, the experimental sensitivity is less. 
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Figure 4.8: Energy diagrams for the off-resonant modulated transitions. a) Z-PVN energy 
diagram for the SFP at 80,8-90,9. b) E-PVN energy diagram for the SFP at 70,7-80,8. 
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4.3.3 Theoretical Models 

In the hopes to develop a model that mimics the experimental results, different approaches 

have been tried. The programs described in this section were developed in collaboration with Dr. 

Francis Robicheaux. The program uses the following Hamiltonian: 

𝐻² = 𝐻²ijE + 𝐻²³A97k 

where 𝐻²ijE  describes the rotational eigenstates of an asymmetric top, and 𝐻²³A97k =

−𝐷²µ𝐸O𝑊(𝑡) cos(𝛺¸¹𝑡) where 𝐷²µ	is the electric dipole moment operator, 𝐹O  is the microwave 

electric field strength, WMW is the microwave frequency, and 𝑊(𝑡) is the window function.  𝐻²³A97k 

accounts for the coupling between different rotational states due to the microwaves. As a 

consequence of the coupling, the rotational eigenstates, |𝜑P⟩ , |𝜑&⟩… |𝜑u⟩ are no longer stationary 

states, therefore transitions are induced between pairs of diabatic states.  For notational simplicity 

in this section, we will label the rotational eigenstates with a single index which is understood to 

stand for all of the rotational quantum numbers. 

We used two methods to solve for the time evolution of the superposition of rotational 

states. The first method gives a more accurate treatment while the microwaves have constant 

strength and frequency but can’t easily be used to model the turn-on and -off of the microwaves 

or any chirp. This method is, essentially, a Floquet treatment of the Hamiltonian. The evolution of 

the wave function from time t0 to time t can be represented as:  

|𝜑, 𝑡O; 𝑡⟩ → 𝑈(𝑡, 𝑡O)|𝜑, 𝑡O⟩	

𝑖ℏ
𝑑𝑈(𝑡, 𝑡O)

𝑑𝑡 = 𝐻²𝑈(𝑡, 𝑡O)	

In	the	Floquet	treatment,	the	time	dependent	Hamiltonian	with	𝑊(𝑡) = 1	is	converted	into	

a	time	independent	Hamiltonian	by	using	the	Floquet	eigenstates	

|𝜓Ö(𝑡)⟩ = £×𝜓Ö,>¨𝑒
nAB>ØÙÚF

Ö
ℏJE

>

 

where m indicates the number of microwave photons absorbed or emitted. The energies E can be 

found by diagonalizing the Floquet Hamiltonian. This method is useful because the eigenstates 

and eigenvalues can be used to calculate 𝑈(𝑡, 𝑡O) for any duration 𝑡 − 𝑡O.  

The second method does not explicitly use 𝑈(𝑡, 𝑡O) but instead directly solves for the time 

evolution of the eigenstate using the leapfrog algorithm: 
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|𝜓, 𝑡O; 𝑡 + 𝑑𝑡⟩ = S|𝜓, 𝑡O; 𝑡 − 𝑑𝑡⟩ − {
2𝑖𝐻(𝑡)𝑑𝑡

ℏ ~S |𝜓, 𝑡O; 𝑡⟩ 

where  dt is the time step and the one step error is proportional to dt3. This method has the 

advantage of easily incorporating the window function and any chirp but has the disadvantage of 

needing more computational steps for larger durations. The other difficulty is that the time step 

needs to be smaller as the energy spread in the basis is increased. In the actual calculation, the 

wave function was expanded in the basis of eigenstates of the rotational Hamiltonian. Convergence 

was checked with respect to the time step and the number of basis functions that compose the wave 

function. 

Finally, when the microwaves are off, there is an oscillating dipole 	𝐷(𝑡) because the 

microwaves set coherences between the rotational states. 

𝐷(𝑡) =£𝐶°∗𝐶A𝑒
A/ÖÜnÖÝ:E

ℏ
Þ

A,°

𝐷°A 

This oscillating dipole depends on the initial state before the microwaves are turned on. We assume 

the molecules start in an incoherent superposition of rotational eigenstates weighted by the 

Boltzmann factor at temperature 1.43 K. We did not try to individually pick the possible initial 

states but included all of the possible states. The total 𝐷(𝑡) results from the weighted sum over the 

possible initial states. 

The calculations reproduce the frequencies of test molecules (e.g., Z- and E-PVN) well by 

using the fit Hamiltonian for rotations and the fit dipoles for the transitions. Nonetheless, almost 

all of the non-resonant frequencies disappeared once there were more than ~20 cycles during the 

turn-on and -off of the window function, whereas the shortest turn on/off achieved experimentally 

was ~50 cycles. We also noticed that the presence or absence of the non-driven frequencies was 

not affected by the duration once the number of Rabi oscillations was larger than a few. The fact 

that a lot of the frequencies that are seen in the experiment are also in the unphysically short turn-

on/off calculations might mean that the molecules behave like the microwaves are only present for 

a short time scale. 

One of the written programs included a full density matrix, where an N ´ N matrix was 

propagated (N being the number of states), allowing the molecule to start in all of the states (up to 

m=5) with the appropriate Maxwell-Boltzmann weight. This program was compared with 

calculations that use single states and the results were qualitatively similar. However, none of the 
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programs were able to reproduce the increase in number of number of transitions that is observed 

in the experiment. Another approach was to take the states involved in the experimental off-

resonant modulated transitions and solve the density matrix equation only for those states. For 

example, for the 90,9-80,8 (13069.37 MHz) transition of Z-PVN, the energies and dipoles of the 

states 70,7, 71,7, 80,8, 81,8, 90,9, 91,9, 100,10, and 101,10 were used. This is a simpler program that gave 

results similar to the full calculation and was used to quickly test ideas. 

 When larger molecules are put into a supersonic expansion for cooling their translational 

energies along the expansion axis are sped up by the buffer gas that is the majority of the expansion 

gas. However, it is possible that the heavy molecules are moving a bit more slowly than the buffer 

gas. The terminal velocity in a supersonic free jet of He is 1.8´105 cm/s. If a slip flow of PVN is 

assumed with a velocity of 104 cm/s slower than He, then for He atom to engage in an interaction 

with PVN that is stronger than the DE associated with a Dka=1 changing collision (for example), 

it needs to be within 12 Å of PVN. Under these conditions a ‘fly by’ collision occurs in 20 ps.  

To check if rotational coherence transfer can occur during such a soft collision from one Jkakc 

level to another that is nearby in energy, without losing the phase information, some modifications 

were made to the original program. To explore collisions a random number generator was added 

to the program that solved for the density matrix, where at each step the code randomly decides 

whether a collision occurs, and it then randomly chooses between four different pairs of states, and 

these states were rotated by a small angle (cos(q)=0.95). Although after one collision, different 

off-resonant transitions showed up, all the extra lines disappeared after averaging over many 

collisions. This is to be expected since each collision adds a term to 𝐷(𝑡) but with a phase that 

depends on the time when the collision occurs. That collisions do not contribute to the FID signal 

agrees with experiment. Besides collisions, we tested several possible mechanisms as the source 

for the extra lines: 

• Collective polarization of the gas 

• Resultant dipole-dipole interactions 

• Superradiant spontaneous emission 

• Microwave fields up to twice as strong as experimental estimates 

However, none of these tests accounted for the off-resonant transitions. 
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4.4 Conclusions 

A new phenomenon that involves monochromatic pulses, capable of driving resonant 

transitions and modulating off-resonant transitions, was observed. A series of tests using PVN 

were conducted to assess the conditions required to modulate off-resonant transitions. The effects 

of collisions were tested by changing the backing pressure of the carrier gas, the concentration of 

PVN in the gas mixture, and by testing different sections of the gas pulse. No real indication was 

uncovered that collisions contribute in a significant way in modulating the off-resonance 

transitions. Furthermore, it was determined that as the power of the electric field or the duration of 

the pulse increases, the number of modulated transitions increases. Therefore, it was surmised that 

the number of Rabi cycles was crucial to the appearance of off-resonant transitions in the molecular 

signal. Experimentally, to make sure that these effects were not constrained to the nature of the 

molecule, different molecules were tested as well, including benzonitrile, 4-pentynenitrile and allyl 

chloride.  In each case the same behavior was observed.  

In collaboration with Dr. Francis Robicheaux a theoretical model was developed to 

compare against the experimental results.  However, to date, the model has been unsuccessful at 

accounting for the full suite of experimental observations, most notably in not predicting the 

intensity and growing number of off-resonant transitions with increasing pulse power and/or 

duration. It is clear that the model is missing a key factor, yet to be determined.  One option could 

be that the effects from the microwave reflections within the experimental chamber could be 

playing a role. Another, less likely possibility is that up to now the electric field used in the 

simulations is distinctly smaller, for some reason, than anticipated based on the electronics 

specifications.  Nonetheless, this experimental discovery, where a single frequency pulse in the 

strong field regime produces measurable coherent signals from other species-specific transitions 

is likely to speed the analysis of microwave spectra, since it not only helps deconvolute the 

spectrum but it also helps establish the connectivity of the transitions, which grow and spread with 

increasing power/pulse duration from the two levels initially involved in the resonant transition. 
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CHAPTER 5. SPECTROSCOPIC CHARACTERIZATION OF MODEL 
AROMATIC SUBSTITUENTS OF LIGNIN BY BROADBAND CHIRPED-

PULSE MICROWAVE SPECTROSCOPY 

5.1 Introduction 

The production of biofuels and bioenergy from lignocellulosic residues or energy crops 

constitutes one of the major solutions for providing an alternative to fossil fuels.1 Since lignin is a 

major byproduct of second-generation bioethanol production it is considered as a potential source 

of aromatic feedstocks that could be used as biofuels.2 Moreover, lignin is one of the three main 

components of biomass and one of the most abundant naturally occurring biopolymers on Earth, 

accounting for 15-25% (w/w) of herbaceous biomass,3 second only to cellulose and 

hemicellulose.4 Therefore, it is important to understand the properties of lignin in order to increase 

the efficacy with which it can be broken down during biofuel extraction. Lignin is an irregular 

biopolymer built from three closely-related phenolic monomers, the monolignols p-coumaryl, 

coniferyl, and sinapyl alcohol.  These three monomers are composed of aromatic rings with 

varying numbers of hydroxyl and methoxy substituents.  These monomers are held together by 

unique chemical linkages that determine the macroscopic properties of the lignin itself.  Since 

lignin is formed by a free radical process, the detailed macromolecular structure of lignin, and how 

it varies from plant to plant, is still an active area of investigation. 

Since lignin is an aromatic-rich polymer, several investigations of the UV spectra of model 

lignin compounds have been carried out previously, including work from our group on several 

phenol and alkyl phenol derivatives, guaiacol, syringol and its para-methylated derivatives, 

providing information on gas-phase structures in the electronic ground and excited states of these 

molecules. The ultraviolet spectra of guaiacol and syringol, which differ by a single methoxy group 

on the aromatic ring, were previously found to be surprisingly different, providing a basis for their 

spectroscopic recognition in lignin oligomers.5 While there are no previous reports of rotational 

spectroscopy of guaiacol, syringol, 4-methyl guaiacol and 4-vinyl guaiacol, there are previous 

high-resolution spectroscopy measurements on closely related molecules, such as: p-vinylphenol6, 

7 and p-coumaric acid8. 

This chapter discusses the broadband CP-FTMW spectra of guaiacol, syringol, 4-methyl 

guaiacol, and 4-vinyl guaiacol, recorded under jet-cooled conditions over the 2-18 GHz frequency 
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range. Spectra of 13C isotopomers of guaiacol were measured and assigned, allowing a detailed 

structure determination of this molecule. In the case of syringol, tunneling splitting due to OH 

hindered rotation was observed, from which the V2 barrier was deduced.  Comparison of this value 

with that for phenol provides evidence for the effect of the intramolecular OH…OCH3 H-bond 

present in syringol. For 4-methyl guaiacol, the barrier to internal rotation of the methyl group (V3) 

was determined. This study provides a foundation for subsequent studies aimed at understanding 

the thermal decomposition of these molecules. 

5.2 Experimental Methods 

Guaiacol (98%), syringol (2,6-dimethoxyphenol, 99%), 4-methylguaiacol (98%), and 4-

vinylguaiacol (98%) samples were all purchased from Sigma Aldrich and introduced into the gas 

phase by placing a small amount in a stainless-steel sample holder behind a solenoid-driven pulsed 

valve (Parker series 9). The solenoid valve was triggered at 10 Hz repetition rate using a home-

made driver. To increase the vapor pressure of the samples, the sample holder in which they were 

kept was heated using a heating rope. These set of experiments were performed with the new 

chamber designed by Dr. Brian Hays. The experimental set up is described in section 2.3, and the 

arrangement of the microwave components is described in section 2.4.1. 

All the geometry optimizations and harmonic vibrational frequency calculations were 

performed using the Gaussian09 program suite.9 Geometry optimizations for all four molecules 

were carried out using density functional theory (DFT) that employed the B2PLYP functional 

including Grimme’s dispersion correction10 and Becke-Johnson damping11, with a correlation 

consistent basis set, aug-cc-pVTZ.  This level of theory has been shown to yield rotational 

constants that are in close agreement with experiment. The harmonic vibrational frequency 

calculations were performed at the afore-mentioned level of theory. 

5.3 Results 

5.3.1 Guaiacol 

The microwave spectrum from 2-18 GHz is shown in Figure 5.1. This spectrum contains 

a- and b-type transitions belonging to R and Q-branches. The a-type transitions were the strongest 

in intensity, consistent with the calculated dipole moment components listed in Table 5.1. 
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Assignment of the spectrum was made using Pickett’s SPFIT/SPCAT suite of programs12. 

Watson’s A-type reduced Hamiltonian in the Ir representation was used to fit the spectra. Given 

the rigidity of the molecule, only the rigid rotor rotational constants were needed for a suitable fit 

at the present resolution. Attempts to determine the centrifugal distortion constants failed to 

improve the fit, which was already within the experimental uncertainty (~60 kHz) with an rms of 

28.4 kHz.  

 

 

Figure 5.1: Broadband spectrum of guaiacol over the 2-18 GHz range. The 2-8 GHz frequency 
region was recorded heating the sample holder to 110 °C with the sample entrained in 1.03 bar of 
He, and 30 FIDs recorded per gas pulse. For the 8-18 GHz frequency region the sample was heated 
to 105°C. The rotational temperature was determined to be 1.56±0.12 K. The blank subtracted 
experimental spectrum is shown in black and the simulated spectrum is illustrated in red. The inset 
show transitions due to the isotopic species in natural abundance. 

 

The full set of spectroscopic parameters listed in Table 5.1 are in good agreement with the 

calculations, with the most significant error (0.38%) associated with the A rotational constant. 

When comparing the inertial defect of guaiacol (-3.46 uA2) and anisole (-3.49 uA2)13 one can see 

that the hydroxy group doesn’t have a big effect on the planarity of the molecule in the electronic 

ground state. The magnitude of the inertial defect arises from the two out-of-plane hydrogens of 

the methoxy methyl group, with the OH hydrogen nearly in-plane so as to form an intramolecular 
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H-bond with the methoxy oxygen.  In so doing, the oxygen lone pairs can engage in 

hyperconjugation with the aromatic ring, much as has been observed in previous studies of 

phenol14, anisole13,  styrene15, and p-vinylphenol7.   

 

Table 5.1: List of spectroscopic parameters used to fit guaiacol and its isotopomers. The atoms 
follow the numbering label showed in red in Figure 5.1. 

 (CH3O)C6H4OH 
B2PLYP-D3BJ 
aug-cc-pVTZ 

13C(1) 
(CH3O)C6H4OH 

13C(2) 
(CH3O)C6H4OH 

13C(3) 
(CH3O)C6H4OH 

A (MHz) 2607.0533(266)d 2617.17475 2606.883(54) 2580.022(115) 2571.661(57) 

B (MHz) 1560.7897(160) 1566.0881 1559.816(36) 1560.840(57) 1551.229(36) 

C (MHz) 982.8693(142) 985.90801 982.4805(397) 979.0168(261) 974.0434(237) 

µa (D) - 2.051 - - - 

µb (D) - -1.770 - - - 

µc (D) - 0.000 - - - 

D (uA2)a -3.46 -3.19 -3.47 -3.45 -3.46 

s (kHz)b 28.4 - 39.6 54.4 35.5 

Nc 120 - 25 23 22 

 

 13C(4) 
(CH3O)C6H4OH 

13C(5) 
(CH3O)C6H4OH 

13C(6) 
(CH3O)C6H4OH 

13C(7) 
(CH3O)C6H4OH 

A (MHz) 2602.775(100) 2600.015(116) 2594.845(116) 2599.051(70) 

B (MHz) 1536.101(87) 1545.463(071) 1559.945(41) 1525.076(41) 

C (MHz) 972.4424(311) 975.7752(280) 980.8160(249) 967.5178(312) 

µa (D) - - - - 

µb (D) - - - - 

µc (D) - - - - 

D (uA2)a -3.47 -3.46 -3.47 -3.48 

s (kHz)b 43.2 37.3 50.9 38.6 

Nc 21 23 22 22 
a Inertial defect DI=Ic-Ib-Ia. b Number of transitions in the fit. c Root-mean-square deviation of the fit. d Standard error 
in parentheses in units of the last digit. 
 

Given the high signal-to-noise (S/N) of the spectrum, it was possible to assign the 13C 

isotopologues in natural abundance. The sets of best-fit rotational constants are listed in Table 5.1. 

It wasn’t possible to investigate the 18O isotopologues; therefore, it was not possible to determine 

the bond lengths and angles associated with these atoms. The experimentally derived inertial 

defects for the isotopic species are close in magnitude to one another and to that from the all 12C 
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guaiacol, ranging from -3.46 to -3.48 uA2.  This is a good indication that the experimental 

molecular parameters derived for the 13C isotopologues are correct. 

The rotational constants determined could be used to determine the bond lengths and angles 

in the aromatic ring by applying Kraitchman’s equations16. However, the rs evaluation is subject 

to several inconsistencies, it is known that the addition of an asymmetric substituent onto the 

phenyl ring has the effect of introducing a small rotation between the ring and the inertial axes, 

thus degrading the accuracy of many of the reported rs parameters.13 A global, least-squares fit to 

all available rotational constants usually can average over such problems. By using STRFIT17, it 

was possible to determine the carbon-carbon bond lengths and angles of the phenyl ring. Table 5.2 

shows the experimental and the calculated parameters at the B2PLYP-D3BJ/aug-cc-pVTZ level 

of theory.  While these are in good agreement, it is worth noting that the C-O bond lengths are 

especially sensitive to the rotational constants, as one might anticipate given that no isotopic data 

is available to pin down the O-atom position.  As a result, without such data (e.g., from 18O 

isotopologues), it is not possible to extract a complete molecular geometry from the present data. 

 

Table 5.2: Comparison of experimental and calculated geometrical parameters for guaiacol. 
The standard deviation of the fit was 0.0047 Å. The atoms follow the numbering label 
showed in red in Figure 5.1. 

 Experimental Calculation  Experimental Calculation 

Distances (Å)   Angles (°)   

C(1)-C(2) 1.388(3) 1.388 C(1)C(2)C(3) 119.75(36) 119.59 

C(2)-C(3) 1.399(5) 1.396 C(2)C(3)C(4) 120.29(21) 120.20 

C(3)-C(4) 1.390(4) 1.387 C(3)C(4)C(5) 120.23(12) 120.20 

C(4)-C(5) 1.397(3) 1.394 C(4)C(5)C(6) 119.94(19) 119.92 

C(5)-C(6) 1.386(4) 1.384 O(1)C(6)C(1) - 120.07 

C(1)-C(6) 1.408(3) 1.403 C(6)O(1)H - 107.50 

C(6)-O(1) - 1.362 C(1)O(2)C(7) - 117.42 

C(1)-O(2) - 1.371 O(2)C(1)C(2) - 125.83 

O(2)-C(7) - 1.420    

O(1)-H - 0.966    
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There is a small, but clear, bond alternation in the ring; for example, r(C(1)-C(2)) < r(C(4)-

C(5)), and r(C(2)-C(3)) > r(C(3)-C(4)), structural effects also captured by the calculations. It is 

important to notice that the distortion of the ring is similar to that present for anisole13, where the 

bonds most affected by the hyperconjugation of the oxygen lone pair with the aromatic ring shrinks 

relative to the 1.390 Å in benzene.  In phenol this effect is less noticeable.14 The longest bond in 

guaiacol’s aromatic ring is r(C(1)-C(6)) involving the two carbon atoms that hold a substituent 

group, and the adjacent bonds are the shortest, showing either the effects of the steric impedance 

between these two groups or the hyperconjugation of the oxygen lone pair with the aromatic ring.  

The hydrogen bond between the hydroxy and the methoxy groups doesn’t seem able to compensate 

for the effect of the methoxy group on the ring. 

5.3.2 2,6-dimethoxyphenol (Syringol) 

The 2-18 GHz CP-FTMW spectrum of syringol is presented in Figure 5.2a. The calculated 

dipole moment components for syringol indicates that only a- and b- type transitions will be 

present in the microwave spectrum. A preliminary fit was obtained using the theoretical rigid-rotor 

spectrum predicted with the rotational constants calculated at B3PLYP-D3BJ/aug-cc-pVTZ (Table 

5.3). As the magnified view of a small segment of the spectrum that shows that many of the 

rotational transitions appear as doublets arising from the hindered rotation of the OH group.  Since 

syringol possesses a symmetric molecular frame with two methoxy groups, internal rotation of the 

OH group connects equivalent minima. Due to the OH group internal rotation the µa R-type 

transitions are split into doublets separated by approximately 0.9 MHz, while the b-type transitions 

were not split. Similar tunneling splittings have been observed in phenol18, 19, propofol20 and its 

symmetric para-derivatives21-23. The rotational transitions were analyzed with a two-state 

Hamiltonian without coupling terms,    

�𝐻O 0
0 𝐻P + ∆𝐸PO

� 

where H0 and H1 are semirigid-rotor Hamiltonians and DE10 is the relative energy between the two 

torsional sub-states (u=0+ and u=0-). 
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Figure 5.2: a) Broadband spectrum of syringol from 2-18 GHz. The 2-8 GHz frequency region was 
recorded heating the sample holder to 148 °C with the sample entrained in 2.75 bar of He, 
collecting 30 FIDs per gas pulse. For the 8-18 GHz frequency region the sample was heated to 130 
°C. The rotational temperature of syringol following supersonic expansion was determined to be 
1.7±0.3 K. b) Close-up view of the 83,6-73,5, 84,5-74,4, and 84,4-74,3 transitions showing their 
tunneling splitting due to the internal rotation of the hydroxyl group.  See text for further discussion. 
 

Table 5.3 lists the results of the fit using a Watson’s A-reduction semirigid rotor 

Hamiltonian (Ir representation) for a set of 528 observed transitions. For this fit the Coriolis 

interaction between the two sub-states was neglected.  These contributions tend to be appreciable 

in cases where the asymmetry and torsional splitting are accidentally close; nonetheless, similar to 

propofol20, for syringol there was no significant deviation from semi-rigid behavior. Not 

surprisingly, as in guaiacol and other similar molecules there was no evidence of tunneling 

splittings associated with the internal rotation of the methyl groups. 

  The assignment of the 13C-monosubstitued species in natural abundance was possible, and 

eight sets of molecular parameters were obtained. Due to its lower natural abundance (0.2%) the 

assignment of the spectrum of the 18O species was not attempted. When the isotopic substitution 

was in any position off the b-axis the tunneling splitting was no longer present, since the symmetry 

was broken. However, the determination of the carbon-backbone structure was not possible due to 

the large amplitude motion arising from the OH internal rotation coordinate.  The rs structure 

contained several inconsistencies, such as imaginary coordinates. Usually, a global, least-squares 
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fit to all available rotational constants averages over such problems, however, in this case, it was 

not possible to derive a meaningful r0 geometry. 

 

Table 5.3: Experimental rotational parameters for syringol. 

Syringol Experimental Calculated 

A (MHz) 2267.066041(162)a 2280.7794 

B (MHz) 768.348315(47) 769.21605 

C (MHz) 578.479855(41) 579.43741 

DE10 (MHz)b 0.47194(73) - 

V2 (cm-1)c 1978(7) 1962 

µa (D) - -1.36 

µb (D) - -1.70 

µc (D) - 0.00 

D (uA2)d -7.036 -6.398 

s (kHz)e 27.29 - 

Nf 528 - 

a Standard error in parenthesis in units of the last digit 
b energy difference between the torsional tunneling 
substates s=1/0. c Barrier height.  d Inertial defect 
DI=Ic-Ib-Ia. e Root-mean-square deviation of the fit. f 
Number of transitions in the fit. 

 

In order to examine the structural changes associated with the OH torsion, a relaxed 

potential energy curve for OH internal rotation was calculated at the DFT B3LYP /def2tzvp level 

of theory, yielding a value of 1962 cm-1. To get a quantitative description of the OH torsion the 

Meyer’s one-dimensional flexible model24 was applied to the DE splitting, thus determining the 

V2 barrier using the following equation, 

𝑉(𝜏) =
1
2𝑉&

(1 − cos(2𝜏)) 

where 𝜏 is the internal rotation angle of OH, assumed to be zero when OH lies in the plane of the 

phenyl ring. Using this model, the range 2p for t was resolved with 37 mesh points and a barrier 

of 1978 cm-1 was determined, a value fortuitously close to the DFT result. It is worth noticing that 
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since in the calculation the CCO angle only changes 0.003 degrees from 0° to 180°, structural 

relaxation was not considered.   

The hydroxyl torsional barrier height can be compared to previous studies on phenolic 

molecules (Table 5.4). The experimental barrier height of syringol (1978 cm-1) is greater than the 

barriers determined for phenol (1213(18) cm-1), propofol(Gg) (905-940 cm-1), and even p-

hydroxypyridine (1513(10) cm-1). The magnitude of the internal rotor barrier is affected by the 

electron donor/acceptor capabilities of the exocyclic substituent; for example, in 4-

hydroxypiridine the electron-withdrawing effect of the nitrogen atom is responsible for increasing 

the barrier relative to phenol, whereas in propofol the electron-donation from the two isopropyl 

groups causes the barrier height to be reduced considerably. In syringol, the main reason for the 

significant increase in the barrier height is the additional stabilization at planar geometries from 

the intramolecular hydrogen bond that the OH group forms with the neighboring methoxy groups. 

 

Table 5.4: Comparison of internal rotation barriers for the hydroxyl 
group in phenol derivatives.    
 Torsional splitting DE10 (MHz) Barrier height V (cm-1) 

Propofol21 104.0989(52) 905-940 

Phenol19, 20 55.97 1213(18) 

p-hydroxypyridine24 7.97(4) 1513(10) 

Syringol  0.47194(73) 1978(7) 

 

5.3.3 4-methyl guaiacol (4-MG) 

4-MG has a methyl group on the phenyl ring para to the OH substituent.  The addition of 

this methyl group raises the possibility that splittings due to methyl internal rotation will be present.  

This is indeed the case, as shown for the 70,7-61,6 and 71,7-60,6 transitions in Figure 5.3.  As the 

labels show, we were able to assign transitions due to rotational levels in the 0a1 and 1e methyl 

rotor levels, labeled simply as A and E in the figure.  Since the nuclear spin symmetries of these 

levels are different, collisional cooling does not efficiently remove population from the 1e level 

during the supersonic expansion.25  In order to get some sense for the barrier height of the ring 

methyl group, we carried out a relaxed potential energy scan varying the dihedral angles for the 
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methyl hydrogens using a spacing of 10°.  The result could be fit as a pure V3 potential, which at 

the B3LYP-D3BJ/def2tzvp level of theory was calculated to be V3 = 63 cm-1.  

 

Figure 5.3: A window of about 20 MHz taken from the 8-18 GHz spectrum of 4-MG, 
highlighting the 70,7-61,6 and 71,7-60,6 transitions, which are split by 1.3 and 2.1 MHz, 
respectively, due to methyl internal rotation. The spectrum was recorded by heating the 
sample holder to 123 °C with the sample entrained in 0.7 bar of He, accumulating 20 
FIDs per gas pulse. The rotational temperature was determined to be 1.79±0.3 K. 

 

As a first step in fitting the experimental spectrum for 4-MG,  SPFIT/SPCAT12 was used 

to obtain a fit excluding the effect of internal rotation. The assignment started with b-type R-branch 

transitions, because, the dipole moment components suggest a spectrum with intense b-type 

transitions. Transitions assigned preliminarily to A species often appeared as closely spaced 
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doublets, as in Figure 5.3, with the other member assigned to the E internal rotation symmetry 

species of the same rotational transitions. The program XIAM26 was used to fit the full set of 

transitions including internal rotation-rotation coupling. Using the program, it was possible to 

assign 173 transitions, 120 of which belong to the A species and 53 to the E species, with a standard 

deviation of 46 kHz. The fitted molecular parameters are summarized in Table 5.5. The three linear 

combinations of the rotational constants BJ=1/2(B+C), BK=A-1/2(B+C), B_=1/2(B-C), the V3 

potential, and the angles d and e were determined. Because the frame of the aromatic ring in 4-

MG is quite rigid, all centrifugal distortion constants are small; therefore, it was only possible to 

fit one centrifugal distortion constant (DK) based on the jet-cooled data. In Table 5.5 the 

experimentally deduced rotational constants are compared with those from quantum chemical 

calculations, showing excellent agreement between the two. A V6 contribution to the potential 

could generate additional splittings of the A and E torsional species of the threefold rotor if the 

lowest torsional level lies below the local maxima created by the 6-fold term. Since no additional 

splittings were observed experimentally this V6 term is small or completely absent.  

The barrier to methyl hindered rotation in 4-MG was previously determined by our group 

using fluorescence spectroscopy as V3 = 70 cm-1, a value which is well reproduced by the present 

work using microwave splittings.5 The two methods are nicely complementary, since the 

fluorescence-based scheme determines the hindered rotor energy levels up to and through the 

barrier, while the microwave data on the jet-cooled molecules records high resolution data 

exclusively on the 0a1 and 1e levels, projecting via extrapolation to a barrier height well above the 

energies of the directly probed levels.   

Given the positions of the OH, OCH3, and methyl groups on the ring relative to one another, 

it is interesting to compare the methyl rotor barrier in 4-MG to these simpler analogs: cis-m-methyl 

anisole and p-cresol (or 4-methyl phenol).  The ground state methyl rotor barriers are known for 

each of these simpler molecules based on previous work.27, 28  Note that the V3 barrier we have 

derived for methyl hindered rotation in 4-MG (V3= 68.8 cm-1) is quite similar to that found for cis-

m-methyl anisole studied by Ferres et al.,27 (V3 = 55.7 cm-1). Furthermore, p-cresol (4-methyl 

phenol) has a very low methyl rotor barrier with both 6-fold and 3-fold terms:  V3 = 18 cm-1 and 

V6 = -13.8 cm-1.28  Whether fortuitous or not, the barrier for 4-MG is approximately the sum of the 

barriers from the individual OH and OCH3 constituents.  
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Table 5.5: Molecular parameters of 4-methyl guaiacol. All parameters refer 
to the principal axis system. Watson’s A reduction and Ir representation 
were used. The rotational constant of methyl rotor, F0, was fixed at 158 GHz. 

4-MG Experimental Calculated 

A (MHz) 1891.868633(1086)a 1897.0835 

B (MHz) 1168.206007(366) 1173.5124 

C (MHz) 729.233617(326) 731.6489 

DK (kHz) 0.2041(145)  0.2180 

V3 (cm-1) 68.7679(2) 63.64 

sb 5.737329 - 

Ð(i,a) (°) 32.2905(5) 35.346 

Ð(i,b) (°) 57.7095(5) 54.654 

Ð(i,c) (°) 90.0017(1) 89.993 

µa (D) - 0.296 

µb (D) - -2.829 

µc (D) - 0.00 

D (uA2)c -6.716 -6.398 

s (kHz)d 45.57 - 

NA/NEe 120/53 - 

a Standard error in parentheses in units of the last 
digit b Reduced barrier, defined as s=4V3/9F. c 
Inertial defect DI=Ic-Ib-Ia. d Root-mean-square 
deviation of the fit. e Number of A and E species 
lines (NA/NE). 

 

5.3.4 4-vinyl guaiacol (4-VG) 

4-vinyl guaiacol places the vinyl group para to OH.  has two stable conformations, labeled 

as syn- and anti-, which are defined by the orientation of the vinyl group with respect of the 

methoxy group.  From previous studies on the monolignols this molecule was expected to be 

structurally quite rigid since the intramolecular H-bond between the OH and methoxy groups locks 

in their relative orientation.29 An important experimental challenge was that in order to get the 
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sample into the gas phase, it was necessary to heat the sample to temperatures where 

polymerization occurred to some extent inside the heated sample cylinder.  This constrained the 

number of averages that could usefully be taken for a given sample, reducing the over-all signal 

size in the final spectrum relative to the other molecules in this series.   

The SFCB/MSE30, 31 method was used in order to facilitate assignment of the intermingled 

transitions due to the two conformations. Using the most recent line picking scheme, described in 

section 3.3.1, it was possible to acquire a set of species-specific transitions associated with each 

conformer. This scheme identified a set of three MSE frequencies at 10632.625, 12267.313, and 

15554.375 MHz for SFCB measurements. The final SFCB measurement was recorded with a 1 µs 

broadband sweep followed by three 150 ns single-frequency pulses.  A gap of 50 ns was employed 

between the broadband chirp and the first single frequency pulse, while 5 ns gaps were left between 

the three single frequency pulses in order to avoid beats between them. Using the Matlab routine 

described in Appendix A.2, a total of 22 transitions were identified as having their intensities 

modulated more than 30% compared to the 8-18 GHz sweep in the absence of MSE. Noting that 

the experimental conformer-specific transitions matched the pattern of the calculated 8-18 GHz 

microwave spectrum for the syn-4-VG, these transitions were used as a starting point for the rigid 

rotor fit. 

Using Pickett’s SPFIT and SPCAT programs12, a total of 143 transitions were assigned in 

the final fit, with a standard deviation of 37.4 kHz. As Table 5.6 shows, the experimental rotational 

constants from the fit are in close agreement with the calculated values, with a largest error of just 

0.33% associated with the A rotational constant. Even though syn-4-VG is a relatively rigid 

molecule, once the calculated centrifugal distortion constants were included in the fit the rms error 

decreased, a behavior that was not observed in guaiacol or syringol. This suggests that the vinyl 

group may contribute significantly to the centrifugal distortion.  Unfortunately, it was not possible 

to get a good fit for these constants, therefore for the final fit these values were fixed to the 

theoretical ones. Figure 5.4(a) presents the SFCB/MSE difference spectrum, where the modulated 

lines are plotted against the fitted transitions. 

For the anti-4VG conformer, the method was repeated for the remaining unassigned 

transitions using the same microwave settings. In this case, we chose a set of MSE frequencies at 

9130.875, 13415.313, 16373.313 MHz. Following assignment these transitions were assigned as 

52,4-41,3, 63,4-52,3, and 64,3-53,2 transitions, respectively. This second set of MSE frequencies 
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modulated 16 transitions more than 50% relative to the original sweep taken in their absence. The 

modulated transitions are plotted in Figure 5.4(b) against the fitted transitions for this conformer. 

 

Table 5.6: Molecular parameters for syn- and anti-4-vinyl guaiacol. 

4-VG 
syn anti 

Experimental Calculated Experimental Calculated 

A (MHz) 1646.753225(144)a 1652.1596 1867.786124 (158) 1874.2983 

B (MHz) 872.490958 (82) 874.3385 779.970050 (75) 781.7989 

C (MHz) 572.904936 (63) 573.8423 552.777238 (55) 553.6226 

DJ (kHz) fixed 0.02096 - 0.01160 

DK (kHz) fixed 0.08358 - 0.16252 

DJK (kHz) fixed 0.01149 - 0.03534 

dj (kHz) fixed 7.69 ´ 10-3 - 3.75 ´ 10-3 

dk (kHz) fixed 0.04726 - 0.04467 

µa (D) - 0.347 - -0.979 

µb (D) - 2.400 - 2.475 

µc (D) - 0.000 - 0.000 

DErel (cm-1) - 0 - 136 

%b 75(3) 60.4 24(4) 39.6 

D (uA2)c -3.99 -3.21 -4.27 -3.21 

s (kHz)d 37.44 - 39.06 - 

Ne 143 - 154 - 

a Standard error in parenthesis in units of the last digit b Boltzmann distribution.  c Inertial 
defect DI=Ic-Ib-Ia. d Root-mean-square deviation of the fit. e Number of transitions in the 
fit. 

 

The line frequencies obtained through the SFCB/MSE difference spectrum were used for 

the initial rigid rotor fit using Pickett’s spectral fitting programs.12  The rotational spectrum of anti-

4-VG is composed exclusive of a- and b-type transitions, with a total of 154 transitions that were 

fit using a Watson’s A-reduction (Ir representation), with a standard deviation on the fit of 39.06 
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kHz. The constants derived from the fit are shown in Table 5.6, where they are compared with 

calculations.  As with the syn conformer, the experimental constants are in excellent agreement 

with those from the calculations.  Interestingly, in this case, the fit did not improve when adding 

the centrifugal distortion constants. 

 

 
Figure 5.4: Experimental lines modulated in the SFCB difference spectrum compared to the 
simulated stick spectra for a) syn-4-VG and b) anti-4-VG. Experimental conditions: 1 µs 8-18 GHz 
chirp, 50 ns gap and 3´100 ns single frequency pulses on frequencies labeled with asterisks, 100% 
TWTA gain level. The spectrum was recorded with the sample heated to 193 °C and entrained in 
0.7 bar He.  The timing of the experiment was set to record 30 FIDs per gas pulse. 
 

Using the experimental rotational temperatures (1.7±0.2 for anti-4-VG and 1.9±0.2 for syn-

4-VG) and the relationship between experimental integrated line intensities and column densities, 

it was possible to obtain percent abundances for the two conformers of 75±3% syn-4-VG and 25±4% 

anti-4-VG. The percent populations of the conformers at the pre-expansion temperature (466 K), 

calculated using the relative free energies are 60.4 and 39.6% for syn- and anti-4-VG respectively, 

which are relatively close to the experimental values.  If the energetics from the calculations are 

accurate, this close correspondence would indicate that there is little collisional redistribution of 

population between the two conformers during the expansion. 
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5.4 Discussion 

The microwave spectra of guaiacol, syringol, 4-MG, and 4-VG have been recorded and 

analyzed over the 2-18 GHz range under jet-cooled conditions, enabling the determination of the 

molecular rotational parameters. For all four molecules the calculated rotational constants at the 

B2PLYP-D3BJ/aug-cc-pVTZ level of theory are in excellent agreement with the experimental 

values. In guaiacol and syringol, data on the 13C isotopologues in natural abundance provided a 

partial structural fit; however, the lack of 18O data hindered determination of a full r0 structure.  

Nevertheless, given the excellent correspondence between experiment and the B2PLYP-D3BJ 

calculations, it is worth looking in greater detail at the structures of guaiacol, syringol, 4-MG, and 

4-VG to understand the structural changes induced by the addition of a methoxy group (in forming 

syringol), methyl group (in 4-MG) or vinyl group (4-VG) on the structures and bonding. 

Figure 5.5 summarizes the calculated optimized structures for guaiacol, syringol, 4-MG, and 

the two conformers of 4-VG.  Not surprisingly, in this set of five structures, the bond lengths and 

bond angles involving the hydroxy and methoxy substituents are nearly unchanged, and they 

distort the phenyl ring in similar ways. We surmise on this basis that these polar substituents are 

major factors in dictating any shift away from an unsubstituted aromatic ring.   

The OH…OCH3 intramolecular H-bond lies in the plane of the phenyl ring and generally 

locks the molecule into a planar heavy-atom geometry. For these five molecules, the effect of this 

H-bond doesn’t seem to have a significant impact on either the hydroxy or the methoxy bond 

angles. The C(5)C(6)O(1) angle varies by less than 2 degrees for all molecules in the set compared 

to phenol, and the COH angle changes by less than one degree. When the bond lengths and angles 

of the methoxy substituent are compared to those in anisole, the change is less than one degree.  

In guaiacol, the asymmetry of the single methoxy substituent propogates through the 

structure in subtle ways.  As we have pointed out earlier, and as is apparent from Figure 5.5, the 

major effect of the methoxy group is to distort the phenyl ring away from six-fold symmetry, 

inducing clear alternation in bond lengths.  The longest C-C bond in the phenyl ring is that which 

connects the two substituted carbons, calculated to be 1.403 Å.  Whether this lengthening is a 

purely electronic effect or has some steric components associated with the crowding of the OH 

and methoxy substituents, is not clear.  The bonds on either side shorten correspondingly to 1.384 

and 1.388 Å.  When combined with the shortened C(3)-C(4) bond on the opposite side of the ring 

(1.387 Å), this bond alternation indicates that this resonance structure, with double bond positions 
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shown in Figure 5.5a, gains in weight over its alternate, in which the single and double bonds are 

swapped in the ring.   

 

 

Figure 5.5: Summary of the calculated molecular geometries for: a) guaiacol, b) syringol, c) 4-MG, 
d) anti-4-VG, and e) syn-4-VG, all computed at the B2PLYP-D3BJ/aug-cc-pVTZ level of theory. 

 

In syringol, the presence of the second methoxy group brings a near two-fold symmetry to 

the structure.  Indeed, when tunneling of the OH group is considered, the molecule is effectively 

C2v symmetry.  Even in the optimized structure at one of the tunneling minima (as shown in Figure 

5.5b), the C-C bond lengths in the aromatic ring are still nearly equivalent.  From a dynamic and 

structural viewpoint, syringol’s ability to undergo tunneling between the two in-plane OH torsional 

positions is most intriguing.  In the microwave spectrum, we have resolved tunneling splittings in 

the b-type R-branch transitions due to the OH group tunneling through its torsional barrier between 
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equivalent in-plane geometries.  The selection rules indicate that these involve lower-to-upper and 

upper-to-lower transitions, producing a splitting that is twice the energy separation between the 0+ 

and 0- tunneling levels (~1 MHz). A fit of this splitting to a one-dimensional, V2 OH torsional 

potential predicts a barrier of 1960 cm-1, more than 50% greater than in phenol, where no 

intramolecular H-bond exists.   

This suggests that the stabilization of the in-plane geometry for the OH group is about two-

thirds due to electronic effects of the OH group hyperconjugation with the ring, and one-third due 

to the stabilization of the H-bond itself.  The effect of this increased barrier on the OH tunneling 

splitting is dramatic, since in phenol, the tunneling splitting is ~111 MHz,19 while in syringol, it 

drops to ~1 MHz.  Given this small splitting, it is not surprising that zero-point shifts induced by 

the presence of even a single 13C in an asymmetric position is sufficient to quench tunneling.  One 

can also glean from the calculated structures a sense for the nature of the tunneling motion.  Based 

on the optimized geometry for syringol in one of its tunneling minima (shown in Figure 5.5b), the 

most significant changes are in the C(ph)-O bond lengths and CCO bond angle of the two methoxy 

groups, which expand by 0.01 Å and 2 degrees, respectively, when the OCH3 is acting as H-bond 

acceptor.   

5.5 Conclusions 

The molecular rotational parameters of guaiacol, syringol, 4-MG, and 4-VG were 

determined experimentally using broadband microwave spectroscopy over the 2-18 GHz range.  

These values are in excellent agreement with those calculated at the B2PLYP-D3BJ/aug-cc-pVTZ 

level of theory. Spectra of 13C isotopomers of guaiacol and syringol were measured and assigned; 

however, it was only possible to do a structural determination for guaiacol. In that case, the 

agreement between theoretically predicted structural parameters and those determined by 

experiment is better than 0.3% for both bond lengths and angles. Guaiacol has a small alternation 

in the C-C bond lengths in the aromatic ring.  It is possible that the hyperconjugation of the oxygen 

lone pair with the aromatic ring shrinks the C(1)-C(2) and C(5)-C(6) bonds; however, this could 

also be due to steric impedance between the substituent groups. 

 In the case of syringol, tunneling splittings due to OH hindered rotation were observed.  A 

simple 1D model for the process leads to a value of V2 = 1978 cm-1 for this barrier.  This value is 

50% greater than phenol’s barrier, due to the presence of the methoxy groups that engage in 
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intramolecular H-bonding with the OH group. For 4-MG, the internal rotation barrier for the 

methyl group (V3) was determined to be 68.7679(2) cm-1 and seen to be consistent with the barrier 

deduced from LIF measurements by Dean et al.5  

Furthermore, all the molecules studied in this chapter present a similar distortion of the 

phenyl ring, thus, it is possible to conclude that the polar substituents dictate the shifts from the 

unsubstituted aromatic ring. Of the two resonance structures in the aromatic ring, we see from the 

ring distortions that the ones shown in Figure 5.5 are more heavily weighted. Surprisingly, the 

vinyl group, which is asymmetrically conjugated with the phenyl ring, doesn’t distort the ring in 

any significant way. The most significant change between the cis and anti-conformers is a slight 

modulation in the length of the C(1)-C(2) and C(5)-C(6) bonds. 

Finally, the microwave data provided here can also be useful in subsequent pyrolysis 

studies of larger lignin oligomers, which may produce thesoe molecules as pyrolysis intermediates.  

The pyrolysis of syringol is another important extension of previous work on the pyrolysis of 

guaiacol.  The presence of two methoxy groups in syringol opens the way for a richer set of 

pyrolysis pathways via loss of one or two methyl groups.   
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CHAPTER 6. BROADBAND MICROWAVE SPECTROSCOPY OF 2-
FURANYLOXY RADICAL 

6.1 Introduction 

Alkylated furans and furanic ethers are among a variety of molecules derived from non-

edible biomass that offer a renewable path to biofuels and other platform chemicals.1 However, 

much remains to be learned about the combustion and pyrolytic behavior of these oxygenated 

species. Developing accurate combustion models requires experimental data on the kinetics and 

product branching ratios of their individual reaction steps. New spectroscopic tools and methods 

are needed to characterize this widening array of fuel components and reactive intermediates.2 

The simplest furanic ether, 2-methoxy furan, is a common component in many biofuel 

synthesis processes.3 Due to the weak bond between the methyl group and the O atom, it is more 

highly reactive than other substituted heterocycles. The dissociation energy of the O-CH3 bond 

was determined by Simmie et al. to be 190 kJ mol-1, making the bond ~200 kJ mol-1 weaker than 

the ring C-H bonds.4 Therefore, the dominant pathway from thermal decomposition would involve 

methyl loss, producing the resonant stabilized 2-furanyloxy radical, an allylic lactone. 

 

 
Previous work by the Ellison group5 on the unimolecular thermal decomposition of 2-

methoxy furan, provided direct experimental evidence based on VUV photoionization mass 

spectrometry that the 2-furanyloxy is indeed produced in the initial decomposition step. Previous 

computational studies have discussed the resonance-stabilized nature of the 2-furanyloxy radical, 

which has contributions from the three resonance structures shown below.4, 6 While the initial 

dissociation that produces the radical would tend to emphasize the radical as an alkoxy radical, the 
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allylic character of the carbon-centered radical resonance structures argues for their significant 

contributions. 

 
Experimental data that allows a detailed structure of the 2-furanyloxy radical was the main 

goal of this work. Due to its resonance stabilization, 2-furanyloxy radical is a long-lived 

intermediate. Possessing a dipole moment of ~4 D, it is a good candidate to be investigated with 

microwave spectroscopy. As mentioned in previous chapters, rotational spectroscopy has the 

inherent characteristics of a near-ideal molecular shape detector, and it has been shown that the 

broadband capability and rapid spectral velocity at high resolution provided by CP-FTMW has 

enabled the detection and characterization of transient species created by laser excitation7 or 

electrical discharge8. 

This work reports the first microwave detection and characterization of 2-furanyloxy 

radical, using a combination of CP-FTMW and flash pyrolysis. It presents accurate experimental 

rotational constants and a set of spin-rotation coupling constants, which are compared with state-

of-the-art theory. Based on the close comparison between experiment and theory, the calculated 

spin densities on individual atoms are used to provide additional insight into the delocalization of 

the unpaired electron. 

6.2 Experimental Methods 

For this study, commercial sample of 2-methoxyfuran (97%, Sigma Aldrich) was used 

without further purification. The sample was inserted into a stainless-steel sample holder located 

outside the chamber. The solenoid valve was powered by a home-made pulsed valve driver 

triggered externally at a 10 Hz repetition rate. The experimental set up was performed with the 

chamber originally designed by Brian Dian described in section 2.3 and the arrangements of the 

main components is described in section 2.4.1. 
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The experimental apparatus used for this work combines a flash-pyrolysis microreactor 

with a broadband CP-FTMW spectrometer operating in the 2-18 GHz frequency region. The 

micro-reactor assembly is described in section 2.2. For this work a temperature range 300-1600 K 

was used to detect reactive intermediates. The downstream pressure was maintained at 

approximately 10-3 mbar with an operating pressure of 0.1 mbar at a buffer gas flow rate of 0.68 

bar . cm3 sec-1.  

To selectively extract a set of transitions from the broadband microwave spectrum due to 

a single component in the gas mixture, and to aid the analysis of the broadband spectrum, the 

SFCB method9 described in Chapter 3 was employed. The method operates in the strong field 

coupling regime and uses a combination of CP-FTMW and multiple single frequency pulses. The 

magnitude of the difference between the CP-FTMW spectrum with and without the set of resonant 

single-frequency pulses produces a set of component-specific transitions. 

The 2-furanyloxy radical was also studied computationally using coupled-cluster theory at 

the CCSD(T) level10. All calculations were done in collaboration with Prof. John Stanton using 

the CFOUR program system and the details of the calculations are described in section 2.5. 

6.3 Results 

Previous work shows that the dominant pathway for thermal decomposition of 2-

methoxyfuran is the loss of CH3 to produce the 2-furanyloxy radical (o-C4H3O2).5 As shown in the 

following set of relevant reactions involved in the pyrolysis of 2-methoxy furan, in later stages of 

the process, 2-furanyloxy radical decomposes by ring opening to produce the formyl ketenyl 

radical, which then loses CO to give formyl vinyl radical. The latter decomposes to CO, H atom 

and acetylene. Even though the pyrolysis experiments were carried out under very dilute 

conditions, there were transitions due to products of radical recombination reactions in the 

spectrum at higher temperatures. Based on the work of Urness et al.5, these reactions involved H-

atom and methyl radicals recombining with the 2-furanyloxy radical to produce acrolein 

(CH2=CH-CHO) and crotonaldehyde (CH3-CH=CH-CHO), respectively. In this work, these 

products were used to determine the best heating conditions, as their presence acts as an indicator 

for secondary reactions which it is important to minimize. 
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When the micro-reactor was held at temperatures below 620 K, only 2-methoxyfuran was 

present in the spectrum, while at temperatures above 700 K, there was clear evidence of thermal 

decomposition, As the temperature increased, crotonaldehyde transitions were first observed in the 

spectrum, while at still higher temperatures (~1100 K), a few transitions that belong to acrolein 

grew in, albeit weakly. 
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Figure 6.1: Intensities of the 11,1-00,0 and 20,2-10,1 rotational transitions of 
the 2-furanyloxy radical as a function of the micro-reactor wall temperature. 

 

As mentioned earlier, in order to deconvolute the microwave spectrum and determine 

which of the transitions belong to the same species and thereby facilitate the assignment of the 2-

furanyloxy radical spectrum, we implemented the SFCB protocol9. The SFCB scan used a 1.00 µs 

long, linear broadband chirp (8-18 GHz), followed by a 50 ns gap before three 150 ns single-

frequency pulses, which themselves were separated by 5 ns gaps. The frequencies chosen for the 

single-frequency pulses used in the MSE scheme were: 8568.776,13426.633, and 16035.777 MHz. 

These frequencies were selected using the modified picking scheme11 described in section 3.2.1, 



120 
 

and a custom Matlab routine describe in Appendix A.2 was used to extract six transitions where 

line intensities were modulated by the single frequency pulses by more than 20% of its original 

intensity.  

 Due to the moderate size of the 2-furanyloxy radical, only a few pure rotational transitions 

were observed in the 2-18 GHz frequency region. Nonetheless, as Figure 6.1 shows, using this set 

of transitions the optimal conditions for the 2-furanyloxy radical were found at a pyrolysis source 

temperature of ~900 K, through which a 0.7% mixture of 2-methoxyfuran in Ar was passed at a 

backing pressure of 2.7 bar. Using these conditions, the 2-18 GHz broadband microwave spectrum 

of 2-furanyloxy radical was recorded with a S/N of ~30, as shown in Figure 6.2(a). The resonance-

stabilized radical transitions were at most about 2% of the intensity of the precursor. 

Despite careful searches, no transitions belonging to vibrationally excited states associated 

with the precursor or crotonaldehyde were observed in the spectrum. Their absence indicates that 

the molecules were cooled efficiently through collisions in the supersonic expansion that occurs 

when the gas exits the heated micro-reactor. The integrated line intensities of the precursor were 

used to fit to a Boltzmann plot based on the lower state energies El of the transitions, from which 

a rotational temperature of 2.1±0.1 K was extracted. The rotational temperature of the 2-furanyloxy 

radical was determined to be 3.4±1.2 K.  However, it is not possible to acquire a good scan of the 

radical in the weak field regime, so it is likely that the Boltzmann distribution was altered to some 

degree by population transfer induced by the strong microwave field. 

The modulated transitions from the SFCB method were used to get a preliminary rigid 

rotor fit for the radical. The a-component of the dipole moment, calculated at the ANO0/CCSD(T) 

level of theory (3.98 D), is predicted to be much larger than the b-component (1.12 D); therefore, 

the a-type R branch lines were searched for first (Figure 6.2(c)). Each transition has a splitting due 

to interaction of the unpaired electron spin with the molecular rotation (spin-rotation coupling). In 

the available frequency region, we only have R branch lines associated with J=0,1,2 and Ka=0,1. 

Nonetheless, once the a-type Q branch (Figure 6.2(d)) and b-type R and Q branch transitions were 

included in the fit, it was possible to determine accurate values for all three rotational constants, a 

set off three centrifugal distortion constants, and three spin-rotation coupling constants. Some 

transitions showed evidence of additional broadening and/or the presence of shoulders due to 

cross-terms of the spin-rotation tensor and/or Fermi contact hyperfine splittings. These patterns 



121 
 

were not sufficiently resolved to fit these parameters. Therefore, the standard deviation on the fit 

could not be brought below 124 kHz, a close value to the experimental resolution (150 kHz). 

 

 

Figure 6.2: a) Broadband rotational spectrum of the 2-8 GHz (in blue) and 8-18 GHz (in black) 
regions of the pyrolysis of 2-methoxy furan, recorded at microtubular reactor temperatures of 850 
K and 900 K, respectively. The simulated spectrum of the 2-furanyloxy radical at a rotational 
temperature of 2 K is shown as inverted sticks (red) below the rotational spectrum. b) Broadband 
spectrum with the precursor and other pyrolysis products removed in order to highlight the 
transitions of the radical and remaining transitions not assigned.  c) Splitting of the 20,2-10,1 
transition due to spin-rotation coupling.  A splitting of 3.4 MHz is observed between the 5/2-3/2 
and 3/2-1/2 transitions.  d) Spin-rotation splitting of the 72,5-72,6 transition, with a splitting between 
15/2-15/2 and 13/2-13/2 transitions of 9.8 MH. 
 

Using the CALPGM12 program suite, a total of 59 spectral transitions were fit to the 

appropriate Hamiltonian for a doublet asymmetric top molecule with the centrifugal distortion 

constants expressed in Watson’s A-reduced form. The best-fit spectroscopic constants are 

summarized in Table 6.1 along with those predicted at the CCSD(T) level of theory. The inertial 

defect /Δ = 𝐼O. − 𝐼O, − 𝐼O): was determined to be close to zero (-0.09 uÅ2), consistent with the 

radical possessing a planar equilibrium geometry. The experimentally determined rotational 

constants differ by no more than 0.6% from the calculated values. The centrifugal distortion 

constants and spin rotation coupling constants are in good agreement as well. 
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Table 6.1: Experimental best-fit and theoretical calculated 
spectroscopic parameters for 2-furanyloxy radical. 

 Experimental CCSD(T) |Exp-Calc| 

A (MHz) 8897.732(93)a 8847.92e 49.81 

B (MHz) 4019.946(24) 4014.46e 5.49 

C (MHz) 2770.321(84) 2760.85e 9.47 

DJK (kHz)  1.232(33) 1.178f 0.05 

DJ (kHz) 0.345(33) 0.303f 0.04 

DK (kHz) 2.81(79) 2.198f 0.61 

dj (kHz) - 0.090f - 

dk (kHz) - 1.005f - 

eaa (MHz) -38.340(66) -37.8f -0.5 

ebb (MHz) -14.786(253) -14.8f 0.0 

ecc (MHz) 1.298(31) 1.2f 0.1 

µa (D) - 3.98f - 

µb (D) - 1.12f - 

µc (D) - 0.00 - 

D (uÅ2)b -0.09 0.04 - 

s (kHz)c 124 - - 

Nd 59 - - 

a Standard error in parentheses in units of the last digit. b Zero-point inertial defect. 
c One sigma standard deviation on the fit. d Number of fitted transitions. The 
spectra were fit to a Watson-A reduced Hamiltonian including hyperfine 
interactions with the CALPGM program suite.12 e See section 2.5 for further 
discussion. f ANO0 basis. 

6.4 Discussion 

The excellent agreement shown in Table 6.1 between theory and experimental rotational 

constants, inertial defect, centrifugal distortion constants, and spin-rotation coupling constants 
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indicates that the calculations are accurately predicting the structure and electronic effects of the 

radical. Therefore, the calculations can be used with some confidence to learn more about the 

chemical bonding, spin delocalization, and structural consequences of radical formation in this 

prototypical allylic lactone. 

 

Table 6.2: Principal bond lengths and angles of the precursor 
(2-methoxy furan) and the 2-furanyloxy radical. Structures 
determined at ANO0/CCSD(T) level of theory. 

 2-methoxy furan 2-furanyloxy radical 

Distances /�̇�:   

r12 1.388 1.359 

r23 1.365 1.398 

r34 1.453 1.396 

r45 1.372 1.463 

r15 1.358 1.432 

r56 1.347 1.209 

Angles (°)   

C(5)O(1)C(2) 106.0 107.0 

C(5)C(4)C(3) 104.8 107.8 

O(1)C(5)O(6) 113.0 120.8 
 

Table 6.2 compares select bond lengths and bond angles for the equilibrium structures of 

2-methoxyfuran and the 2-furanyloxy radical, calculated at the ANO0/CCSD(T) level of theory. 

With a S/N of no more than 30 on the microwave transitions of the radical, it was not possible to 

observe the 13C isotopes of the radical at natural abundance; limiting determination of experimental 

bond lengths and angles. However, the good agreement between experiment and theory on both 

the 2-furanyloxy radical (Table 6.1) and 2-methoxyfuran molecular parameters (Table 6.3) lends 

confidence in an analysis of the differences between the calculated re structures. Using the atom 

numbering scheme in Figure 6.3, the clear bond alternation of the furan ring in 2-methoxyfuran 

(Table 6.2) shows clear alteration in its C-C bond lengths, with r34 ~ 0.1 Å longer than r23 and r45. 

The two C-O bonds in the ring (r12 and r15) are similar to one another (1.388 and 1.358 Å, 

respectively) but inequivalent due to the presence of the electron-donating methoxy substituent at 

position 5. The C-O bond length r56 in 2-methoxyfuran is typical of a single bond. 
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By contrast, the 2-furanyloxy radical shows itself as an allylic lactone most notably in the 

large reduction in length of the pendant bond r56 of 1.209 Å reflective of a C=O double bond. This 

leads to substantial distortion of the furanic ring, where the adjacent C-O (r15) and C-C bonds (r45) 

are necessarily lengthened to be nearer to those of single bonds (1.432 and 1.463 Å). In addition, 

the O(1)-C(2)-O(6) angle widens from that typical in ethers (~113°) to a value more in keeping 

with an ester (~120°). Importantly, the two C-C bonds r23 and r34 are nearly equivalent (1.398 and 

1.396 Å, respectively) at a length consistent with a bond order of 1.5 of an allylic radical. 

 

Table 6.3: Spectroscopic constants (A-Reduction, Ir representation) for 2-
methoxy furan. The experimental constants were taken from the previous 
work of J.A. Beukes13. 

 Experimental ANO0/CCSD(T) |Exp-Calc| 

A0 (MHz) 7613.1668(14) 7446.93619 166.23 

B0 (MHz) 2111.50975(40) 2072.87772 38.63 

C0 (MHz) 1671.35814(32) 1639.41791 31.94 

DJK (kHz)  0.0357(59) 0.02909 0.006 

DJ (kHz) 0.14203(89) 0.1404 0.0016 

DK (kHz) 2.1805(19) 2.026 0.1545 

dj (kHz) 0.034619(24) 0.0348 -0.0002 

dk (kHz) 0.3981(97) 0.397 0.001 

D (uÅ2) -3.35 -3.25 - 

s (kHz) 67 - - 

N 532 - - 

 
 

The delocalized radical electron density associated with the resonance-stabilized 2-

furanyloxy radical can also be seen readily in the atomic spin densities predicted by the 

calculations. These atomic spin densities are defined as the difference in spin density between spin 

up (a) and spin down (b) at each atom i; that is, 𝜌u9E,A = 𝜌A(𝛼) − 𝜌A(𝛽), and is thus zero for all 
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atoms in a closed-shell molecule.  In a radical such as the 2-furanyloxy radical, with a single 

unpaired electron, 𝜌u9E,EjE = +1.00. 

 

 

Figure 6.3: Heavy atom atomic spin densities calculated for 2-furanyloxy radical 
at the ANO1/CCSD(T) level of theory. Spin densities are indicated in red. 

 

Recall that the calculations predict spin-rotation coupling constants (Table 6.1) in good 

quantitive agreement with experiment. While a more precise experimental characterization of the 

spin density would require fitting more elements of the spin-rotation tensor, the calculations 

themselves provide atomic spin densities that are centered almost entirely on the three atoms that 

would be anticipated to carry them: C atoms 2 and 4, and O(6), the oxygen atom exterior to the 

furanic ring. These calculated densities are included in Figure 6.3, showing that about 80% of the 

radical spin density is on the allylic carbons, and about 20% on O(6). Thus, it is proper to 

characterize this radical as an allylic lactone that is primarily carbon-centered rather than oxygen-

centered. Furthermore, the asymmetry of the furanic ring has comparatively little effect on the C(2) 

versus C(4) spin densities, which are nearly equal (+0.44 versus +0.41). It seems appropriate to 

interpret these radical spin densities as measures of the weighting factors for the three resonance 

structures that contribute to delocalization. Such a connection has been made before in vibrational 
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spectroscopy14 and EPR studies15 of propargyl radical. Similarly, in past studies of phenoxy radical, 

EPR data confirmed that a significant portion of the spin density is localized at the ortho and para 

carbon atoms.16 

6.5 Conclusion 

The thermal decomposition of 2-methoxyfuran was carried out in a flash pyrolysis micro-

reactor operating over the temperature range 300-1600 K. Using CP-FTMW spectroscopy, the 

broadband microwave spectrum of the 2-furanyloxy radical was recorded for the first time. High-

level ab initio calculations provided further structural characterization and demonstrated accurate 

predictions of the rotational constants and spin-rotation coupling parameters compared to 

experiment. This resonance-stabilized radical, formed by methyl loss involving breaking an 

extraordinarily weak O-CH3 bond (~190 kJ/mol)4 provided a means of forming the radical at 

modest temperatures (800-900 K), consistent with the unusually high reactivity of 2-methoxyfuran 

in combustion environments. Even so, in the flash pyrolysis source, a wall-temperature of 900 K 

produced line intensities in the radical that were only ~2% of those due to the precursor.  

Based on the close correspondence between ab initio predictions and experiment, several 

structural aspects of the 2-furanyloxy radical were deduced.  The structural data pointed to this 

radical being viewed most properly as an allylic lactone, with 80% of the electron spin density at 

the C(2) and C(4) allylic carbons in the furan ring, and only 20% at the O(6) site.  Calculated bond 

lengths are also consistent with this picture of the radical.   
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CHAPTER 7. CHARACTERIZATION OF RESONANCE-STABILIZED 
RADICALS USING A MASS-CORRELATED BROADBAND 

MICROWAVE SPECTROMETER 

7.1 Introduction 

A spectrometer that combines the high-resolution provided by chirped pulse Fourier 

transform microwave (CP-FTMW) spectroscopy with vacuum ultraviolet (VUV) photoionization 

time-of-flight mass spectrometry (TOF-MS) has been built. The CP-FTMW/TOF spectrometer 

has been described in detail in section 2.3. In this chapter, the spectrometer capabilities are 

demonstrated by determining the molecular parameters of two important, closely-related 

resonance-stabilized radicals: phenoxy radical and o-hydroxy phenoxy radical. VUV 

photoionization TOF mass spectrometry provides the molecular formulae of the mixture 

components, as long as they have ionization potentials lower than the VUV photon energy (10.5 

eV). CP-FTMW is a powerful tool to characterize chemical structures.  The multiplexed approach 

for determining gas phase structures not only speeds the gas phase analysis of complex mixtures 

but, by recording a series of broadband microwave spectra under the same conditions, it is possible 

to detect and optimize conditions for characterizing the rotational spectra of transient species. 

7.2 Structural Characterization of Phenoxy Radical 

Phenoxy radical (C6H5O) is resonantly stabilized due to hyperconjugation of the oxyl 

radical moiety with the aromatic ring (Figure 7.1a).1 As such, phenoxy is prototypical of radicals 

of type C6H5X., whose molecular structure is thereby important to characterize in detail.  One of 

the intriguing aspects of the phenoxy radical is that, while one tends to think of the radical as 

oxygen-centered, resonance stabilization spreads the unpaired spin density over the ortho and para 

sites on the ring, thereby directing the reactivity of the radical (Figure 7.1b).  This, in turn, will 

affect the structure of the radical, motivating high resolution studies seeking to determine its 

structure. 

Beyond these fundamental structural questions, the phenoxy radical plays a significant role 

as a transient species in combustion and atmospheric chemistry, and thereby has attracted several 

previous studies investigating pathways to its formation and subsequent reactions, including its 
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thermal decomposition.2-5 Phenoxy is known to be a key intermediate in the combustion of 

aromatic compounds6, 7, such as benzene and toluene.  More particularly, phenoxy radical stands 

at a critical juncture in the network of reactions that lead either toward or away from soot 

formation.8 On the one hand, the oxidation of the phenyl radical by reaction with molecular oxygen 

produces the phenoxy radical, an alternative to the all hydrocarbon-based structures that dominate 

polynuclear aromatic hydrocarbon (PAH) formation. By contrast, under fuel-rich conditions where 

oxidation is slow, these same phenyl radicals undergo reactions with other hydrocarbons leading 

ultimately to the efficient production of PAH. At the same time, the thermal decomposition of 

phenoxy radical produces cyclopentadienyl radical and CO, a pathway that itself could lead to 

naphthalene by radical recombination.2, 3, 9  

 
The phenoxy radical has been detected and characterized by a range of methods.  Both 

electron-spin resonance (ESR)10 and ENDOR spectroscopies11 probe the unpaired spin.  

Measurements of the ESR hyperfine coupling constants and related theoretical calculations12 

suggest that the unpaired electron is significantly delocalized from the oxygen atom onto the 

carbon ring; suggesting that the CO bond resembles a double bond. Electronic absorption spectra 

of phenoxy radical have been obtained both in gas and condensed phases.13-15 Vibrational 

spectroscopy studies based on Raman measurements16-18, matrix isolation Fourier transform 

infrared (FTIR) spectroscopy13, and IR linear dichroism (LD) measurements13 have enabled the 

near-complete assignment of the IR-active fundamental vibrational modes of this radical. 

Moreover, the combined measurement of infrared and electronic linear dichroism (LD) have 

enabled determination of absolute electronic transition moment directions.19 There are also 

multiple theoretical studies regarding its structure14, 20. What is missing from previous work are 

high resolution, rotationally-resolved spectroscopy that can be used to test theoretical predictions 

for its structure.  This is the aim of the present work.  
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Phenoxy radical is a long-lived intermediate with a significant dipole moment (~4 D); 

therefore, it is an ideal candidate for detection via microwave spectroscopy, which can provide 

direct measure of the geometry through fitted rotational constants. This section presents a 

spectroscopic characterization of the gas-phase phenoxy radical, generated with a high-

temperature flash pyrolysis source (described in section 2.2) coupled to a supersonic expansion. 

Using complementary data provided by VUV-TOF mass spectrometry and CP-FTMW 

spectroscopy, sets of rotational constants and spin-rotation coupling constants have been obtained 

for the all 12C phenoxy radical, all six 13C isotopic species in natural abundance, and the analogous 

all 12C and the 13C present in 2% natural abundance (C(2)/C(6) and C(3)/C(5)) data on the per-

deuterated radical, C6D5O. For the isotopic species the hyperfine constants associated with the 13C 

have been determined as well. These sets of molecular parameters coupled with high level of 

theory calculations are combined to provide a near-complete determination of the phenoxy radical 

structure, including all its C-C bond lengths, the C-O bond length, and an averaged C-H bond 

length, together with four angles that characterize the phenyl ring.  

 

 

Figure 7.1: a) Optimized structure of phenoxy radical. The color and numbering scheme are 
consistent with those in Tables 7.1, 7.2, 7.3, and 7.4. b) Resonance structures of phenoxy radical. 
 

7.2.1 Experimental Methods 

For this study, commercial samples of anisole (Analytical Standard (99.9%), Sigma-

Aldrich), allyl phenyl ether (99%, Sigma-Aldrich) and anisole-2,3,4,5,6-d5 (98%, Sigma-Aldrich) 
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were used without further purification as precursors to make the phenoxy radical or its 

isotopologues.  These samples were inserted in a stainless-steel sample holder heated via a heating 

rope to increase their vapor pressure (50 °C for anisole and deuterated anisole, and 130 °C for allyl 

phenyl ether). The samples were introduced into the SiC micro-reactor through a 1 mm diam. 

nozzle orifice via a pulsed valve (General Valve Series 9). The solenoid valve was triggered at 10 

Hz repetition rate using a home-made driver to produce gas pulses ~500 µs in duration. To generate 

the radical of interest the SiC micro-reactor described in section 2.2 was used, probing a 

temperature range from 300-1600 K to establish optimal conditions. The experimental apparatus 

that combines broadband CP-FTMW spectroscopy and TOF-MS has been described in section 2.3, 

while the microwave components are described in section 2.4.1. 

The phenoxy radical was also studied computationally using coupled-cluster theory at the 

CCSD(T) level21. All calculations were done in collaboration with Prof. John Stanton using the 

CFOUR program suite.  The details of the calculations are described in section 2.5.  

 

7.2.2 Results 

In order to optimize conditions for forming the phenoxy radical by pyrolysis of anisole, a 

series of TOF mass spectra and CP-FTMW spectra were recorded over a range of pyrolysis source 

temperatures ranging from 600-1500 K. The resulting mass and microwave spectra are shown in 

Figure 7.2. The pyrolysis of anisole has been studied previously by Friderichsen et al. using mass 

spectrometry and matrix isolation infrared spectroscopy as detection schemes.2  This study proved 

that the phenoxy radical and cyclopentadienyl radical are important intermediates. The O-CH3 is 

the weakest bond in the molecule with a bond dissociation of 268 kJ/mol.4  In the mass spectra of 

Figure 7.2, the anisole precursor peak (IP=8.2 eV m/z=108) doesn’t decrease significantly with 

increasing temperature, as one might anticipate if pyrolysis is going towards completion.  We 

ascribe this counter-intuitive result to anisole’s increase in vapor pressure with temperature, since 

the sample holder temperature increases slowly as the SiC tube used for pyrolysis is heated to 

higher temperatures.  While the TOF mass spectrum first shows evidence for formation of phenoxy 

radical + CH3 at 1000 K, there is no evidence of this radical in the microwave spectrum until 1250 

K. The optimal conditions for recording the microwave spectrum of phenoxy radical were found 

at a SiC wall temperature of 1350 K; however, the mass peak associated with cyclopentadienyl 
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radical (IP=8.41, m/z=65) grows in considerably at 1500 K.  As a result, the phenoxy radical 

concentration never builds up significantly due to its subsequent decomposition to 

cyclopentadienyl + CO, limiting the signal size of the phenoxy radical rotational transitions in the 

microwave spectrum. Nevertheless, the data with anisole as precursor provided a preliminary fit 

for the phenoxy radical that was used to determine a set of microwave transitions that served as 

monitor transitions when finding the best conditions for forming phenoxy radical when phenyl 

allyl ether (PAE) was used as precursor. Moreover, the identified conditions also served to 

establish optimum conditions for studying the ring-deuterated phenoxy radical, which necessarily 

used C6D5-OCH3 as precursor. 

 

 
Figure 7.2: Unimolecular products from the pyrolysis of anisole using a pulsed flow heated SiC 
reactor, temperatures indicated are the measured reactor wall-temperature. a) Mass spectra 
recorded at different temperatures. b) 30,3-20,2 rotational transition of phenoxy radical.  
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The thermal decomposition of PAE, studied before in a Knudsen quartz reactor22, leads to 

two resonant stabilized radicals (phenoxy and allyl); consequently, it is possible to  make phenoxy 

radical at lower pyrolysis source temperatures where its subsequent decomposition is minimized. 

As before, the TOF-MS was used to determine the optimal conditions for detecting phenoxy 

radical when PAE was precursor. PAE was pyrolyzed at a series of SiC wall temperatures between 

300-1000 K, with optimal signal found at ~850 K.  At this pyrolysis source temperature, the 

rotational temperature for both conformers of allyl phenyl ether was determined to be ~1.4 K, 

demonstrating that even in the presence of the heated SiC tube, the pyrolysis precursor is still being 

collisionally cooled efficiently by the supersonic expansion that occurs as the gas mixture expands 

into vacuum. Since the microwave spectrum of phenoxy radical was taken in the strong field 

regime, it was not possible to determine an accurate rotational temperature for the radical; however, 

based on past experience, it is reasonable to assume that the radical is being efficiently cooled in 

the expansion, and its rotational temperature must be close to that of the precursor. 

 

 

 

Figure 7.3: a) Spin-rotation splitting of the 30,3-20,2 transition due to spin-rotation coupling. b) 
Spin-rotation splitting of the 62,4-62,5 transition. 
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Table 7.1: Experimental best-fit and calculated spectroscopic parameters for phenoxy radical. 

C6H5O. Experimental CCSD(T) 

A (MHz) 5539.22030(94)a 5522.0989f 

B (MHz) 2810.16659(39) 2800.397 f 

C (MHz) 1864.75670(37) 1858.1048 f 

DJ (kHz)b fixed 0.146190g 

DJK (kHz)b fixed 0.195337g 

DK (kHz)b fixed 0.914182g 

dJ (kHz)b fixed 0.050109g 

dk (kHz)b fixed 0.357747g 

eaa (MHz) -99.3399(38) -94.1g 

ebb (MHz) -12.02894(206) -13.04g 

ecc (MHz) 0.72801(155) 0.86g 

µa (D) - 3.63g 

µb (D) - 0.00g 

µc (D) - 0.00g 

D (uA2)c -0.060 - 

s (kHz)d 14.7 - 

Ne 49 - 

a Standard error in parentheses in units of the last 
digit. b The values listed are the calculated values at 
ANO0/CCSD(T) level of theory. These were fixed 
for the fit. c Zero-point inertial defect. d One sigma 
standard deviation on the fit. e Number of fitted 
transitions. 

 

Under optimum conditions using PAE as radical precursor, the transitions associated with 

the resonant stabilized radical were as large as 30% the size of those due to the precursor. Using 

the CALPGM program suite23 a total of 49 transitions (J=1-7, ka=0,1,2) were fit, including 

centrifugal distortion constants, in Watson’s A-reduced form. Due to the interaction of the 

unpaired electron spin angular momentum with the radical’s rotational angular momentum, each 
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of the rotational transitions is split into a set of closely spaced features, as illustrated for 

representative transitions in Figure 7.3a,b). Three rotational constants and three spin-rotation 

coupling constants were determined from the fit, while centrifugal distortion constants were fixed 

using the calculated values at ANO0/CCSD(T) level of theory. The fit has an average standard 

deviation of 14.7 kHz, which is below the experimental resolution (~60 kHz). The inertial defect 

(∆= 𝐼O. − 𝐼O) − 𝐼O,) was determined to be close to zero, corroborating that the radical has a planar 

equilibrium geometry. The experimental molecular parameters are listed in Table 7.1, and these 

are in good agreement with the calculated values. 

In order to determine the spectroscopic constants of the 13C isotopologues of the phenoxy 

radical in natural abundance, the 10 GHz frequency region (8-18 GHz) was divided into narrower 

segments of 2 GHz (5 segments) so as to increase the power delivered per unit frequency, in order 

to enhance the signal size on these low-abundance transitions. This effectively decreased the sweep 

rate (a) by a factor of five. With this approach the signal size was large enough to assign transitions 

associated with J=1-4 and Ka=0 for all the singly 13C isotopomers of phenoxy. This led to 

preliminary assignment of rotational constants and spin-rotation coupling constants.  

Subsequently, a series of seven scans over 1 GHz segments were chosen from the full 8-

18 GHz frequency region (8-9, 9.8-10.8, 12.75-13.75, 13.5-14.5, 14.8-15.8, 16-17, 16.5-17.5 GHz) 

that covered regions of maximum interest for detection of the 13C phenoxy radical transitions.  This 

decreased the sweep rate even more (1015 s-2), enabling assignment of additional 13C isotopomer 

transitions, leading to the finally determined set of best-fit rotational constants and spin-rotation 

coupling constants for all the 13C isotopomers. The fit required additional constants, the Fermi 

contact hyperfine term bF(13C), and the hyperfine components Tbb-Tcc(13C) and Taa (13C). It was 

not possible to get a good fit for the centrifugal distortion constants; therefore, they were fixed to 

the calculated values. The values of the parameters determined in the final fit are given with their 

standard deviations in Table 7.2. The experimentally derived inertial defects for the isotopic 

species are close in magnitude to one another and to that from the all 12C phenoxy radical, ranging 

from     -0.060 to -0.064 uÅ2.  This latter set of values provides additional evidence that the fitted 

rotational constants are self-consistent. 

 

 



136 
 

Table 7.2: Experimental best fit of the spectroscopic parameters for isotopomers of phenoxy 
radical. 

 13C (2/6) C6H5O. 13C(3/5) C6H5O. 13C(1) C6H5O. 13C(4) C6H5O. 

A (MHz) 5448.8102(175)a 5452.2705(178) 5539.2070(199) 5539.0068(102) 

B (MHz) 2809.25391(100) 2790.31415(101) 2794.79586(111) 2759.65276(110) 

C (MHz) 1854.01549(80) 1846.13338(80) 1857.98032(86) 1842.38289(58) 

DJ (kHz)b 0.146190 0.145541 0.143558 0.145962 

DJK (kHz)b 0.195337 0.190822 0.195892 0.188588 

DK (kHz)b 0.914182 0.885825 0.878790 0.921159 

dJ (kHz)b 0.050109 0.050197 0.049358 0.049938 

dk (kHz)b 0.357747 0.349796 0.350452 0.355772 

eaa (MHz) -97.8821(281) -97.7947(301) -99.331(52) -99.298(45) 

ebb (MHz) -12.0504(144) -11.9071(143) -11.9458(195) -11.7822(174) 

ecc (MHz) 0.7450(64) 0.6040(59) 0.7283(74) 0.7304(69) 

Tbb-Tcc(13C) (MHz)b -63.3539 23.5396 - - 

Taa(13C) (MHz) -21.7347(215) 8.5209(228) 8.886(77) -28.840(72) 

bF(13C) (MHz) 18.983(53) -24.287(38) -34.621(93) 30.041(89) 

D (uA2)c -0.062 -0.061 -0.060 -0.064 

s (kHz)d 15.41 16.14 13.7 16.4 

Ne 39 39 27 26 

a Standard error in parentheses in units of the last digit. b The values listed are the calculated values at ANO0/CCSD(T) 
level of theory. These were fixed for the fit. c Zero-point inertial defect. d One sigma standard deviation on the fit. e 
Number of fitted transitions. 
 

The broadband spectrum from 8-18 GHz of C6D5O. was obtained from the pyrolysis of 

anisole-2,3,4,5,6-d5. Since this sample was a bit more expensive, the conditions for recording 

spectra were refined based on the previous studies.  In these scans, the frequency region was 

divided into two segments, 7.5-13.5 GHz and 13-18.5 GHz. Furthermore, to decrease edge effects, 

the chirps included a Tukey window on the frequency amplitudes, with the ratio of cosine-tapered 

section length set to 0.3. Five million averages of each section were recorded, achieving a S/N for 
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the deuterated phenoxy radical of ~110 (Figure 7.4a) even with anisole as radical precursor. A 

total of 46 transitions were assigned with an rms deviation on the fit of 17.6 kHz. Table 7.3 shows 

the experimental and calculated values for the rotational constants and the three spin-rotational 

coupling constants that were determined. Given the higher signal-to-noise ratio, it was possible to 

obtain fits for the 13C isotopomers that are in 2% natural abundance (Figure 7.4b&c).  The 

determined molecular parameters are summarized in Table 7.3. 

 

Table 7.3: Experimental best fit of the spectroscopic parameters for phenoxy-2,3,4,5,6-d5 radical 
and the 13C  isotopomers of phenoxy-2,3,4,5,6-d5 radical present in 2% natural abundance.  

 C6D5O. 13C (2/6) C6D5O. 13C(3/5) C6D5O. 

A (MHz) 4601.47865(291) a 4538.9721(201) 4541.250891(297) 

B (MHz) 2591.09909(33) 2589.97522(146) 2575.5698460(287) 

C (MHz) 1658.09596(32) 1649.46810(97) 1643.9302299(124) 

DJ (kHz)b 0.110938 0.110539 0.109056 

DJK (kHz)b 0.146235 0.142517 0.145975 

DK (kHz)b 0.486400 0.474942 0.470846 

dJ (kHz)b 0.039038 0.039081 0.038456 

dk (kHz)b 0.242982 0.238076 0.238532 

eaa (MHz) -86.84299(297) -85.484(98) -84.85903(102) 

ebb (MHz) -11.21893(212) -11.0688(258) -10.55403(32) 

ecc (MHz) 0.65812(166) 0.5919(86) 0.678511(153) 

Taa(13C) (MHz) - -23.379(177) 9.86590(94) 

Tbb-Tcc(13C) (MHz) - -65.264(32) - 

bF(13C) (MHz) - 19.430(89) -24.69241(200) 

D (uA2)c -0.079 -0.082 -0.085 

s (kHz)d 17.6 33.7 46.7 

Ne 46 19 26 

a Standard error in parentheses in units of the last digit. b The values listed are the calculated 
values at ANO0/CCSD(T) level of theory. These were fixed for the fit. c Zero-point inertial 
defect. d One sigma standard deviation on the fit. e Number of fitted transitions. 
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Figure 7.4: Spin-rotation splitting of the 40,4-30,3 transition of fully deuterated phenoxy radical due 
to spin-rotation coupling:  a) all 12C phenoxy-2,3,4,5,6-d5 radical. b) phenoxy-2,3,4,5,6-d5 radical 
with 13C in the C(2) or C(6) positions, and  c) phenoxy-2,3,4,5,6-d5 radical with 13C in the C(3) or 
C(5) positions. 

 

7.2.3 Molecular Structure 

The full set of rotational constants from the eight isotopomers are sufficient to determine a 

semi-experimental molecular structure of the heavy atom backbone of phenoxy radical. By 

assuming that all C-H bonds have the same length and that the molecule has C2v symmetry, it was 

possible to determine the nine unique structural parameters (five bond lengths and four bond angles) 

listed in Table 7.4. When comparing the r0 structural parameters to those predicted by calculation, 

it is clear that they are in excellent agreement, with bond lengths and bond angles that differ by no 

more than 2 mÅ and 0.6o, respectively. Furthermore, all experimental values are within error with 

the calculated values. 

Figure 7.5 shows a comparison of phenoxy radical, benzene, and phenol molecules. It is 

notable, first, that the distortion of the phenyl ring away from six-fold symmetry is considerately 

greater in phenoxy radical than it is for phenol.  Indeed, in phenol, the structure of the phenyl ring 

deviates only slightly from benzene, and the C-O bond is only slightly shorter than a single bond 

(1.43 Å). For phenoxy radical the C-O bond has significantly more double bond character 

(RC3O=1.252 Å), providing structural evidence that much of the unpaired spin density is carbon-

centered rather than oxygen-centered.  Furthermore, the phenyl ring itself in the phenoxy radical 
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shows evident alternations in its C-C bond lengths.  More particularly, the r12 and r16 C-C bonds 

adjacent to the C-O moiety are ~0.10 Å longer than r23/r56 which are closer in length to bonds with 

bond orders of 1.5, as in the allyl radical. 

 

Table 7.4: Principal bond lengths and angles of phenoxy radical. 
 Experimental CCSD(T) 

Distances /Å:   

C1-C2
a 1.455(0.012) 1.453 

C2-C3
 a

 1.357(0.027) 1.371 

C3-C4
 a

 1.406(0.011) 1.408 

C1-O 1.252(0.018) 1.245 

Average C-Hb 1.076(0.017) 1.082 

Angles (°)   

OC1C2 121.7(0.7) 121.5 

C1C2H2 117.1(8.3) 117.0 

C1C2C3 121.1(0.7) 120.9 

C2C3H3 120.9(5.0) 120.3 
a where C1-C2= C1-C6, C2-C3= C5-C6, and C3-C4= C4-C5. 
b The calculations bear the assumption that the C-H bond 
lengths are equal. They are within 0.0005 Å. 

 

  
Figure 7.5: Molecular geometry of: a) phenoxy radical, b) benzene, and c) phenol24. 

 

In our recent study of the microwave spectroscopy of 2-furanyloxy radical25, we used the 

close correspondence between experiment and theory to argue for the accuracy of atomic spin 
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densities calculated by theory, which reflect where the unpaired spin density resides in the structure. 

Figure 7.6 presents the calculated net atomic spin densities rnet,i for each of the heavy atoms i in 

the phenoxy radical, defined as the difference between spin-up (a) and spin-down (b) spin 

densities, 

ri,net = ri(a) - ri(b). 

As the figure shows, the atoms with large atomic spin densities are the same ones anticipated to 

have unpaired spin density based on the resonance structures in Figure 7.1.  Indeed, these atomic 

spin densities indicate that 70% of the radical spin density is on the three carbon atoms anticipated 

based on the resonance structures of Figure 1, C(2), C(4), and C(6), while only 30% is found on 

the oxygen atom. Therefore, even though the phenoxy radical might be anticipated to be an 

oxygen-centered radical based on the bond being broken in its formation from phenol or anisole, 

the atomic spin densities indicate that it is much more aptly characterized as a carbon-centered 

radical. From a structural standpoint, it is important to notice that the bonds adjacent to those 

carbons that carry most of the spin density (r12/r16 and r34/r45) are longer causing a deformation of 

the phenyl ring. An ESR study of the cyclohexadienyl radical show a similar distribution for the 

spin densities;26 therefore, it will be interesting to compare the ring deformation of these two 

molecules. However, there are no high-resolution studies that determine the geometry of the 

cyclohexadienyl radical. 

 

 

Figure 7.6: Heavy atom atomic spin densities calculated for phenoxy radical at the ANO0/CCSD(T) 
level of theory.  
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7.3 Molecular Parameters of o-Hydroxy Phenoxy Radical 

Polycyclic aromatic hydrocarbon formation in the gasification of biomass for liquid fuels 

leads to tars and soot, and roughly a third of the biomass is comprised of lignin.27 This complex 

heterogeneous polymer is formed from the copolymerization of the three monolignols p-coumaryl, 

coniferyl, and sinapyl alcohols, which are phenylpropene derivatives differing in the number of 

methoxy substituents on the aromatic ring.28-29 Of these, coniferyl alcohol is incorporated as a 

guaicyl derivative, with OH and methoxy groups adjacent to one another.  It is not surprising, then, 

that guaiacol, the fundamental aromatic, has been the subject of much previous work, including 

studies of its spectroscopy and pyrolysis.28, 30  Experimental and computational studies on lignin 

pyrolysis have shown that lignin initially mainly generates products characteristic of its syringol 

and guaiacol building blocks.31 Since the lignin biopolymer is quite complex, studying monomeric 

model compounds such as guaiacol and syringol, is a first step to deduce the decomposition 

mechanisms of lignin.30  

There are many reports of thermal degradation of guaiacol as a model aromatic component 

of lignin. In a study by Asmadi et al.32 the thermal reactions of guaiacol and syringol were 

compared in a closed ampule reactor. The unimolecular decomposition pathways for o-guaiacol 

(o-methoxyphenol) has previously been studied, showing that the first step in its pyrolysis is the 

formation of hydro phenoxy radicals.30, 33 Hosoya et al.34 reported that the main products generated 

from guaiacol pyrolysis at 600 °C were phenolic compounds. Ellison group used 118 nm VUV 

TOF techniques, resonance-enhanced multiphoton ionization mass spectrometry (REMPI) and 

matrix isolation infrared spectroscopy as detection schemes to show that the O-CH3 bond is the 

weakest bond in the molecule (D0 ~240 kJmol-1)35 and that the initial products of the thermal 

decomposition appear at m/z=109 and m/z=15 corresponding to o-hydroxy phenoxy radical 

(HOC6H4O) and CH3 respectively.30 There are also several computational studies regarding the 

pyrolysis of guaiacol that provide useful information for understanding the decomposition 

pathways and confirm the methoxy group as the principle site of initial decomposition.31, 36-37 

Suryan et at.35 report that the higher reactivity of o-quinones is primarily due to the 

exceptional stability of the o-hydroxy phenoxy radical. Although this long-lived radical is a key 

intermediate in the pyrolysis of lignin, there are no high-resolution studies of it. Since it has a 

significant dipole moment, it is a good candidate for detection via microwave spectroscopy. In this 

work, we use the complementary data provided by VUV-TOF mass spectrometry and CP-FTMW 
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spectroscopy to obtain the rotational molecular parameters for o-hydroxy phenoxy radical. This 

set of molecular parameters are combined with high level ab initio calculations to provide high-

resolution structural information for this important radical. 

 

 

7.3.1 Experimental Methods 

For this study, a commercial sample of guaiacol (Sigma Aldrich (98%)) was used without 

further purification as precursors to make the o-hydroxy phenoxy radical.  The sample was inserted 

in a stainless-steel sample holder heated to 95 °C via a heating rope to increase the vapor pressure. 

Using a pulsed valve (General Valve Series 9) triggered at 10 Hz repetition rate (to produce gas 

pulses of ~500 µs) the sample was introduced into a 2mm silicon carbide (SiC) micro-reactor. 

Details of the microreactor are given in section 2.2. The o-guaiacol mass spectra were recorded 

from 320 to 1120 K to establish optimal conditions for formation of the radical. The experimental 

apparatus that combines broadband CP-FTMW spectroscopy and TOF-MS has been described in 

section 2.3, while the microwave components are described in section 2.4.1. The o-hydroxy 

phenoxy radical was also studied computationally using coupled-cluster theory at the 

ANO0/CCSD(T) level21. All calculations were done in collaboration with Prof. John Stanton using 

the CFOUR program suite.   

 

7.3.2 Results 

To optimize the conditions for forming the o-hydroxy phenoxy radical by pyrolysis of 

guaiacol, a series of TOF mass spectra were recorded at a series of pyrolysis source temperatures 

ranging from 320-1120 K.  The mass-to-charge ratios and known chemical structures of the key 
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photoionizable components are labelled in Figure 7.7. At 820 K the o-hydroxy phenoxy radical is 

present at maximum concentration, with the TOF mass spectra guiding the choice of this 

temperature as the best one for recording a CP-FTMW spectrum with maximum S/N ratio. 

 

 

Figure 7.7: Mass spectra resulting from heating a mixture of o-guaiacol imbedded in Ar in a SiC 
micro-reactor. Temperatures indicated are the measured reactor wall-temperature. 
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Table 7.5: Experimental best fit of the spectroscopic parameters for o-hydroxy phenoxy radical. 

OH-C6H5O. Experimental Calculations 

A (MHz) 3505.8413(77)a 3445.5595f 

B (MHz) 2340.96389(86) 2292.8453f 

C (MHz) 1403.66652(58) 1376.7127f 

eaa (MHz) -38.131(40) -36.19g 

ebb (MHz) -15.6082(206) -16.00g 

ecc (MHz) 0.4173(70) 0.56g 

eab+eba (MHz) 21.98(25) 16.57g 

eab-eba (MHz) -17.0(3) -10.79g 

Taa(H(8)) (MHz) 4.4435(309) 3.88g 

Tbb-Tcc(H(8)) (MHz) -3.8944(174) -2.96g 

Tab(H(8)) (MHz) -15.2(7) -13.35g 

bF(H(8)) (MHz) -29.522(280) -21.67g 

bF(H(10)) (MHz)e fixed  -10.69g 

bF(H(13)) (MHz)e fixed  -6.49g 

µa (D) - 2.66g 

µb (D) - -1.06g 

µc (D) - 0.00g 

D (uA2)b 0.004 - 

s (kHz)c 15.4 - 

Nd 40 - 

a Standard error in parentheses in units of the last digit. b Zero-point 
inertial defect. c One sigma standard deviation on the fit. d Number of 
fitted transitions. e Fixed to calculated values f Calculated at 
ANO0/CCSD(T) g Calculated at B2PLYP-B3DJ/aug-cc-pVTC  

 

 A portion of the CP-FTMW spectrum highlighting a series of transitions due to the radical 

are shown in Figure 7.8a, illustrating the high signal-to-noise ratio achieved. Guided by the 

predicted rotational constants and spin-rotation coupling constants from the calculations, we were 
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able to identify sets of transitions due to the o-hydroxyphenoxy radical.  Using the CALPGM 

program suite,23 a total of 40 transitions (J=3-5, ka=0-3) were fit. Due to the interaction of the 

unpaired electron spin angular momentum with the radical’s rotational angular momentum, each 

rotational transition of the radical is split into a set of transitions. The fit has an average standard 

deviation of 15.4 kHz and included 14 parameters, that included three rotational, five spin-

rotational coupling constants, a set of hyperfine constants (Taa, Tbb-Tcc, Tab) and the Fermi contact 

hyperfine constant associated with H(8). In the final fit, the Fermi contact hyperfine constants of 

H(10) and H(13) were fixed to the calculated values. The experimental molecular parameters are 

listed in Table 7.5, along with the predictions of calculations. For this radical the inertial defect 

was also determined to be close to zero, corroborating that the radical has a planar equilibrium 

geometry.  

 

 
Figure 7.8: a) Section of the broadband rotational in the 8-18 GHz frequency region, recorded at 
microtubular reactor temperature of 820 K. The sample holder was heated to 95 °C with the sample 
entrained in 1.30 bar of He, and 30 FIDs recorded per gas pulse. The simulated spectrum of o-hydroxy 
phenoxy radical at a rotational temperature of 2 K is shown as inverted sticks (blue) below the rotational 
spectrum. b) Optimized structure of o-hydroxy phenoxy radical. Spin densities calculated at the 
ANO0/CCSD(T) level of theory are indicated in red. 

 
As with the phenoxy radical, we see a close correspondence of the calculated rotational 

parameters and deduced structural features with the predictions of theory.  We use the calculations 

then, to reflect on the effects of the OH group on the atomic spin densities and hence resonance 
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structures.   Figure 7.8b presents the calculated net atomic spin densities rnet,i for each of the heavy 

atoms i in the o-hydroxy phenoxy radical. The calculations predict atomic spin densities that are 

centered almost entirely on the atoms that would be anticipated to carry them based on the 

resonance structures. These atomic spin densities indicate that 70% of the radical spin density is 

on the carbon atoms, while only 30% is found on the oxygen atom. Therefore, similar to phenoxy 

radical, the atomic spin densities indicate that o-hydroxy phenoxy radical is a carbon-centered 

radical. The carbon that carries most of the spin density (0.342) is C(4) and not surprisingly, its 

hydrogen (H(8)) is the hydrogen whose nuclear hyperfine constants and Fermi contact hyperfine 

term have a biggest effect on the fit.  

 

 

Figure 7.9: CP-FTMW spectra in small frequency regions around microwave transitions due to a) 
vinylacetylene and b) cyclopentadienone. 
 

Decarbonylation of the o-hydroxy phenoxy radical generates the hydroxy-

cyclopentadienyl radical (m/z=81), which has a total dipole moment of ~1.5 D. The maximum 

concentration of this radical is achieved at ~920 K but its VUV photoionization signal is never 
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very large. Despite a careful search, there was no evidence of this radical in the microwave 

spectrum at the present S/N ratio. The combination of the modest dipole moment and small 

concentration contribute to its signal being too small to detect. The hydroxy-cyclopentadienyl 

radical eliminates an H atom producing cyclopentadienone (m/z=80).  Its microwave transitions 

are indeed observed, beginning at 820 K (Figure 7.9a). Further heating generates vinylacetylene 

(m/z=52), which only appeared in measurable concentration at 1120 K (Figure 7.9b). C2H2 has an 

ionization energy above 10.5 eV and has no dipole moment.  As a result, its presence can only be 

surmised indirectly from the other products observed.30 These observations are consistent with 

previous studies of Scheer et al.30 

7.4 Discussion and Conclusions 

 The present work on the phenoxy and ortho-hydroxy phenoxy radicals 

demonstrates how the correlation in signals between the VUV mass spectra and the microwave 

spectra can extend and speed the analysis of complex mixtures. VUV photoionization TOF mass 

spectrometry provides the empirical formulae of the mixture components, as long as they have 

ionization energies lower than the VUV photon energy (10.5 eV). On the other hand, the chemical 

structure of the molecular components is often not uniquely described by the empirical formulae. 

Moreover, free radicals and reactive intermediates often have chemical structures that have not 

been observed or characterized previously by high-resolution methods. CP-FTMW spectroscopy 

is a powerful tool for this characterization, relying only on the presence of a permanent dipole 

moment for detection. The combination of the two methods was put to particularly good use in 

identifying conditions under which particular pyrolysis intermediates are present with maximum 

intensity, leading to the determination of the molecular parameters of phenoxy and o-hydroxy 

phenoxy radicals.  

 There is a natural connection between the o-hydroxy radical and phenoxy radical. The 

presence of the OH group ortho to the phenoxy oxygen asymmetrizes the radical, reducing its C2v 

symmetry to Cs symmetry. The presence of the OH group resulted in experimentally observing 

hyperfine splittings due to some of the H atoms. 

A comparison of these spin densities shows a redistribution of the spin density due to the 

OH group.  For both radicals 70% of their spin density is on the phenyl ring and only 30% is 

located on the oxygen atom. Nonetheless, the presence of the OH group ortho to the phenoxy 
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oxygen alters the spin density distribution significantly around the phenyl ring. For example, in 

phenoxy radical, the carbon atoms adjacent to the oxygen site (C(2) and C(6)) carry a similar 

percentage of the spin density; however, in the case of o-hydroxy phenoxy radical C(2) has a value 

of 0.290, similar to phenoxy, while C(6) has an atomic spin density lower by almost a factor of 

two (0.190).  This is consistent with r23 possessing more double bond character in ortho-hydroxy 

phenoxy radical than its counterpart on the opposite side of the ring, r56. Calculated bond lengths 

at ANO0/CCSD(T) are also consistent with this assessment of the radicals.    
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APPENDIX 

DESCRIPTION OF MATLAB PROGRAMS 

A.1 Generating the Frequency Spectrum 

A.1.1 spectra.m 

 This program takes the experimental free induction decay (FID), removes some of the spur 

lines from the digitizer using ‘mhz250bkg.m’ applies a Kaiser Bessel window and performs a fast 

Fourier transform (FFT). In order for it to run the ‘mhz250bkg.m’ needs to be in the same folder.  

 
%FUNCTION VARIABLES 
%m: Flag to establish the frequency range.  
    % 0 --> 2-8 GHz: Without a mixer. 
    % 1 --> 8-18 GHz: With a mixer.  
%gd: This is the gate duration. Length of the FID. In microseconds. 
%filedat: Name of the csv file that contains the raw data.  
        %For example: '20420117.csv' 
         
%OUTPUT OF THE PROGRAM 
%freq: frequencies in GHz (full range). 
%Intensities: Intensities of the spectrum. 
function [freq,Intensities]=spectra(m,gd,filedat) 
  
%Importing the file (raw data from the digitizer) 
file=filedat; 
delimiterIn=''; 
A=importdata(file,delimiterIn); 
FID=A.data; 
  
%Experimental parameters.  
tstep=25e-12;          %This variable is only needed to plot the FID. 
25 ps is the time delay between ADC in the digitizer.  
gate_duration=gd*1e-6; %Length of the FID in microseconds. 
Sample_Rate=4e10;     %This is the sampling rate of the digitizer, in 
case you use another device with a different sampling rate it would need 
to change. 
mix=18.9;             %This is the output frequency of the PLDRO. This 
needs to be adjusted if the mixing frequency changes. 
dig=0.0000625;         %for 7us FID 1.4250e-04 should be the value (that 
is the resolution). 
mixdig=mix+dig;  
T1=length(FID);        %Length of the FID 
  
%Plotting the FID 
    %To visualize the FID remove the percentage sign (%) from FID1, T0, 
    %"figure(2)" and "plot(T0,FID1)" 
%FID1=Is generated to visualize the FID if needed. It is the raw data. 



 
 

FID1=FID; 
%Time domain x-axis 
T0=(tstep:tstep:gate_duration)*1e6; 
figure(2) 
plot(T0,FID1) 
     
%Removing the 250 MHz lines. This will run the mhz250bkg.m program.  
       %To visualize how the FID looks after running this program remove 
       %the percentage sign(%) from FID2,"figure3" and "plot(T0,FID2)" 
mhz250bkg 
%FID2=FID; 
%figure(3) 
%plot(T0,FID2) 
  
%Applying the Kaiser-Bessel 
%T1:Length of the FID 
%The second variable is the beta of the window. Beta is the Kaiser window  
%parameter that affects the sidelobe attenuation of the Fourier transform 
of the window. 
%Increasing beta widens the mainlobe and decreases the amplitude of the 
sidelobes (i.e., increases the attenuation). 
Wk=kaiser(T1,21.5);       %usually 11.5 is used for general 16us FID.  
FID=Wk.*FID;              %Applying the window to the data. 
  
%Performing the fast Fourier Transform 
    %Here you perform a FFT then apply a shift due to the way Matlab 
does 
    %its FFT, take the absolute value and normalize. 
Intensities=abs((fftshift(fft(FID))))/sqrt(T1); 
  
%Calculating the frequencies 
spec=1/gate_duration;  
if m==0    % When you are not using a mixer 
    freq=((spec:spec:Sample_Rate)-Sample_Rate/2)*1e-9-dig;       % 
Sorting of frequency domain 
elseif m==1   %Using a mixer 
    freq=mixdig-((spec:spec:Sample_Rate)-Sample_Rate/2)*1e-9; % Sorting 
of frequency domain 
end 
  
    %If you want to plot the full spectrum and not just the targeted 
    %frequencies erase the percentage sign (%) from "figue(4)" and 
    %"plot(freq,Intensities)" 
%figure(4) 
%plot(freq,Intensities) 
  
end 
 

 

 

 



 
 

 

A.1.2 freqcut.m 

 This program takes the whole frequency space and selects the frequency regime that was 

swept. In order to run this program ‘spectra.m’ and ‘mhz250bkg.m’ need to be in the same folder. 
 
%FUNCTION VARIABLES 
%m: Flag to establish the frequency range.  
    % 0 --> 2-8 GHz: Without a mixer. 
    % 1 --> 8-18 GHz: With a mixer.    
%f1: Initial frequency (in GHz) that you want to look at in the spectrum. 
%f2: Final frequency (in GHz) that you want to look at in the spectrum. 
        %For example, if you sweep from 8-18 GHz then f1==8 and f2==18 
%gd: This is your gate duration. Length of the FID. In microseconds. 
%filedat: Name of the csv file that contains the raw data.  
        %For example: '20420117.csv' 
%filename: Name of the output file. This is also a csv file. 
        %For example: 'Thisspectrumrocks.csv'      
%OUTPUT OF THE PROGRAM 

%First Column: Frequencies (from fi to f2). These are in GHz in the 
Matlab output but in MHz in the csv file. 

    %Second Column: Intensities.  
%To run the program, you write in the command window: 

%name_of_the_file_in_matlab=function_name(variable); *The ";"   
is there so you don't get the output file displayed. 

         
function [combine]=freqcut(m,f1,f2,gd,filedat,filename) 
  
%Doing the data analysis. Here you are running the function "spectra" 
[freq,Intensities]=spectra(m,gd,filedat); 
%Select a frequency regime 
Frequency=freq((freq>=f1) & (freq<=f2)); 
Spectrum=Intensities((freq>=f1) & (freq<=f2)); 
  
%plots the intensities vs frequency in GHz 
figure(1) 
plot(Frequency,Spectrum) 
  
%convert from GHz to MHz and organize the data for the output csv file 
%This is done so the output file is easy to read by other programs. 
FreMHz=Frequency'*1000; 
FreqMHz=FreMHz(end:-1:1); 
Spec=Spectrum(end:-1:1); 
  
%output matlab file (frerquencies are in GHz) 
combine=[Frequency',Spectrum]; 
  
%matrix for the output csv file (frequencies are in MHz) 
GGG=[FreqMHz,Spec]; 
%convert to get the csv file. 
dlmwrite(filename, GGG,'precision',13) 



 
 

end 
A.1.3 mhz250bkg.m 

 The digitizer consists of 160 separate internal ADC chips, which faces are not matched. 

This causes spur lines spaced by 250, 100, 50 and 10 MHz. In order to determine the offset of the 

individual ADC chips and adjust to a common zero, this program subtracts the average of the last 

150 points (taken from each ADC chip) to its respective ADC chip. 
 
numADC = 160;  % number of ADC - see 'read me.docx' note 5 
numTailSamples = 1000;  % number of samples per ADC for tail calculation 
tailLen = numADC * numTailSamples; 
  
% Get the tail, reshape to get one row per ADC 
bkgTail = FID(end-tailLen+1:end);   
bkgTailMean = reshape(bkgTail, numADC, numTailSamples); 
bkgTailStd = std(bkgTailMean, 0, 2); 
  
% Take mean per ADC 
bkgTailMean = mean(bkgTailMean, 2); 
  
% Subtract offset from each ADC sample and reshape back to time series 
bkgTimeMinusTailMean = reshape(FID, numADC, []); 
bkgTimeMinusTailMean = bsxfun(@minus, bkgTimeMinusTailMean, 
bkgTailMean); 
FID = bkgTimeMinusTailMean(:); 
 

A.2 Strong Field Coherence Breaking/ Extract Modulated Transitions 

  This is the primary program used to determine which transitions are modulated when using 

the SFCB method. It takes the difference spectrum and then finds the transitions that are modulated 

more than a given percentage. In order to run this program, the program ‘mhz250bkg.m’ needs to 

be in the same folder. 
 
%FUNCTION VARIABLES 
%m: Flag to establish the frequency range.  
    % 0 --> 2-8 GHz: Without a mixer. 
    % 1 --> 8-18 GHz: With a mixer. 
%f1: Initial fequency (in GHz) that you want to look at in the spectrum. 
%f2: Final frequency (in GHz) that you want to look at in the spectrum. 
        %For example, if you sweep from 8-18 GHz then f1==8 and f2==18 
%gd: This is your gate duration. Length of the FID. In microseconds. 
%p: Percentage of modulation with respect of the sweep without the MSE. 
(percentage is arbitrary it is a selection criteria) 
%th: Threshold. all frequencies lower than this would be send to zero 
in  
%the peak spectrum. Cannot exceed the experimental noise level. 



 
 

%scans: This matrix contains the number of the scans that will be 
analized.  
%It has two columns: 
    %First Column: Sweep without MSE. These scans will be subtracted 
from 
    %the ones in the second column. 
    %Second Column: Sweep with MSE 
%filedat: Usually the date in which the set of scans was taken. 
%filename: Name of the output file. This is a csv file. 
%OUTPUT OF THE PROGRAM 
    %First Column: Frequencies (in GHz) 
    %Second Column: Intensities of the transitions that were modulated 
more than p% and are bigger than th threshold 
  
function spectra=sfcb(m,f1,f2,gd,p,th,scans,filedat,filename) 
  
%********************************************************************* 
%Experimental parameters.  
%********************************************************************* 
  
gate_duration=gd*1e-6; %Length of the FID in microseconds. 
Sample_Rate=4e10;      %This is the sampling rate of the digitizer, in 
case you use another device with a different sampling rate it would need 
to change. 
mix=18.9;              %This is the output frequency of the PLDRO. This 
needs to be adjusted if the mixing frequency changes. 
dig=0.0000625;         %For 7us FID 1.4250e-04 should be the value (that 
is the resolution). 
mixdig=mix+dig;  
  
%********************************************************************* 
%Take the experimental FID, remove the 250 spurs lines from the digitizer, 
apply a Kaiser Bessel and performs a FFT to get the intensities. Selects 
the regime that was swept. 
%********************************************************************* 
  
S=vertcat(scans(:,1),scans(:,2)); 
T1=40000*gd; 
%Calculating the frequencies 
spec=1/gate_duration;  
if m==0       %When you are not using a mixer 
    freq=((spec:spec:Sample_Rate)-Sample_Rate/2)*1e-9-dig;    % Sorting 
of frequency domain 
elseif m==1   %Using a mixer 
    freq=mixdig-((spec:spec:Sample_Rate)-Sample_Rate/2)*1e-9;  % 
Sorting of frequency domain 
end 
%Select a frequency regime 
Frequency=freq((freq>=f1) & (freq<=f2)); 
Spectrum=zeros(length(Frequency),length(S)); 
  
for n=1:length(S) 



 
 

    name=[filedat,'_',num2str(S(n)),'.csv'];          %Importing the 
file (raw data from the digitizer) 
    file=name; 
    delimiterIn=''; 
    A=importdata(file,delimiterIn); 
    FID=A.data; 
    mhz250bkg                               %Removing the 250 MHz lines. 
    Wk=kaiser(T1,11.5);                     %Applying the Kaiser-Bessel 
    FID=Wk.*FID; 
    fftspec=abs(fftshift(fft(FID)))/sqrt(T1); %Performing the fast 
Fourier Transform 
    Spectrum(:,n)=fftspec((freq>=f1) & (freq<=f2)); 
end 
  
%********************************************************************* 
%Difference between two spectra.  
%********************************************************************* 
  
%Difference between the intensities. 
D=zeros(length(Frequency),length(scans)); 
for q=1:size(scans,1) 
    D(:,q)=Spectrum(:,q+size(scans,1))-Spectrum(:,q); 
end 
  
%Average of the difference spectra 
Davg=sum(D,2)/length(scans); 
Davg=abs(Davg); 
  
%Average of only the chirp spectra 
A=Spectrum(:,1:length(scans)); 
Avg=sum(A,2)/length(scans); 
  
%********************************************************************* 
%Take the intensities that are bigger than the p% of the original sweep  
%********************************************************************* 
 
%A takes the percentage of the original line 
 
p=p/100; 
P=p.*Avg; 
DD=zeros(length(Davg),1); 
for n=1:1:length(Davg) 
    DD(n)=(Davg(n)>=P(n)).*Davg(n)+(Davg(n)<P(n))*0; 
end   
  
%********************************************************************* 
%All frequencies lower than the threshold are send to zero. This is to  
account for experimental fluctuations. 
%********************************************************************* 
 
Dif=DD; 
DD1=(Dif>th).*Dif+(Dif<=th).*0; 
  



 
 

%********************************************************************* 
%Generate the peak spectrum  
%********************************************************************* 
 
I1=DD1(end:-1:1); 
F1=Frequency(end:-1:1); 
if m==0  
 [h,v]=findpeaks(DD1,Frequency); %h are the intensities & v are the 
frequencies 
elseif m==1 
 [h,v]=findpeaks(I1,F1); %h are the intensities & v are the frequencies 
end 
  
%Plots the peak spectrum 
figure(1) 
stem(v,h,'Marker','none') 
  
spectra=[v',h];   % Matrix of frequencies in GHz and peaks that are 
modulated more than p% and bigger than th threshhold 
  
dlmwrite(filename, spectra,'precision',13)  %it converts from a matrix 
in matlab to a csv file with a precision of 8 digits. 
  
end 
  

A.3 Transition Dipole Moment  

A.3.1 tdm.m 

 This program extracts the frequencies, energies, transition dipole moments, and quantum 

numbers from the ‘.str’ and ‘.cat’ files from the SPFIT/SPCAT suite of programs. To run the 

program is necessary to have ‘dip.m’, ‘ener.m’, and ‘clebschgordan.m’ in the same folder. 

 
%FUNCTION VARIABLES 
%filestr: filename is the .str output file from SPCAT but in .txt format 
and the frequencies are sorted. 
          %Example: 'file.txt' 
                    %First column: frequencies 
                    %Second column: dipole moment 
                    %Third column: format of the quantum numbers 
                    %Fourth to Sixth column: quantum numbers 
                    %Seventh column: number of dipole  
%filecat: name of the cat file ('test.cat'). Normal output from SPCAT. 
%outputfile: name of the csv output file. 
%m1: m can go from -j to j. Usually it is 0.  
  
%OUTPUT 
%The output matrix has 10 columns: 
    %1: Frequencies (MHz) 
    %2: Energies 



 
 

    %3: Reduced matrix element of the transition dipole moment 
    %4: Transition dipole moment 
    %5-7: quantum numbers associated with J2 
    %8-10: quantum numbers associated with J1 
  
function  output=tdm(filestr,filecat,outputfile,m1) 
%********************************************************************* 
%Read files 
%********************************************************************* 
  
%read str file  
strmt=dip(filestr);  
  
%read cat file 
ctmat=ener(filecat);  
  
%select energies, transition dipole moments, frequencies and quantum 
numbers 
qnumbs=ctmat(:,3:8)*[1e5;1e4;1e3;1e2;10;1];  
qnumbs1=strmt(:,3:8)*[1e5;1e4;1e3;1e2;10;1]; 
  
%The str file does not necessarily have the same length as the cat file. 
Here it selects the shared frequencies. 
A1=ismember(qnumbs1,qnumbs);  
B1=strmt(:,2); 
C1=B1(A1==1); 
  
%generate tdp matrix. tdp has 9 columns. 
    %First Column: Frequencies 
    %Second Column: Reduced matrix element of the transition dipole 
moment 
    %Third Column: Energies 
    %4-6 quantum numbers J2, and 7-9 quantum numbers J1 
A=[ctmat(:,1),C1,ctmat(:,2),ctmat(:,3),ctmat(:,4),ctmat(:,5),ctmat(:,6
),ctmat(:,7),ctmat(:,8)]; 
  
%select the rows with J equal or higher than m1 
tdp=A(~sum(A(:,[4,7])<m1,2),:); 
  
%********************************************************************* 
%Calculate clebsch-gordan coefficients  
%********************************************************************* 
  
j=1; 
m=0; %comes from q and it is zero due to the z direction  
%for the m quantum number, m can go from -j to j but then we would have 
to calculate a lot of elements, so for now we are only calculating with 
specific m. 
  
L=length(tdp(:,1)); 
C=zeros(L,3); 
sc=zeros(L,1); 
  



 
 

%tThe "for" loop calculates 3j (C(:,3)) using the clebsh-gordan 
coefficients  
for n=1:L 
C(n,1) = clebschgordan(tdp(n,4),m1,tdp(n,7),m1*-1,j,m); 
C(n,2)=(-1)^(tdp(n,4)-tdp(n,7)-0); 
end 
  
c=sqrt((2*j)+1); 
C(:,3)=(C(:,1).*C(:,2))/c; 
%********************************************************************* 
%Calculate de transition dipole moments 
%********************************************************************* 
  
for n=1:L 
sc(n,:)=(-1)^(tdp(n,4)-m); 
end 
  
DM=sc.*tdp(:,2).*C(:,3); 
  
%********************************************************************* 
%Generate the output matrix 
%********************************************************************* 
  
output=[tdp(:,1),tdp(:,3),tdp(:,2),DM,tdp(:,4),tdp(:,5),tdp(:,6),tdp(:
,7),tdp(:,8),tdp(:,9)]; 
  
%Convert from a matrix in matlab to a csv file with a precision of 8 
digits. 
dlmwrite(outputfile,output,'precision',13) 
  
end 
 

A.3.2 dip.m 

This program reads a text file that contains the ‘.str’ output information from 

SPFIT/SPCAT, nonetheless the elements are sorted in a way that frequencies increase. 
 
%INPUT 
%filename: name of the txt file ('test.txt'). It is the .str output file 
from SPCAT but in .txt format and the frequencies are sorted. 
  
function strmt=dip(filename) 
  
%Read columns of data as strings 
formatSpec = '%15s%15s%5s%3s%2s%2s%8s%2s%2s%s%[^\n\r]'; 
  
%Initialize variables. 
 startRow = 1; 
 endRow = inf; 
  
%Open the text file. 



 
 

 fileID = fopen(filename,'r'); 
  
% Read columns of data 
 dataArray = textscan(fileID, formatSpec, endRow(1)-startRow(1)+1, 
'Delimiter', '', 'WhiteSpace', '', 'HeaderLines', startRow(1)-1, 
'ReturnOnError', false); 
         
 for block=2:length(startRow) 
            frewind(fileID); 
            dataArrayBlock = textscan(fileID, formatSpec, 
endRow(block)-startRow(block)+1, 'Delimiter', '', 'WhiteSpace', '', 
'HeaderLines', startRow(block)-1, 'ReturnOnError', false); 
            for col=1:length(dataArray) 
                dataArray{col} = [dataArray{col};dataArrayBlock{col}]; 
            end 
 end 
  
 % Close the text file. 
 fclose(fileID); 
  
% Convert the contents of columns containing numeric strings to numbers. 
Replace non-numeric strings with NaN. 
 raw = repmat({''},length(dataArray{1}),length(dataArray)-1); 
  
 for col=1:length(dataArray)-1 
            raw(1:length(dataArray{col}),col) = dataArray{col}; 
 end 
  
 numericData = NaN(size(dataArray{1},1),size(dataArray,2)); 
  
 % Convert the contents of columns containing numeric strings to numbers. 
Replace non-numeric strings with NaN. 
 for col=[1,2,3,4,5,6,7,8,9,10] 
     rawData = dataArray{col}; 
     for row=1:size(rawData, 1); 
         regexstr = 
'(?<prefix>.*?)(?<numbers>([-]*(\d+[\,]*)+[\.]{0,1}\d*[eEdD]{0,1}[-
+]*\d*[i]{0,1})|([-]*(\d+[\,]*)*[\.]{1,1}\d+[eEdD]{0,1}[-
+]*\d*[i]{0,1}))(?<suffix>.*)'; 
         try 
             result = regexp(rawData{row}, regexstr, 'names'); 
             numbers = result.numbers; 
             invalidThousandsSeparator = false; 
                    if any(numbers==','); 
                        thousandsRegExp = '^\d+?(\,\d{3})*\.{0,1}\d*$'; 
                        if isempty(regexp(thousandsRegExp, ',', 
'once')); 
                            numbers = NaN; 
                            invalidThousandsSeparator = true; 
                        end 
                    end 
                     
                    if ~invalidThousandsSeparator; 



 
 

                        numbers = textscan(strrep(numbers, ',', ''), 
'%f'); 
                        numericData(row, col) = numbers{1}; 
                        raw{row, col} = numbers{1}; 
                    end 
                catch me 
                 
         end 
          
     end 
      
 end 
 % Replace non-numeric cells with NaN  
 R = cellfun(@(x) ~isnumeric(x) && ~islogical(x),raw);  
 raw(R) = {NaN}; 
  
% Create output variable 
 strmt = cell2mat(raw); 
 strmt=strmt(:,[1,2,4:9]); 
  
end 
 
A.3.3 ener.m 

 This program reads the ‘.cat’ file from SPCAT and outputs a matrix with the frequencies, 

energies, and quantum numbers. 
 
%INPUT 
%filename: name of the cat file ('test.cat'). 
  
function ctmat=ener(filename) 
  
formatSpec = '%21s%8s%2s%10s%3s%7s%4s%2s%2s%2s%8s%2s%2s%s%[^\n\r]'; 
  
 startRow = 1; 
 endRow = inf; 
  
fileID = fopen(filename,'r'); 
         
dataArray = textscan(fileID, formatSpec, endRow(1)-startRow(1)+1, 
'Delimiter', '', 'WhiteSpace', '', 'HeaderLines', startRow(1)-1, 
'ReturnOnError', false); 
        for block=2:length(startRow) 
            frewind(fileID); 
            dataArrayBlock = textscan(fileID, formatSpec, 
endRow(block)-startRow(block)+1, 'Delimiter', '', 'WhiteSpace', '', 
'HeaderLines', startRow(block)-1, 'ReturnOnError', false); 
            for col=1:length(dataArray) 
                dataArray{col} = [dataArray{col};dataArrayBlock{col}]; 
            end 
        end 



 
 

         
fclose(fileID); 
         
raw = repmat({''},length(dataArray{1}),length(dataArray)-1); 
  
        for col=1:length(dataArray)-1 
            raw(1:length(dataArray{col}),col) = dataArray{col}; 
        end 
         
numericData = NaN(size(dataArray{1},1),size(dataArray,2)); 
         
for col=[1,2,3,4,5,6,7,8,9,10,11,12,13,14] 
    rawData = dataArray{col}; 
     
    for row=1:size(rawData, 1); 
        regexstr = 
'(?<prefix>.*?)(?<numbers>([-]*(\d+[\,]*)+[\.]{0,1}\d*[eEdD]{0,1}[-
+]*\d*[i]{0,1})|([-]*(\d+[\,]*)*[\.]{1,1}\d+[eEdD]{0,1}[-
+]*\d*[i]{0,1}))(?<suffix>.*)'; 
         
                try 
                    result = regexp(rawData{row}, regexstr, 'names'); 
                    numbers = result.numbers; 
                    invalidThousandsSeparator = false; 
                    if any(numbers==','); 
                        thousandsRegExp = '^\d+?(\,\d{3})*\.{0,1}\d*$'; 
                        if isempty(regexp(thousandsRegExp, ',', 
'once')); 
                            numbers = NaN; 
                            invalidThousandsSeparator = true; 
                        end 
                    end 
  
                    if ~invalidThousandsSeparator; 
                        numbers = textscan(strrep(numbers, ',', ''), 
'%f'); 
                        numericData(row, col) = numbers{1}; 
                        raw{row, col} = numbers{1}; 
                    end 
                     
                catch me 
                     
                end 
                 
    end 
             
end 
  
R = cellfun(@(x) ~isnumeric(x) && ~islogical(x),raw);  
raw(R) = {NaN};  
         
% Create output variable 
ctmat = cell2mat(raw); 



 
 

ctmat=ctmat(:,[1,4,8:13]);       
end 
 

A.3.4 clebschgordan.m 

 This program computes the Clebsch-Gordan coefficients. It doesn’t take into account 

hyperfine couplings. 
 
% Inputs: 
%   j1 : A scalar giving the first total angular momentum. 
%   m1 : A scalar giving the projection of the first total angular 
%        momentum. 
%   j2 : A scalar giving the second total angular momentum. 
%   m2 : A scalar giving the projection of the second total angular 
%        momentum. 
%   j  : A scalar giving the coupled total angular momentum. 
%   m  : A scalar giving the projection of the coupled total angular 
%        momentum. 
% Outputs: 
%   C : A scalar giving the required Clebsch-Gordan coefficient. 
  
 
function C = clebschgordan(j1,m1,j2,m2,j,m) 
  
assert(isscalar(j1) && isscalar(m1) && isscalar(j2) && isscalar(m2) && 
isscalar(j) && isscalar(m),'All inputs must be scalars.') 
  
%********************************************************************* 
%Check conditions 
%********************************************************************* 
if j1 < 0 || j2 < 0 || j < 0 || ... 
        mod(2*j1,1) ~= 0 || mod(2*j2,1) ~= 0 || mod(2*j,1) ~= 0 || ... 
        mod(2*m1,1) ~= 0 || mod(2*m2,1) ~= 0 || mod(2*m,1) ~= 0 || ... 
        abs(m1) > j1 || abs(m2) > j2 || abs(m) > j || ... 
        j1+m1 < 0 || j2+m2 < 0 || j+m < 0 || j1+j2+j < 0 ||... 
        mod(j1+m1,1) ~= 0 || mod(j2+m2,1) ~= 0 || mod(j+m,1) ~= 0 || ... 
        mod(j1+j2+j,1) ~= 0 
    
elseif m1+m2-m ~= 0 || j < abs(j1-j2) || j > j1+j2 
     
    C = 0; 
    return    
end 
  
%********************************************************************* 
%Compute valid k values for summation 
%********************************************************************* 
k = max([0,j2-j-m1,j1-j+m2]):min([j1+j2-j,j1-m1,j2+m2]); 
  
%********************************************************************* 
%Check for stability 



 
 

%********************************************************************* 
if j+j1-j2 > 21 || j+j2-j1 > 21 || j1+j2-j > 21 || j1+j2+j+1 > 21 || ... 
        j+m > 21 || j-m > 21 || j1+m1 > 21 || j1-m1 > 21 || ... 
        j2+m2 > 21 || j2-m2 > 21 || any(k > 21) || ... 
        any(j1+j2-j-k > 21) || any(j1-m1-k > 21) || ... 
        any(j2+m2-k > 21) || any(j-j2+m1+k > 21) || any(j-j1-m2+k > 21) 
     
%If the argument to one or more of the factorials used in the computation 
of the requested Clebsch-Gordan coefficient is greater than 21, this can 
result in inaccuracies.  
end 
  
%********************************************************************* 
%Compute coefficient 
%********************************************************************* 
  
C = sqrt((2*j+1)*factorial(j+j1-j2)*factorial(j+j2-j1)*factorial(j1+j2-
j)/factorial(j1+j2+j+1))*... 
    sqrt(factorial(j+m)*factorial(j-m)*factorial(j1+m1)*factorial(j1-
m1)*factorial(j2+m2)*factorial(j2-m2))*... 
    sum(((-1).^k)./(factorial(k).*factorial(j1+j2-j-k).*factorial(j1-
m1-k).*factorial(j2+m2-k).*factorial(j-j2+m1+k).*factorial(j-j1-
m2+k))); 
 end 
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