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ABSTRACT

Charles, James A. Ph.D., Purdue University, December 2018. Modeling Nonlocality
in Quantum Systems. Major Professors: Tillmann Kubis, Gerhard Klimeck.

The widely accepted Non-equilibrium Greens functions (NEGF) method and the

Self-Consistent Born Approximation, to include scattering, is employed. Due to the

large matrix sizes typically needed when solving Greens functions, an efficient re-

cursive algorithm is typically utilized. However, the current state of the art of this

so-called recursive Greens function algorithm only allows the inclusion of local scatter-

ing or non-locality within a limited range. Most scattering mechanisms are Coulombic

and are therefore non-local. Recently, we have developed an addition to the recursive

Greens function algorithm that can handle arbitrary non-locality. Validation and

performance will be assessed for nanowires.

The second half of this work discusses the modeling of an active ingredient in a

liquid environment. The state of the art is outlined with options for different modeling

approaches – mainly the implicit and the explicit solvation model. Extensions of the

explicit model to include an open, quantum environment is the main work of the

second half. First results for an extension of the commonly used molecular dynamics

with thermodynamic integration are also presented.
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1. INTRODUCTION

1.1 Overview

1.1.1 Non-Equilibrium Green’s Function Method

Introduction

The non-equilibrium Green’s function (NEGF) has shown a wide range of utili-

ties in varying applications such as electron transport [1], [2], thermal transport [3],

and optoelectronics [4], [5]. The theory was first introduced by Schwinger (1961) [6],

Kadanoff and Baym (1962) [7] and Fujita (1964) [8]. Thermal fluctuations and inter-

actions with the environment are typically considered in a consistent way within the

self-consistent Born approximation (SCBA) as a perturbation.

1.1.2 Outline of this Thesis

This proposal is broken down into two topics. At first glance, the two topics may

seem separate and distinct but the connection between them will be made clear in

future chapters. The first topic discussed is scattering in ultra-scaled devices. The

first goal will be to motivate why scattering is important in ultra-scaled devices of

diverse applications and then motivate what non-local scattering is and why accurate

modeling of non-local scattering is important for device predictions. The second topic

is the application to the NEGF method to molecules in a liquid. The state of the

art will be discussed and what is missing. The motivation for using NEGF in these

applications will be made. The details of the modeling and method will be discussed

in future chapters.
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1.2 Motivation Part I: Modeling of Nonlocal Scattering in Quantum Sys-

tems

1.2.1 Scattering in Ultra-Scaled Devices

Most applications in real-world experiments are affected by thermal fluctuations

and other interactions with the environment. Additionally, there are device to device

variations that must be accounted for in an accurate and quantitative predictive

model. Below, I will give three examples and the effect that scattering has on them.

Logic Devices

The first example is a transistor or more specifically a tunneling field effect tran-

sistor. The state of the art logic devices have reached the nanometer length scale.

The International Technology Road for Semiconductors (ITRS) predict sub-10 nm

critical lengths in order to keep up with Moore’s law. This means there will be a

countable number of atoms in the active part of the device. Even variations of a few

atoms will affect the device performance and must be accounted for.

In addition, as the devices scale down, the experiments become more expensive and

complex. This further necessitates accurate and predictive modeling on the nanoscale.

There are several sources of variations in transistors – any device imperfections such

as surface roughness [9], [10], [11], random alloy distributions [12], and interactions

with the lattice that manifest as phonons or quantized vibrations. Electron-phonon

scattering decreases the on-current in nanowires [13], [14]. Addditionally, scattering

increases the off-current due to phonon-assisted tunneling and causes band-tails to

form [15], [16]. These issues manifest themselves as a degraded subthreshold slope.

Optoelectronic Devices

Scattering is also important in photoelectronic devices where recombination rates

are vital to accurate modeling. As discussed in any introductory semiconductor device
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textbook, the recombination rates of electron and holes are composed of several mech-

anisms – band-to-band, trap-assisted, and Auger recombination [17]. A well-accepted

model for these recombination mechanisms is the ABC model [18], [19], [20]. Given

the electron and hole densities, this model is typically sufficient but for the details

of the A, B, and C coefficients more sophisticated models including the appropriate

scattering mechanisms is needed.

Biosensing Devices

Researchers have shown interest in using semiconductors – quantum dots [21] and

more recently two-dimensional materials such as single-layer MoS2 [22]. There are

two important areas where scattering is vital. The first is the reliability of sensing

devices. If these devices are to be used in biological applications it is critical that the

devices are reliable under any interactions. Their degree of efficacy could mean life

or death. The other important area is the sensitivity of the device. The sensitivity is

directly related to the variability and both must be under control.

1.2.2 The important of non-local scattering

Most scattering mechanisms are spatially non-local. Electron scattering on acous-

tic phonons are often treated as local. The locality of acoustic phonons manifests

from approximations made in the derivation of the scattering. Under the assumption

of high temperature, equilibrium, bulk phonons with a linear dispersion, acoustic

phonons are local. In reality, any of these assumptions can break down and, in gen-

eral, the scattering is non-local. Similarly non-polar optical phonon scattering is

treated as local under the assumption of equilibrium with a flat dispersion. There

are other scattering mechanisms that are inherently non-local. One such scattering

mechanism that is important, in all materials and devices is roughness. Any varia-

tion at an interface can be treated as correlated roughness. Accurate models for the

roughness profile have been developed [9], [23], [24]. All of these models include both
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the average roughness profile and also the correlation. When a scattering self-energy

is used [25] to model the roughness, correlations manifest themselves as non-locality.

A class of scattering mechanisms that are inherently nonlocal are any scattering

that includes a Coulombic component. Coulomb potential effects are long-range so

any scattering where that effect is included will be non-local. this includes electron-

electron, ionized impurity and polar optical phonon scattering. Polar optical phonon

scattering is an electron-phonon mechanism that is dominant in polar materials. It

originates from a charge dipole plus the addition of optical phonon vibrations [26]. To

understand how important the Coulombic potential scattering mechanisms are, the

contributions of different scattering mechanisms are shown to the overall mobility for

two materials. One is a single layer of Mos2 [27] shown in figure 1.2. The calculated

total mobiility is compared to experiment. The dominant scattering mechanism,

especially at higher temperatures, is the polar optical phonon scattering. The second

most dominant is the charged impurity.

The second material is a two-dimensional electron gas of GaAs [28]. As with

the single layer of MoS2, the mobility is dominated by the Coulombic scattering

mechanisms, polar optical phonon and ionized impurity. To model polar materials,

non-local scattering must be included. Additonally, even if the device is non-polar

but is doped (i.e. any transistor), the effect of ionized impurity must be included

within an accurate model.

1.3 Motivation Part II: Towards NEGF in liquid systems

1.3.1 Modeling molecules in a liquid

NEGF has already been shown to be excellent for modeling disorder such as rough-

ness [29], alloy disorder [12], or other imperfections. The goal of the second half of the

introduction is to motivate the usage of NEGF in a class of problems it was not previ-

ously used for. The reasons NEGF is ideal and ready to solve these class of problems

will be discussed in future chapters. The first question, that can be asked, is what
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Fig. 1.1. Contribution of different scattering mechanisms to the mobility
of a single layer MoS2 device for different temperatures. The data is
obtained from [27].

does an NEGF treatment provide that is not already covered by other methods. The

short answer is consistent modeling of an open system with a complicated boundary

condition. The inclusion of an open system opens up a plethora of possibilities. The

possibilities can be broken down into long term and short term components. In the

long term, NEGF can model non-equilibrium processes important to chemists such

as reactivity. The NEGF method has seen much success in modeling transistors.

Transistors are inherently strongly out of equilibirum. The principal component of

current flow relies on a non-equilibrium situation whether it be current of differences

in Fermi level. In the long term, the modeling of reactivities with the NEGF can help

improve the degree of predictive drug design [30]. NEGF can, in principle, handle
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Fig. 1.2. Contribution of different scattering mechanisms to the mobility
of a two-dimensional electron gas of GaAs. The data is obtained from [28].

time dependence and thus model the reactivity process fully quantum mechanically

in an open system. In the short term and the topic of the second half of this the-

sis, NEGF can readily handle the question of solubility. Solubility is obviously an

important measure when designing a drug or when developing a chemical product.

Predicting the degree of solubility allows chemists pre-screening of active ingredient

and solvent combinations. Due to the way this work treats the solvent, explicit and

quantum-mechanically, the effort used to develop the solubility can be leveraged in

order to develop a reactivity model. Snapshots can be taken during the reactivity

process and the results can be studied in detail with the new methods.

As will be discussed in future chapters, there are several existing methods for

modeling liquid systems. One example is a combination of density functional theory
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(DFT) [31], [32] and an implicit solvent treatment [33], [34], [35]. There are many

flavors in the details of how to treat the implicit solvent but the main commonality is

a continuum electrostatic model for the solvent with a cavity carved out for where the

solute would be. This method as the name implies does not treat the solvent explicitly

and misses effects such as charge transfer and the repositioning of the solvent atoms

due to the presence of the active ingredient. In addition to only modeling the solvent

as a continuum, most DFT packages use a T = 0k theory and do not handle thermal

fluctuations. NEGF, in contrast, includes temperature inherently in its formalism

both through the population filling due to Fermi level of the contacts and the thermal

fluctuations that can be included with scattering. There are some extensions to DFT

for excited state [36] but these are much more expensive and as of this writing are not

in most of the popular DFT packages such as VASP [37] and Quantum Espresso [38].

To model the breaking and creating of bonds needed for reactivity, more classical

models are typically employed. One such example is Reactive Force Field (ReaxFF)

which uses ”a general relationship between bond distance and bond order on one

hand and between bond order and bond energy on the other hand that leads to

proper disassociation of bonds to separated atoms” [39].
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2. PART I: STATE OF THE ART OF MODELING

SCATTERING IN QUANTUM SYSTEMS

The majority of the introduction to NEGF and the algorithms for solving NEGF with

local scattering have been published in [40].

The nonequilibrium Green’s function theory first introduced by Schwinger (1961)

[6], Kadanoff and Baym (1962) [7] and Fujita (1964) [8] has found applications in

electronic transport [1], [2], thermal transport [41], [3], and optoelectronics [4], [5].

Scattering can be included in a consistent way as a perturbation [14] [42].

2.1 Dyson and Keldysh Equations

Starting from the steady state results of Dyson [43], the equation for the retarded

Greens function, GR (α, β, E) can be written as:

[E −H (α, β)− qφ]GR (α, β, E) = δ (α− β)

+

∫
dγΣR (α, γ, E)GR (γ, β, E) (2.1)

and then written in a more convenient form as :∫
dγ
[
E −H (α, β)− qφ− ΣR (α, γ, E)

]
GR (γ, β, E) = δ (α− β) (2.2)

where α and β are general coordinates that can correspond to atomic orbitals and

position. H (α, β) is the Hamiltonian, E is the energy of the particle, q is the electronic

charge, φ is the electrostatic potential and ΣR (α, β, E) is the retarded self-energy

which describes the interactions with the surrounding:

ΣR (α, β, E) = ΣR
lead (α, β, E) + ΣR

scattering (α, β, E) (2.3)

Similar to the Dyson’s equation, the Keldysh equation of motion [44] forG< (α, β, E)

is:
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[E −H (α, β)− qφ]G< (α, β, E) =

∫
dγΣ (α, γ, E)G< (γ, β, E)

+

∫
dγΣ< (α, γ, E)GA (γ, β, E) (2.4)

and

Σ< (α, β, E) = Σ<
lead (α, β, E) + Σ<

scattering (α, β, E) (2.5)

Using equation 2.2, the Keldysh equation can be written in a more convenient

form:

G< (α, β, E) =

∫
dα′dβ′GR (α, α′, E) Σ< (α′, β′, E)GR (β′, β, E) (2.6)

In the stationary case, which is utilized throughout this thesis:

GA (α, β, E) =
[
GR (α, β, E)

]†
(2.7)

Additionally, another relation holds:

GR (α, β, E)−GA (α, β, E) = G> (α, β, E)−G< (α, β, E) (2.8)

Note that due to this relation, only two of the four Green’s function need calcu-

lated GR (α, β, E) and G< (α, β, E). The other Green’s function when needed can be

calculated from equation 2.8.

Thus equations 2.2- 2.8 form coupled integro-differential equations. The scattering

self-energies Σ
R/<
scattering (α, β, E) depend on the Green’s functions GR/< (α, β, E) These

equations must be solved iteratively, and their solution will be discussed in the next

section.

2.2 Local Electron-Phonon Scattering Self-energies

As mentioned in the previous section, the NEGF equations are coupled and must

be solved iteratively. This iterative solution is the perturbation expansion of Feyn-

mann diagrams describing the interaction of electrons and phonons [45] and is called
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the self-consistent Born approximation. The most general expressions for the scat-

tering self-energies are:

Σ<
scattering =

∫
dE

′

2π
D<

(
E
′
)
G<
(
E − E ′

)
(2.9)

ΣR
scattering (E) =

∫
dE

′

2π

[
DR

(
E
′
)
GR
(
E − E ′

)
+D<

(
E
′
)
GR
(
E − E ′

)]
(2.10)

+

∫
dE

′

2π

[
DR

(
E
′
)
G<
(
E − E ′

)]
Where D</R is the phonon’s Green function and G</R is the electron’s Green

function.

A solution of these general expressions depend on a coupled transport solution of

electrons and phonons. As is common in literature, e.g. ref. [45] and [46], the phonons

will be assumed to be bulk and isotropic with equilibrium occupation described with

the Bose distribution, nq. Under the assumption of bulk the phonon lesser Green’s

function is written as

D< = nq
(
DR −DA

)
(2.11)

Additionally from ref. [46],∫
dE

′

2π
GR
(
E − E ′

)
DR

(
E
′
)

= −i
[
GR (E − h̄ωq)−GR (E + h̄ωq)

]
(2.12)

The retarded scattering self-energy ΣRα, β, E with these approximations and re-

lations can be written as:

ΣR (α, β, E) =
1

(2π)3

∫
d−→q |Uq|2ei

−→q ·(−→xα−−→xβ) [nqGR (α, β, E − h̄ωq)

+ (1 + nq)G
R (α, β, E + h̄ωq)

+
1

2
G< (E − h̄ωq)−

1

2
G< (E + h̄ωq) (2.13)

+ i

∫
dE

′

π
G<
(
E − E ′

)
×
(
Pr

{
1

E ′ − h̄ωq

}
− Pr

{
1

E ′ + h̄ωq

})
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Also, the lesser scattering self-energy Σ<α, β, E with these approximations and

relations can be written as:

Σ< (α, β, E) =
1

(2π)3

∫
d−→q |Uq|2ei

−→q ·(−→xα−−→xβ) (2.14)

× [nqG
< (α, β, E − h̄ωq) + (1 + nq)G

< (α, β, E + h̄ωq)] (2.15)

where q is the phonon wavevector, ωq is the phonon frequency, nq is the Bose

distribution, |Uq| is the electron-phonon perturbing potential, −→xα and −→xβ are the

positions of the general coordinates α and β, respectively.

With this general equation 2.15, the scattering self-energy for any phonon disper-

sion can in principle be solved under the assumptions discussed above. There are

two main issues with this general equation. One issue is how to determine Uq. Uq is

dependent on how the lattice affects the electron.

Deformation Potential Theory

A well-recognized and understood theory is the deformation potential theory pi-

oneered by Bardeen and Shockley [47]. This theory has found success in a wide

range of semiconductors. The idea is that the perturbing Hamiltonian is in general a

complicated expression of the position of the electron and of the lattice ion position.

However for the long wavelength phonons, the change in, conduction band, Ec is pro-

portional to strain i.e. displacement. In the next several sections, the derivation of

different scattering mechanisms will be outlined.

Local Deformation Potential Scattering Self-energy for Acoustic Phonons

For acoustic phonons, the perturbing potential is proportional to the strain of the

phonons [48]. For the plane wave phonons discussed in the previous section:

Hel−acoustic (−→r , t) = Dac∇−→r u (−→r , t) (2.16)
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where

u (−→r , t) = Aqe
i(−→q · −→r − ωqt) + A†qe

−i(−→q · −→r − ωqt) (2.17)

Aq is the phonon amplitude. In order to use these results, the displacement is Fourier

transformed and the absolute value is squared. The result following [29] is

|Hel−acoustic (−→q ) |2 =
h̄D2

ac

2ρωq
q2 (2.18)

ωq is the frequency for the q wavevector. Assuming long wavelength (|q| → 0), the

phonon dispersion for the longitudinal acoustic (LA) branch can be approximated

with a linear dispersion. The slope is determined by the longitudinal sound velocity.

ωq ≈ vsq (2.19)

Additionally, the Bose distribution is approximated with the high temperature (equi-

partition) approximation. At high temperatures, the Bose distribution is expanded

in a Taylor expansion and the result is

Nq ≈ Nq + 1 ≈ kbT

h̄ωq
=

kbT

h̄vsq
(2.20)

Finally, the acoustic phonon is considered elastic. Note that with the elastic approx-

imation 2.10 now only depends on the retarded Green’s function and the principal

value disappears. With this additional approximation and using equation 2.18 as

|Uq|2

Σ</R (α, β, E) =
kbTD

2
ac

ρv2
s

∫
d−→q

(2π)3 e
i−→q ·(−→xα−−→xβ)G</R (α, β, E) (2.21)

Performing the integration over −→q , the self-energy now reads:

Σ</R (α, β, E) =
kbTD

2
ac

ρv2
s

δ (−→xα −−→xβ)G</R (α, β, E) (2.22)

For the rest of this thesis, the elastic acoustic scattering self-energy will be approxi-

mated as diagonal:

Σ</R (α, β, E) =
kbTD

2
ac

ρv2
s

δα,βG
</R (α, β, E) (2.23)
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Other Approximations for Deformation Potential Scattering Self-energy

for Acoustic Phonons

Most of the thesis will include elastic acoustic phonons, but there are other approx-

imations that have been used to include inelastic effects due to the acoustic phonons.

One approach in reference [29], is to take the average over the Green’s functions.

The average is taken over a Debye energy. This is the maximum energy in which the

Debye (linear) approximation still holds. This is a modification of equation 2.23:

G</R (α, β, E)→ 1

2ED

∫ E+ED

E−ED
dE

′
G</R

(
α, β, E

′
)

(2.24)

The effect of this modification is that there is continuous energy dissipation around

a Debye energy, ED.

Local Deformation Potential Scattering Self-energy for Nonpolar Optical

Phonons

For optical phonons, the perturbing potential is proportional to the displacement

Hel−optical (
−→r , t) = Dopu (−→r , t) (2.25)

where

u (−→r , t) = Aqe
i(−→q · −→r − ωqt) + A†qe

−i(−→q · −→r − ωqt) (2.26)

In the derivation the following is assumed: long wavelength (|q| → 0), isotropic

phonon bandstructure, and that the longitudinal optical (LO) phonon branch is flat

and ωq ≈ ω0, the perturbing potential can be solved analytically. Thus, the Bose

distribution is also a constant and can be taken out of the integral over q. Similar to

the acoustic optical case, equation 2.25 can be Fourier transformed, squared and taken

the magnitude and the result after applying the aforementioned approximations [29]

is

|Hel−optical (
−→q ) |2 = D2

op

h̄

2ρω0

(2.27)
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Note that the dependence on q is removed with the assumption that the LO phonon

has a constant frequency equal to ω0. In this case, the high temperature approxi-

mation cannot be taken and emission and absorption processes must be considered

separately. Thus, the lesser scattering self-energy is written as

Σ< (α, β, E) =
h̄D2

opkBT

2ρω0

δα,β

× [n0G
< (α, β, E − h̄ω0)) + (1 + n0)G< (α, β, E + h̄ω0) ] (2.28)

And the retarded self-energy

ΣR (α, β, E) =
h̄D2

opkBT

2ρω0

δα,β

×
[
(1 + n0)GR (α, β, E − h̄ω0) + n0G

R (α, β, E + h̄ω0)

+
1

2
G< (α, β, E − h̄ω0)− 1

2
G< (α, β, E + h̄ω0)]

+ iP

∫
dE

′

2π

[
G<
(
α, β, E − E ′

)
E ′ − h̄ω0

−
G<
(
α, β, E − E ′

)
E ′ + h̄ω0

]
(2.29)

Note that the principal value integral in equation 2.29 can be safely ignored as dis-

cussed in reference [13]. Another approach common in literature is to write

ΣR (α, β, E) =
1

2
(Σ> (α, β, E)− Σ< (α, β, E))

+ iP

∫
dE

′

2π
×

[
Σ>
(
α, β, E

′)− Σ<
(
α, β, E

′)
E − E ′

]
(2.30)

and to neglect the principal value integral [49]. However, this approximation will

underestimate the Ioff current in MOSFETs [13].

Nonlocal Scattering Self-energy for Polar Optical Phonons

The scattering self-energy for polar optical phonons has a momentum dependent

prefactor. This means that for different geometries (nanowire, ultra-thin body and

quasi-1D) the scattering self-energy has a different shape. The equations for the
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scattering self-energies are written here for completeness. Their derivations were

done in [50].

1. Scattering self-energies for nanowires

for ~x3 6= ~x4

Σ< (~x3, ~x4, E)

=
e2e−|~x3−~x4|/ξ

8π

E0

2ε0

(
2

|~x3 − ~x4|
− 1

ξ

)(
1

ε∞
− 1

εs

)
× [n0G

< (~x3, ~x4, E − E0) + (1 + n0)G< (~x3, ~x4, E + E0)] ,

ΣR (~x3, ~x4, E)

=
e2e−|~x3−~x4|/ξ

8π

E0

2ε0

(
2

|~x3 − ~x4|
− 1

ξ

)(
1

ε∞
− 1

εs

)
×
[
(1 + n0)GR (~x3, ~x4, E − E0) + n0G

R (~x3, ~x4, E + E0)

+
1

2
G< (~x3, ~x4, E − E0)− 1

2
G< (~x3, ~x4, E + E0)

+i

∫
dẼ

2π
G<
(
~x3, ~x4, Ẽ

)(
Pr

1

E − Ẽ − E0

− Pr
1

E − Ẽ + E0

)]
,(2.31)

and for the case ~x3 = ~x4

Σ< (~x3, ~x3, E)

=
e2E0

2ε0 (2π)3

(
1

ε∞
− 1

εs

)(
6π2

a
− 6π

ξ
arctan (πξ/a)− 2ξ2π4

a(π2ξ2 + a2)

)
× [n0G

< (~x3, ~x3, E − E0) + (1 + n0)G< (~x3, ~x3, E + E0)] , (2.32)

ΣR (~x3, ~x3, E)

=
e2E0

2ε0 (2π)3

(
1

ε∞
− 1

εs

)(
6π2

a
− 6π

ξ
arctan (πξ/a)− 2ξ2π4

a(π2ξ2 + a2)

)
×
[
(1 + n0)GR (~x3, ~x3, E − E0) + n0G

R (~x3, ~x3, E + E0)

+
1

2
G< (~x3, ~x3, E − E0)− 1

2
G< (~x3, ~x3, E + E0)

+i

∫
dẼ

2π
G<
(
~x3, ~x3, Ẽ

)(
Pr

1

E − Ẽ − E0

− Pr
1

E − Ẽ + E0

)]
,(2.33)
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2. Scattering self-energies for ultra-thin bodies

Σ<
(
~x‖,3, ~x‖,4, k, E

)
=

e2

(2π)3

(
1

ε∞
− 1

εs

)
E0

2ε0

∫ ∞
0

dq‖

∫ 2π

0

dθ

×
∫

dl
q‖

(
q2
‖ + (k − l)2

)
exp

(
iq‖
∣∣~x‖,3 − ~x‖,4∣∣ cos θ

)
(
q2
‖ + (k − l)2 + ξ−2

)2

×
[
n0G

<
(
~x‖,3, ~x‖,4, l, E − E0

)
+ (1 + n0)G<

(
~x‖,3, ~x‖,4, l, E + E0

)]
=

e2

(2π)3

(
1

ε∞
− 1

εs

)
E0

2ε0

∫
dlF

(∣∣~x‖,3 − ~x‖,4∣∣ , |k − l| , ξ)
×
[
n0G

<
(
~x‖,3, ~x‖,4, l, E − E0

)
+ (1 + n0)G<

(
~x‖,3, ~x‖,4, l, E + E0

)]
,(2.34)

with

F (r, q, ξ)

=
ξπ

[q2ξ2 + 1]3/2 |r|3

[
8ξ2G

(
[1/2, ] , [[3/2, 3/2] , [3/2]] ,

1

4ξ2
|r|2

[
q2ξ2 + 1

])
+ |r|4 q4ξ2K1

(
|r|
ξ

√
q2ξ2 + 1

)
+ |r|4 (k − l)2 K1

(
|r|
ξ

√
q2ξ2 + 1

)]
,(2.35)

the Meijer G function

G ([1/2, ] , [[3/2, 3/2] , [3/2]] , z) =
1

2πi

∮
L

Γ (0.5 + y) (Γ (1.5− y))2

Γ (−0.5 + y)
zydy (2.36)

and the modified Bessel function of second kind and first order K1. Similarly,

we get for the retarded self-energy

ΣR
(
~x‖,3, ~x‖,4, k, E

)
=

e2

(2π)3

(
1

ε∞
− 1

εs

)
E0

2ε0

∫
dlF

(∣∣~x‖,3 − ~x‖,4∣∣ , k − l, ξ)
×
[
(1 + n0)GR

(
~x‖,3, ~x‖,4, l, E − E0

)
+ n0G

R
(
~x‖,3, ~x‖,4, l, E + E0

)
+

1

2
G<
(
~x‖,3, ~x‖,4, l, E − E0

)
− 1

2
G<
(
~x‖,3, ~x‖,4, l, E + E0

)
+i

∫
dẼ

2π
G<
(
~x‖,3, ~x‖,4, l, Ẽ

)(
Pr

1

E − Ẽ − E0

− Pr
1

E − Ẽ + E0

)]
. (2.37)
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3. Scattering self-energies for quasi-1D

Σ<
(
z3, z4, k‖, E

)
=

γπ

(2π)3

∫
d~l‖

e
−
√
q2‖+ξ

−2|z3−z4|√
q2
‖ + ξ−2

1− ξ−2 |z3 − z4|
2
√
q2
‖ + ξ−2

− ξ−2

2
(
q2
‖ + ξ−2

)


[
n0G

<
(
z3, z4, l‖, E − E0

)
+ (1 + n0)G<

(
z3, z4, l‖, E + E0

)]
. (2.38)

ΣR
(
z3, z4, k‖, E

)
=

γπ

(2π)3

∫
d~l‖

e
−
√
q2‖+ξ

−2|z3−z4|√
q2
‖ + ξ−2

1− ξ−2 |z3 − z4|
2
√
q2
‖ + ξ−2

− ξ−2

2
(
q2
‖ + ξ−2

)


×
[
(1 + n0)GR

(
z3, z4, l‖, E − E0

)
+ n0G

R
(
z3, z4, l‖, E + E0

)
+

1

2
G<
(
z3, z4, l‖, E − E0

)
− 1

2
G<
(
z3, z4, l‖, E + E0

)
+i

∫
dẼ

2π
G<
(
z3, z4, l‖, Ẽ

)(
Pr

1

E − Ẽ − E0

− Pr
1

E − Ẽ + E0

)]
. (2.39)

Note that q‖ is depending on the electronic momenta

q‖ =
√
k2
‖ + l2‖ − 2k‖l‖ cos θ,

with θ the angle between ~k‖ and ~l‖ which is part of the 2D integral of the last

equations.

2.2.1 Electron Density and Current

Once the Green’s functions are solved, the observables such as density and current

can be calculated. For density:

n (−→x ) =

∫
n (−→x ,E) dE

=
1

2π

∫
={diag [trace (G< (α, β, E))]} dE (2.40)
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where the trace is over orbitals.

The current between layers i and i+1 is calculated as:

Ji→i+1 (E) =
q

h̄

∫
dE

2π

× 2<
{
trace

[
Hi,i+1G

<
i+1,i (E)

]}
(2.41)

Where the trace is over all orbitals and atoms in the layer i. G<
i+1,i (E) is the

off-diagonal block of the lesser Green’s function corresponding to the coupling of i

and i+ 1. For convergence of the iterative solutions of Green’s functions, self-energies

and Poisson potential, the spatial variation of local current and the variation of local

charge between iterations serve as convergence measures.

2.2.2 Algorithm Flow

Since the different components of the NEGF equations have been developed in

the previous sections, the overall program flow is shown in figure 2.1. The scattering

self-energies and the Green’s functions are solved self-consistently until convergence.

This self-consistent approach preserves conservation laws and is used throughout this

work [45]. All previously-mentioned self-energy approximations conserve current if

the iterations of Green’s functions and self-energies are converged.

2.3 How to solve the Keldysh and Dyson Equations?

As can be seen in equation 2.2, the solution of the Dyson equation involves an

inversion. There are two accepted methods for solving the inversion. The first is to

fully invert the matrices. This has the advantage of including all nonlocal information

since all matrix elements are solved. However, the complexity of the inversion is

O (n3) in both time and memory. To give a concrete example, we can look at the

memory needed for a InAs nanowire. For a given device of a circular nanowire with

diameter 2nm and a length of 25nm, the number of atoms are about 5500. In a
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Fig. 2.1. Overview of the Poisson and Self-consistent Born approximation
iterative approach used

10 band sp3d5s∗ basis, the memory required is about 50 GB. To include spin-orbit

coupling, an important effect in III-V devices, the memory required quadruples to

about 200 GB. This is not feasible on today’s machines. The other method is A highly

successful algorithm for the solution of the inversion of the diagonal is described in

reference [51]. This so-called recursive Green’s function will be outlined in the next

section. However, since it only inverts the diagonal, only local scattering is possible.

The memory required for the 10 band sp3d5s∗ is 0.3 GB and with spin orbit coupling

is 1.2 GB. However, as discussed above most scattering is non-local and this recursive

algorithm is not compatible with non-local scattering. Details of the local recursive

Green’s function algorithm is given in the next section
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2.3.1 Traditional Recursive Green’s Function Algorithm

The recursive Green’s function (RGF) is an efficient algorithm for calculating

the necessary elements of the Green’s function in order to calculate the density and

current. RGF divides the device into layers and employs two main steps. The first

step is the ”forward” step in which the one-sided Dyson’s and Keldysh equation are

solved for gR and gL, respectively. It is called one-sided because the left contact

(if going from left to right of the device) surface Green’s function is used and the

Green’s function are recursively calculated moving toward the right contact. When

the iterations reach the right contact, the surface Green’s function of the right contact

is used to solve the next step of the recursive algorithm. The second step is the

”backward” step in which the exact Green’s functions are calculated after connecting

the one-sided Green’s functions to the right contact and iterating back towards the

left contact. An overview of the algorithm is shown in 2.2.

Fig. 2.2. Recursive Green’s function Algorithm Overview

Block Tri-Diagonal Formalism

Following reference [52], the algorithm for calculating GR (E) can be written in

block matrix notation (dropping the energy dependence for clarity and using i as the
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layer index) as follows. Defining Ai,i =
(
E −H − ΣR

i,i

)−1
for convenience. Hi,i+1 is

the coupling Hamiltonian between layer i and layer i+ 1. For the ”forward” step gR:

The first layer is :

gR1,1 = (A1,1)−1 (2.42)

The next layers

gRi,i =
(
Ai,i +Hi,i−1g

R
i−1,iHi−1,i

)−1
(2.43)

Once the forward iterations are completed. The last layer GR
N,N where N is the total

number of layers is

GR
N,N = gRN,N (2.44)

The next N − 1 to 1 layers ”backward” steps for GR are:

GR
i,i = gRi,i + gRi,i

(
Hi,i+1G

R
i+1,i+1Hi+1,i

)
gRi,i (2.45)

The sub-diagonal and super-diagonal block of GR can also be calculated for later

use in G< calculation.

GR
i+1,i = −GR

i+1,i+1Hi+1,ig
R
i,i (2.46)

GR
i,i+1 = −gRi,iHi,i+1G

R
i+1,i+1 (2.47)

Similarly, G< can also be calculated recursively. For the ”forward” step g<: The

first layer is :

g<1,1 = gR1,1Σ<
1,1g

A
1,1 (2.48)

The next layers

g<i,i = gRi,i

[
Σ<
i,i + Ai,i−1g

<
i−1,i−1A

†
i−1,i+ Σ<

i,i−1g
A
i−1,i−1A

†
i−1,i

+ Ai,i−1g
R
i−1,i−1Σ<

i−1,i

]
gAi,i (2.49)

Once the forward iterations are completed. The last layer G<
N,N where N is the

total number of layers is

G<
N,N = g<N,N (2.50)
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The next N − 1 to 1 layers ”backward” steps for G< are:

G<
i,i = g<i,i + g<i,iA

†
i,i+1G

A
i+1,i + gRi,iΣ

<
i,i+1g

A
i+1,i+1A

†
i+1,iG

A
i,i

+ gRi,iAi,i+1G
<
i+1,i (2.51)

The sub-diagonal and super-diagonal block of G< can also be calculated if needed.

G<
i+1,i = gRi+1,iΣ

<
i+1,ig

A
i,i +GR

i+1,iAi,i+1g
R
i+1,iΣ

<
i+1,ig

A
i,i

+GR
i+1,i+1Ai+1,ig

<
i,i +GA

i,i+1A
†
i,i+1g

A
i,i (2.52)
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3. LOCAL SCATTERING RESULTS

3.1 Silicon TFET

The majority of the results and discussion here have been published in [16]. As

discussed in the previous chapter, the efficient solution of the Green’s functions using

the recursive algorithm only allows calculation of local scattering. For this reason, the

first application was a silicon TFET in which the dominant electron-phonon scattering

mechanisms are acoustic phonon and non-polar optical phonon.

The transfer characteristics of this device is shown in figure 3.2. Compared to the

pure coherent transport (i.e. ballistic), the current of a scattered transport calculation

is higher for all gate voltages. This is due to the phonon-assisted tunneling that plays

a major role in TFET devices. The Ion current for the scattered case is 0.459 nA

compared 0.099 nA when treated ballistically. Except for the lowest simulated gate

voltage, Vgs = 0.0V, the ratio of scattered to ballistic current increases monotonically

with the gate voltage. This behavior is due a better alignment of the valence band and

conduction band and a higher tunneling probability. When scattering is included the

SS is improved from 139.5 mV/dec to 113.7 mV/dec. Figure 3.2 compares scattered

transport results with self-energies following Eqs. (2.13-2.14) and with self-energies

of only the imaginary part of Eqs. (2.13-2.14). The effect of using only the imaginary

part of Eqs. (2.13-2.14) is an underestimation of the scattering assisted tunneling

- especially at lower Vgs. In the same way, the SS gets overestimated with this

approximation the SS is 113.7 mV/dec; with the imaginary part of the equations

in question it is 120.53 mV/dec). To further illustrate, the effect that scattering

has on the tunneling the DOS is shown in figure 3.3. The DOS of a scattered NEGF

calculation is shifted to lower energies and spread out further than the ballistic results.

This increase of the band tail due to scattering increases the tunneling current.
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Fig. 3.1. Schematic of a PIN circular nanowire TFET that is simulated.

3.2 Resonance TFET

A resonance TFET was simulated with non-polar optical phonon scattering with

scattering strengths from 0-220 eV/nm. The device considered is in fig. 3.4. Both

acoustic and non-polar optical phonon is considered. The ballistic case is also shown

for comparison. Optical C is used the Silicon non-polar deformation constant value

of 110 eV/nm. Optical B is approximately two times this value and Optical A is four

times optical C. As can be seen in figure 3.5, ballistic gives the lowest subthreshold

slope and highest on-current. As the scattering strength is increased, the subthreshold

slope increases. Scattering increases the tunneling current due to phonon-assisted

tunneling increases. The device starts to turn at lower voltages. The cut-off for

the off-current is not as abrupt and the result is the subthreshold slope increases.

When the device is completely on, the scattering reduction, similar to traditional

MOSFETS, can be seen. The resonance TFET performance is strongly dependent on

scattering and an accurate model is necessary for proper performance comparisons.

In order to quantify the effect of scattering on the subthreshold slope, the sub-

threshold slope for the different configurations are compared in figure 3.6
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Fig. 3.2. Comparison of scattered to ballistic transfer characteristics for a
3nm circular nanowire TFET with a Vds =1.0V. Two scattered cases
are shown. With and without energy renormalization. Including en-
ergy renormalization increases the phonon-assisted tunneling and thus
increases current.
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Fig. 3.3. Comparison of scattered to ballistic DOS near the transition
region at x = 8 nm for the IV in figure 5 at Vgs = 0.6 V. The energy shift
between scattered and ballistic is about 16 meV.
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Fig. 3.4. Cross-sectional schematics of a triple-HJ TFET. Schematic de-
sign obtained from [53].
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Fig. 3.5. IV Characteristics for the Resonance TFET comparison ballistic
to local scattering with different scattering strengths. Optical C is used
the Silicon non-polar deformation constant value of 110 eV/nm. Optical
B is approximately two times this value and Optical A is four times optical
C.
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Fig. 3.6. Subthreshold Slope comparison for the different configurations.
Optical C is used the Silicon non-polar deformation constant value of 110
eV/nm. Optical B is approximately two times this value and Optical A
is four times optical C. [53].



30

4. NEW NONLOCAL RECURSIVE GREEN’S FUNCTION

ALGORITHM

4.1 Validation : Nonlocal Recursive Green’s Function Algorithm

This section the nonlocal recursive Green’s (NL-RGF) function will be validated

against traditional recursive Green’s function algorithm (RGF) in the ballistic case

and also against a full inversion for both a simple proportional to the Green’s functions

scattering and polar optical phonon scattering.

Using the device of ref. [54], a resonance TFET ultra-thin body as shown in fig.

3.4, the ballistic current is calculated using the two different methods. The results for

different gate voltages are shown in fig. 3.4. NL-RGF matches the traditional RGF

exactly.

The next comparison is a numerical comparison of GR to full inversion when NL-

RGF is used to calculate all off-diagonal elements. A bulk (quasi-1D) Silicon device

in an sp3d5s∗ 10 band basis is simulated. A simple scattering mechanism where the

scattering self-energies are proportional to the Green’s function, i.e. Σ</R = λG</R

with λ being the scattering strength is used. Both the real and imaginary parts of

GR are compared. The results are shown in fig. 4.2.

The previous scattering mechanism used was artificial but was a good test as a

validation. A more physical scattering mechanism is polar optical phonon. For this

test, a bulk GaAs in effective mass is calculated. In polar optical phonon scattering,

the nonlocality is a function of the screening length. For this reason, the device

is calculated with different screening lengths varying from 5 to 40 nm. Since the

scattering self-energy is a matrix, the anti-diagonal can be plotted to show the non-

locality extent. This can be seen in figure 4.3. The lines are the full inversion and for

comparison the symbols are NL-RGF.



31

Fig. 4.1. Current-voltage comparison for traditional RGF and nonlocal
RGF.

The timing and memory performance of NL-RGF is also calculated. For this case,

a device is used larger than full inversion can handle on today’s machines. If full

inversion was used, 150 GB would be needed for a single inversion. To understand

the expense of NL-RGF, it is compared against traditional RGF. For the largest non-

locality used of about 2 nm in the transport direction, non-local RGF takes about

150 times more and uses 8 times more memory. The details are shown in figure 4.4

and 4.5. For contrast, a single full inversion would take 150 GB of memory and is

therefore not feasible on today’s machines.
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Fig. 4.2. Numerical comparison of GR calculated with non-local RGF and
with full inversion. Note: Same atom orbitals are summed for clarity.

In order to further understand the timing and memory of NL-RGF for different

configurations, the NL-RGF algorithm was ran with different slab sizes in the trans-

port direction. The default is to use the thinnest possible layer. In atomistic, first

nearest-neighbor, the thinnest layer corresponds to an atomic thin layer. The slab

was increased to two times and four times this value. The results are shown in figure

4.6 and 4.7. To help guide the eye, a horizontal line at a ratio between non-local and

local time of 150 is shown along with the amount of nonlocality that can be covered.

For an atomic layer a non-locality range of 2.7 nm is coverable. For the case with

two times an atomic layer, the nonlocality is more than triple with 6.5nm. The last
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Fig. 4.3. The anti-diagonal of ΣR
POP comparison of full inversion and NL-

RGF for different screening lengths. The lines are full-inversion and the
symbols are NL-RGF.

case, 4 times an atomic layer, shows the maximum non-locality range as 8.7 nm. As

expected the memory increases linearly as a function of non-locality range for all three

cases. These figures show the trade-off between time and memory. The takeaway is

that if the goal is to include more non-locality and the memory limitations permit, it

is advantageous to increase the block size.

The previous results are the results from simulation time. Overhead and non-

optimal programming can cause the results to deviate from the theoretical limits. To

further understand the NL-RGF algorithm, the NL-RGF algorithm complexity can

be compared to the full inversion complexity. The NL-RGF complexity is calculated
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Fig. 4.4. Timing for NL-RGF as a function of non-locality in the transport
direction. For comparison, the timing is plotted against the traditional
(local) RGF.

as the number of multiplications and inversions needed multiplied by the complexity

for a given slab. For this comparison, the slab sizes are all considered to be the same.

The complexity of the full inversion is 3N3 where N is the total size of the device

matrix. 3 is included for GR inversion and the calculation of G< which includes two

multiplications:

factor =
NL−RGF
fullinversion

=
(#mult.+ #inv.)n3

3N3
(4.1)

It is illustrative to calculate the point at which the NL-RGF and full-inversion

has the same unit time. The results are shown in figure 4.8. Fitting the result to a
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Fig. 4.5. Memory for NL-RGF as a function of non-locality in the trans-
port direction. For comparison, the memory is plotted against the tradi-
tional (local) RGF.

power, the NL-RGF algorithm has a complexity, with respect to off-diagonality on

the order of 2.2. These results show that the NL-RGF algorithm is advantageous for

time up to 40 off-diagonal blocks. For typical atomic layer thicknesses, around .125

nm, this corresponds to including 5 nm of off-diagonality.
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Fig. 4.6. Timing for NL-RGF as a function of non-locality in the transport
direction for three different sizes of slabs. A horizontal line at the ratio of
non-local to local time of 150 is added to guide the eye.
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Fig. 4.7. Memory for NL-RGF as a function of non-locality in the trans-
port direction for three different sizes of slabs.
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Fig. 4.8. The theoretical comparison of complexity of NL-RGF to full
inversion. The break even point is marked with a red dashed line to guide
the eye.
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4.2 Nonlocal Recursive Green’s Function Derivation and Details

4.2.1 General concept for the retarded Green’s function

The recursive Green’s function algorithm foots on a block LDLT decomposition:

(
GR
)−1

= LDLT

=



. . . . . . . . .

. . . 1 0 0

. . . Lq−1,q−2 1 0
. . .

0 Lq,q−1 1
. . .

. . . . . . . . .





. . . . . .

. . . Dq−1,q−1 0

0 Dq,q 0

0 Dq+1,q+1
. . .

. . . . . . . . .




. . . . . . . . .

. . . 1 (Lq−1,q−2)T 0

0 1 (Lq,q−1)T
. . .

0 1
. . .

. . . . . .


, (4.2)

with T denoting the transpose of a matrix. The generator functions of the last equa-

tion are given by

Dq,q =
(
GR
)−1

q,q
−

q−1∑
k=0

Lq,kDk,k (Lq,k)
T , (4.3)

Lq,j =

[(
GR
)−1

q,j
−

j−1∑
k=0

Lq,kDk,k (Lj,k)
T

]
D−1
j,j . (4.4)

It is worth the mention the result in the case of a tri-diagonal GR−1 (e.g. in a ballistic

1st nearest neighbor tight binding situation)

GR
q,q =

(
GR
)−1

q,q
− Lq,q−1Dq−1,q−1 (Lq,q−1)T , (4.5)

Lq,q−1 =
(
GR
)−1

q,q−1
D−1
q−1,q−1. (4.6)



40

4.2.2 Recursive Green’s Function Algorithm Overview

Introduction

The recursive Green’s function is based off of two separate steps: The first step

is the forward recursive Green’s function where the algorithm starts from the left

hand side of the device connected to the left lead. The algorithm is then calculated

recursively, marching through the device towards the right hand side. Once the

algorithm reaches the right hand side of the device and connects to the right lead,

the backward step is then conducted to get the exact Green’s functions. Details of

both of these steps are below.

4.2.3 Forward recursive Green’s function

The goal of this step is to solve the so-called left connected forward recursive

Green’s functions gRand g<.

Standard Tridiagonal forward gR

We can deduce the standard tridiagonal forward RGF formula from Eqs. (4.5) and

(4.6). The diagonal blocks of the inverse forward retarded Green’s function
(
gR
)−1

contain only the energy E, the diagonal block Hamiltonian H and the scattering

self-energy ΣR

gRq,q = E −Hq,q − ΣR
q,q −Hq,q−1g

R
q−1,q−1Hq−1,q (tridiagonal). (4.7)

Note that the initial block of
(
gR
)−1

also contains a contact self-energy.
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Nonlocal scattering in gR

In the following the Eq. (4.4) is applied on the forward retarded Green’s function

(i.e. D =
(
gR
)−1

). In order to avoid terms with
(
gR
)−1

in the formula for
(
gR
)−1

,

we substitute Eq. (4.4) into Eq. (4.3)

(
gRq,q
)−1

=
(
GR
)−1

q,q
−

q−1∑
k=q−1−N

[(
GR
)−1

q,k
−

k−1∑
k′=k−1−N

Lq,k′
(
gRk′,k′

)−1
(Lk,k′)

T

]
gRk,k

(
gRk,k
)−1

×

{[(
GR
)−1

q,k
−

k−1∑
k′=0

Lq,k′
(
gRk′,k′

)−1
(Lk,k′)

T

]
gRk,k

}T

=
(
GR
)−1

q,q
−

q−1∑
k=q−1−N

[(
GR
)−1

q,k
−

k−1∑
k′=k−1−N

Lq,k′
(
gRk′,k′

)−1
(Lk,k′)

T

] (
gRk,k
)T

×

[(
GR
)−1

q,k
−

k−1∑
k′=k−1−N

Lq,k′
(
gRk′,k′

)−1
(Lk,k′)

T

]T
. (4.8)

Here, N is the number of rows of offdiagonal blocks of
(
GR
)−1

. Note that the inverse(
gR0,0
)−1

is given by construction

(
gR0,0
)−1

=
(
GR
)−1

0,0
= E −H0,0 − ΣR

0,0. (4.9)

For the q = 1 case, the equation holds

(
gR1,1
)−1

=
(
GR
)−1

1,1
−
(
GR
)−1

1,0
gR0,0

[(
GR
)−1

1,0

]T
L1,0 =

(
GR
)−1

1,0
gR0,0. (4.10)

For the q = 2 case, the equation holds

(
gR2,2
)−1

=
(
GR
)−1

2,2
−
[(
GR
)−1

2,0

] (
gR0,0
)T [(

GR
)−1

2,0

]T
−
[(
GR
)−1

2,1
− L2,0

(
gR0,0
)−1

(L1,0)T
] (
gR1,1
)T

×
[(
GR
)−1

2,1
− L2,0

(
gR0,0
)−1

(L1,0)T
]T

(4.11)

L2,0 =
(
GR
)−1

2,0
gR0,0 (4.12)
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Substituting the L1,0 and L2,0 into the
(
gR2,2
)−1

gives(
gR2,2
)−1

=
(
GR
)−1

2,2
−
(
GR
)−1

2,0

(
gR0,0
)T [(

GR
)−1

2,0

]T
−
[(
GR
)−1

2,1
−
(
GR
)−1

2,0
gR0,0D0,0

((
GR
)−1

1,0
gR0,0

)T] (
gR1,1
)T

×
[(
GR
)−1

2,1
−
(
GR
)−1

2,0
gR0,0D0,0

((
GR
)−1

1,0
gR0,0

)T]T
=
(
GR
)−1

2,2
−
[(
GR
)−1

2,0

] (
gR0,0
)T [(

GR
)−1

2,0

]T
−
{(
GR
)−1

2,1
−
(
GR
)−1

2,0

(
gR0,0
)T [(

GR
)−1

1,0

]T}(
gR1,1
)T

×
{(
GR
)−1

2,1
−
(
GR
)−1

2,0

(
gR0,0
)T [(

GR
)−1

1,0

]T}
. (4.13)

We simplify this equation further using
(
gR0,0
)T

= gR0,0(
gR2,2
)−1

=
(
GR
)−1

2,2
−
[(
GR
)−1

2,0

]
gR0,0

[(
GR
)−1

2,0

]T
−
{(
GR
)−1

2,1
−
(
GR
)−1

2,0
gR0,0

[(
GR
)−1

1,0

]T}
gR1,1

×
{(
GR
)−1

2,1
−
(
GR
)−1

2,0
gR0,0

[(
GR
)−1

1,0

]T}
. (4.14)

To ease the coming equations, we define

L̃q,k ≡
(
GR
)−1

q,k
−

k−1∑
k′=q−1−N

L̃q,k′g
R
k′,k′

(
L̃k,k′

)T
, (4.15)

which gives for the forward retarded Green’s function gR

gRq,q =

[(
GR
)−1

q,q
−

q−1∑
k=q−1−N

L̃q,kg
R
k,k

(
L̃q,k

)T]−1

. (4.16)

We note that in literature [55] some variables for the diagonal blocks of matrix GR

are defined extra

GR = A−1, (4.17)

gR0 =

 (A1:q,1:q)
−1 0

0 (Aq+1,q+1)−1

 =

 gR0
1:q,1:q 0

0 gR0
q+1,q+1

 (4.18)
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The Lq,k and L̃q,k differ in the inverse of the respective central matrix in the product

of the sum and in the extra multiplication of gR in the case of Lq,k. This way, however,

the
(
gR
)−1

’s do not depend on
(
gR
)−1

, but on gR instead. For later reference, we

reformulate Eq. (4.16) using the definition of A and the final result of this section

gRq,q =

[
Aq,q −

q−1∑
k=q−1−N

L̃q,kg
R
k,k

(
L̃q,k

)T]−1

, (4.19)

with

L̃q,k = Aq,k −
k−1∑

k′=q−1−N

L̃q,k′g
R
k′,k′

(
L̃k,k′

)T
. (4.20)

Nonlocal scattering in g<

Using the LDLT decomposition, the nonlocal gR, and the decomposition

Starting from the LDL†decomposition that was used for gR/GR:

A = (E −H − Σscatt − Σcontact) = LDL† (4.21)

To avoid extra inversions it is more convenient to use L̃i,j, where i and j are layer

indices. To convert between Li,j and L̃i,j

L̃i,j = Li,jg
R
j,j (4.22)

The Keldysh equation for g<is

Ag< = Σ<
(
gR
)†

(4.23)

LDL†g< = Σ<
(
gR
)†

(4.24)

g< =
(
L−1

)†
D−1L−1Σ<

(
gR
)†

(4.25)

Replace L with -L for below:
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off-diagonal g<i,j with i > j

g<i,j = gRi,i

i−1∑
k=i−n

L̃i,kg
<
k,j + gRi,i

j−1∑
k=i−n

Σ<
i,kg

A
k,j + gRi,iΣ

<
i,jg

A
j,j (4.26)

diagonal g<i,j

g<i,i = gRi,i

i−1∑
k=i−n

L̃i,k

(
−g<i,k

)†
+ gRi,i

i−1∑
k=i−n

Σ<
i,k

i−1∑
l=k

gAk,lL̃l,ig
A
i,i + gRi,iΣ

<
i,ig

A
i,i (4.27)

4.2.4 Backward recursive Green’s function

To get the exact Green’s functions, the backward step is used along with the

previously calculated gRand g<.

Standard Tridiagonal forward GR

The backward recursive Green’s function GR in the case of a “standard” tridiag-

onal
(
GR
)−1

reads

GR
q,q = gRq,q − gRq,qHq,q+1G

R
q+1,q (tridiagonal). (4.28)

Nonlocal scattering in GR

It is plausible that the offdiagonal block of the Hamiltonian matrix Hq,q+1 gets

augmented by all remaining offdiagonal matrix blocks of
(
GR
)−1

in a more general

situation

GR
q,q = gRq,q − gRq,q

q+1+N∑
j=q+1

L̃q,jG
R
j,q (4.29)

The same plausibility holds for the offdiagonal blocks of GR

GR
q,k = −gRq,q

q+1+N∑
j=q+1

L̃q,jG
R
j,k (4.30)
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Nonlocal scattering in G<

The Keldysh equation for G<can be written as:

G< =
(
I − LT

)
G< + g<

(
LT
)−†

(4.31)

Replace L with -L for below:

off-diagonal G<
i,j with i < j

G<
i,j = g<i,j +

i+1+n∑
k=i+1

g<i,kL
†
k,jg

A
j,j + gRi,i

i+1+n∑
k=i+1

LTi,kG
<
k,j (4.32)

diagonal G<
i,j

G<
i,i = g<i,j +

i+1+n∑
k=i+1

g<i,kL
†
k,ig

A
i,i + gRi,i

i+1+n∑
k=i+1

LTi,kG
<
k,i (4.33)

But these equations have an issue mainly that they couple far-off diagonal ele-

ments. To remove this another recursive relation is found so far not exploited above

to give us the final result of this section.

G<
i,i = g<i,i + gRi,i

i+1+n∑
k=i+1

LTi,kG
<
k,i +

i+1+n∑
k=i+1

g<i,k

i+1+n∑
l=i+1

L†k,lG
A
l,i +

i+1+n∑
k=i+1

gRi,k

k+1+n∑
l=k+1

Σ<
k,lG

A
l,i (4.34)

And with i < j

G<
i,j = g<i,j + gRi,i

i+1+n∑
k=i+1

LTi,kG
<
k,j +

j∑
k=i−n

g<i,k

j+1+n∑
l=j+1

L†k,lG
A
l,i +

i∑
k=i−n

gRi,k

j+1+n∑
l=j+1

Σ<
k,lG

A
l,i (4.35)

4.3 Non-local Recursive Green’s Function Results

Using the algorithm described above, first results are shown for an InGaAs wire

with a 2nm diameter in effective mass. The device is 40 nm long. Polar optical phonon

scattering is included with a screening length of 100 nm. Additionally, acoustic

phonon scattering is included. The scattering is compared to ballistic in figure 4.9.
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Fig. 4.9. IV characteristics for a 2nm diameter InGaAs wire in effective
mass. The ballistic result is also shown for comparison.
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5. PART II: OVERVIEW OF THE STATE OF THE ART

OF MODELING CHEMICAL SYSTEMS IN LIQUIDS

This section will discuss in more detail the modeling efforts that exist for modeling

molecules in an environment. The three main topics that will be outlined are density

functional theory (DFT) with a continuum, implicit solvent model and some results

for liquid systems. Also briefly discussed but not a major component of this thesis is

the so-called molecular electronics where an a molecule is placed between two contacts

and transport properties are measured/calculated. Molecular electronics is mentioned

to discuss the commonalities and similarities between it and the method developed

here. In the process of explaining, the state of the art of these methods, the pros and

cons will also be assessed.

5.1 Overview of Density Functional Theory and its Applications

For an introduction to DFT, refs. [32] and [56] are good places to start. DFT has

been used for a wide range of applications such as formation energies [57], structure

relaxation [58], magnetic properties [59], bandstructures [60], and vibrational spectra

[61] to name a few. In the context of liquids, DFT has been used for adsorption [62],

properties of water [63] such as structure, forces, and electronic structure , and surface

tensions such as in ref. [64]. It’s obvious that DFT’s application space has grown

rapidly since its initial uses.

Even though DFT has a wide range of applications, only a small subsection men-

tioned above, there are several drawbacks to DFT. The first of which is at its core,

it is absolute zero temperature theory. Additionally, DFT mathematical theory only

promises the ground state of a system. The applications above stretch these two

tenants to even include band gaps which is obviously an excited state property. Fun-
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damental DFT does not get the bandgaps correctly but there are empirical fitting

parameters included to help ease this issue [60]. Besides empirical fitting parameters

to account for the absolute zero and ground state calculations, there are also attempts

to augment DFT. The second drawback that is especially important in modeling liq-

uid systems is that the DFT approach is predominantly limited to either ordered,

crystalline systems or completely isolated. An open system is not covered in DFT

and is a main advantage of the NEGF method.

5.1.1 Thermal and Excited State Density Functional Theory

Thermal Density Functional Theory

As discussed in the previous section, there are research efforts in order to include

thermal in DFT. All DFT is based on minimization of the ground state and practical

DFT relies on density functionals. The exact density function is chosen based on

experience and the given application. In order to include finite temperature in DFT,

the ground state energy minimization must be replaced by a statistical mechanical

parallel. A particularly important operator is the entropy operator which is zero

in the absolute temperature extreme. Details of the derivation of the statistical

description functional is in ref. [65]. The idea of thermal DFT is not a new one. In

actuality, a finite temperature generalization of the Hohenberg-Kohn theorem was

published in 1965 by Mermin [66]. This begs the question why is thermal DFT

not an everyday tool like zero temperature DFT? There are many popular, large-

scale codes for zero temperature (e.g. Quantum Espresso [38] and VASP [37]). One

reason is discussed in ref. [67]. They mention that for practical calculations a finite

temperature exchange-correlation functional must be developed. These are more

difficult to develop because with increasing temperature the number of basis sets

needed increases rapidly. The conclusion of the discussion in ref [67], is that the

”stage is set for their [finite T XC-functionals] implementation in practical DFT.”

Only time will tell if finite temperature DFT is practical.
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Excited State Density Functional Theory

In fundamental DFT theory, only the ground state is guaranteed with the varia-

tional principal. Efforts to include excited state information in DFT, usually lead to

a time dependent formulation of DFT [68]. As is the usual prescription for DFT, a

suitable functional is found. A thorough benchmark of 24 different time-dependent

density functional methods is given in ref. [69]. One interesting application is the

application of time-dependent (excited state DFT) to the design of dyes [70]. This

review article also explains some of the drawbacks and pitfalls when trying to use TD-

DFT. One drawback is the assumption of vertical transitions which might not always

be true. Secondly, TD-DFT can yield substantial error for charge transfer excited

states [71]. The last drawback and limits TD-DFT to small systems is the scaling

of complexity. The time for a TD-DFT calculation scales to the 4th power with the

number of atoms O (N4
atoms). This method is simply not feasible for calculation of

disordered systems where easily 100s of atoms are needed for a proper description.

5.1.2 Density Functional Theory Applied to Water

One of the most important liquids for numerous chemical and biological applica-

tions is water. As has already been alluded to in previous sections, one of the key

elements of a DFT calculation is a proper choice of the exchange-correlation function-

als. A logical question is how do the functionals compare for water and which is the

best. This turns out in fact to be a difficult question. Luckily, a recent review article

has explored this question [72] in significant detail. They explore water monomers,

dimers, complicated clusters, and ice. The final and most complicated system of

question is water as a liquid.

Different properties such as H-bond energies, polarizability, and binding energy are

compared for different functionals and scored. It comes as no surprise that depending

on the property different functionals perform better than others. The worst perform-

ing is low density approximation (LDA) which is one the simplest XC-functionals.
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Another observation is that one of the highest performing (highest average score of

different properties and gives a reasonable liquid structure) has too large of a binding

energy in ice. The conclusion is that none of the functionals catches all important

properties well and care must be taken when choosing a functional for a given applica-

tion. It is also important to note the time cost for the functionals. Two main classes

are discussed (generalized gradient)GGA methods, and hybrid functionals. Hybrid

functionals generally are an order of magnitude more expensive than GGA.

5.1.3 Implicit Solvent Models

Due mainly to the limitation of DFT to relatively small systems, the solvent is

most often not modeled quantum-mechanically and explicitly. The solvent is treated

in a classical continuum as an electrostatic boundary condition provided by the sol-

vent. The active ingredient DFT results are then post-processed using this electro-

static boundary condition and the role of the solvent is approximated. This method

misses important ingredients such as charge transfer between the active ingredient

and the solvent and repositioning of the solvent atoms due to the presence of the

active ingredient. Implicit solvent methods are parametrized agnostic to the active

ingredient in question [33], [34], [35]. These implicit solvent methods are then used to

assess the solubility using approximations to the Gibbs free energy of hydration [73]

which gives the energy for the system to transition from the gas phase to the solution

phase. Also sometimes needed in drug design is the Gibbs free energy of sublima-

tion [74], [75] which gives the energy for the system to break crystalline form and

become a gas. Due to the importance and wide usage of the implicit solvent models,

the next chapter will be devoted to discussing details and explaining some of the

methods widely employed.
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5.2 Molecular Electronics

This section will explore the applications of molecular electronics and what part

Nonequilibrium Green’s functions play. The main motivation for this section is to

explain what most researchers typically mean when they say molecular electronics

and what the differences are between this and what is discussed in later sections.

Molecular electronics typically implies a molecule in contact with two metallic con-

tacts that act as heat and charge reservoirs. Electron transport properties are then

simulated/measured through the molecule. A typical device is shown in figure 5.1.

Two copper contacts are in contact with a C60 fullerene molecule. Their results show

that there is a large charge transfer from the metallic contacts to the molecule and

the IV curves obtained with NEGF+DFT show a strong metallic behavior. Their

conclusion is that the metallic contacts dominate the transport. Another molecu-

lar eletronic result shows that the coupling strength of the molecule to the contact

strongly affects the transport [76]. The contacts play the role of modifying the den-

sity of states and thus the density in the system. Attaching contacts leads to both a

shift and broadening of the isolated states of the molecule. This is not unlike what a

solvent does to a molecule in solution. The solvent acts like a contact, albeit dynamic,

that shifts and broadens the density of states of the molecule. The reason for this

comparison will come to light in chapter 9.
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Fig. 5.1. Typical molecular electronic simulation setup. The molecule
is placed between two ideal copper contacts. The delineation between
the device and the infinite, ideal, and equilibrium leads is shown with a
vertical dashed line on both sides.
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6. IMPLICIT, EXPLICIT AND HYBRID SOLVENT

METHODS

6.1 General Ingredients for Implicit Solvent Methods

In order to make predictions of the degree of solubility of an active ingredient in

a solvent, a model must be created for the solvent. A lot of effort has been made in

the field of chemistry to create an approximate continuum model for the solvent with

varying degrees of approximations [77]. This section will be a summary of the major

poritions in ref. [77]. The majority of these models include the solvent in a continuum

with an electrostatic boundary condition. When calculating the solubility, the Gibbs

free energy of hydration and sublimation is often used. These two energies measures

the change in energy when an active ingredients goes from the gas phase to a solution

phase and from crystal to gas phase, respectively.

The goal of any implicit, continuum solvent model is to reduce the number of

variables included to a tractable number. It is unfeasible in the most sophisticated

DFT methods to include all of the solvent atoms. In the way DFT is formulated,

this would introduce a larger number of solvent atoms explicitly included. In creating

a continuum solvent model, the interactions with the solvent are approximated and

an effective Hamiltonian is created. The interactions with the solvent are usually

superimposed as a potential. A general expression for the Hamiltonian (omitting

degree of freedom variables) is then:

Heff. = Hsolute +Hint. (6.1)

where Hint is the component of the Hamiltonian due to the active ingredient’s

interaction with the solvent. Approximating this interaction is where the majority

of the effort is spent when developing an implicit solvent method. A common ap-
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proximation is that the interactions are local and contribute a scalar potential to

the effective Hamiltonian. The permittivity of the solvent thus becomes an essential

component where either the material permittivity can be used or a parametrized one.

In the simple model for implicit solvents several approximations are made and

outlined below [77]

• only electrostatic interactions between solvent and solute

• very dilute solution

• solvent is isotropic and at equilibrium

• only consider the ground state of the solute

• no dynamic effects

Using these approximations, Hint can be written component wise:

Hint. = Vint. = Vcavity + Velectrostatic + Vdispersion + Vrepulsion (6.2)

where Vcavity is the energy needed to form the cavity Velectrostatic is the polarization

of the active ingredient and the solvent Vdispersion is the band energy Vrepulsion the

quantum mechanical exchange repulsion term

Defining the Cavity

In order to include the active ingredient in the solvent a cavity must be formed.

In defining the implicit solvent model, a cavity is also formed. The cavity, in the most

widely used method, is formed using the van der Waal’s radii for the atoms of the

active ingredient [78]. This is approximately the radius of interaction for the atoms.

In practice, the radius is expanded by a small factor [79], [80], [81] in order to ensure

that the strongest variation of the active ingredient has died out. The overall shape

of the cavity is then formed Using the van der Waal’s radii for each of the constituent

atoms of the active ingredient. However, when the union of each of the van der
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Waal’s radii is formed, the formed shape can have kinks. This is an issue because

the electric field is infinity at the kinks. An additional constraint must be added

that the overall shape must be concave. Additional spheres are added at the kinks

in order to smooth out the shape and have a constituent concave shape. Figure 6.1

shows the different components of the implicit solvent model. The active ingredient

is treated atomistically, typically, with quantum mechanical rigor. However, since the

solvent is implicit the cavity must be shaped. The cloud around the active ingredient

shows the cavity. The active ingredient is solved in a vacuum. The last component

is the dielectric continuum that surrounds the active ingredient and the cavity. In

this example, the dielectric a material parameter with no spatial dependence. More

sophisticated methods exist but all are based on this idea. The surface charge density

on the cavity is formed from dielectric continuum and is solved with Gauss’ law.

There are also more sophisticated methods for calculating the cavity based off of

physical requirements. One such definition is an isodensity surface [82], i.e. variations

due to the active ingredient have decayed and the interface with the solvent is phys-

ically expected. In this method, the electron density is checked iteratively changing

the size of the cavity until the threshold is reached. A more expensive method is

based off of calculating the interaction energy between an inert gas probe atom and

the active ingredient. This probe, like the isodensity method, is used to find the inter-

face between the active ingredient and the solvent [83]. The results of this thesis use

the van der Waal’s radii to form the cavity but unlike the implicit solvation model,

the kinks at these spheres are not a problem as will be explained in detail in later

chapters.

Basics of the electrostatic Problem

In the majority of implicit solvent models, the interactions between the solvent

and the active ingredient are purely electrostatic in nature. The density and thus the

potential of the active ingredient can be solved quantum mechanically such as with
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Fig. 6.1. A schematic of the different components that makeup the implicit
solvent method.

DFT or similar quantum chemistry methods. The cavity’s shape is formed possibly

using one of the methods discussed above. Since the interaction is purely electrostatic

in nature, the implicit solvent model is a classical model. The solvent is modeled as a

dielectric medium in continuum. The charge density of the active ingredient, ρactive,

interacts electrostatically with the solvent thus polarizing the dielectric medium. This

polarization of the solvent dielectric medium will then polarize the active ingredient.

Computationally, this lends to a self-consistent procedure of the Poisson’s equation
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describing the interaction between the solvent and the active ingredient. Assuming

spatial variations in the potential, density, and the dielectric constant. The Poisson

equation is written generally as:

−→
∇ε (−→r )∇V (−→r ) = 4πρ (−→r )active (6.3)

When solving this equation, an important simplication and assumption is made. The

charge density outside of the cavity is zero. This assumption quickly breaks down

for ionic solutions where the charge distribution in the bulk is important. For other

solvents where this assumption can be used, an effective charge density is used at

the surface of the cavity. The exact definition of the surface charge density can be

broken down into two distinct camps. The first assumes that the solvent continuum is

polarizable (a dielectric) (Polarizable Continuum Model). The other definition stems

from assuming that the solvent continuum is a conductor (with ε→∞) (Conductor-

like Screening Model). For completeness, details of the methods will be summarized

below.

Polarizable Continuum Model

To simplify the equations, the Polarizable Continuum Model (PCM) [84] typically

assumes an isotropic and homogenous solvent. This isn’t surprising since the spatial

variations would not be included in an implicit model. With this assumption, the

dielectric constant in the Poisson equation is simplified to be equal to 1 when inside

the cavity and equal to εsolvent outside the cavity. The problem can now be re-cast

into a potential:

V (−→r ) = Vactive (−→r ) + Vsurface (−→r ) (6.4)

Vsurface is the potential generated from the surface charge assumed on the cavity due

to the interaction with the solvent. Explictily written:

Vsurface (−→r ) =

∫
cavity

σ
(−→
t
)

∣∣∣−→r −−→t ∣∣∣d2−→t (6.5)
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Since the expression for the dielectric constant is known and homogenous. It is trivial

to write the surface charge density now in terms of the the potentials and the dielectric

constants.

σ (−→r ) =
ε− 1

4πε

∂

∂n
(Vactive + Vsurface) (6.6)

Once σ is known the problem is solved. Details of the numerical implementation can

be found in [84].

Conductor-like Screening Model

As mentioned above the conductor-like Screening Model (COSMO) sets ε ← ∞

as would be the case in a ideal conductor [85]. However unlike an ideal conductor the

electric potential on the surface of the cavity does not disappear. The effect surface

charge can then be calculated approximately for the dielectric solvent as a scaled

factor of the ideal conductor charge.

σ = f (ε)σ∗ (6.7)

Where f (ε) is a scaling function as a function of ε.

f (ε) =
ε− 1

ε+ x
(6.8)

x depends on the charge of the solvent. For charged molecules such as ions, this should

be set to 0 and for neutral solvent molecules, set to 0.5. The values are derived from

analytical electrostatic problems. If the cavity is assumed spherical and the multipole

has an order l, the result is x = l
l+1

[86].

Any other energy-related terms are also scaled by the same expression. This is

the basic underlying theory of the COSMO model. Improvements and alternatives

exist and can be found in the original paper [87] and follow-up papers [88], [89], [90].

It is worth noting that in practice all of these implicit solvent methods use empir-

ical corrections and thus calculation of complicated substances often fails to give the

same accuracy as the simpler compounds [91].
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6.2 General Ingredients for Explicit Solvent Methods

In order to include more physics, explicit solvent methods with periodic boundary

conditions have also been developed. These methods typically are solved with clas-

sical molecular dynamics. The active ingredient is solved and relaxed with ab-initio

methods such as DFT and then placed in a periodic solvent box. The size of periodic

box is chosen such that images of the active ingredient do not interact. The results

strongly depend on the size of the cell due to the long-ranged Coulomb potential. The

Coulomb-interaction, solved with Ewald summations for periodic calculations, leads

to this strong dependence. In explicit methods, it is important to span the configura-

tional space to get an accurate and reliable result. One way to do this is through the

so-called thermodynamic integration method. In which a variational parameter, λ is

used to modify some parameter in the simulation. This parameter modified should

somehow relate to the physical property of interest. In the context of solvation ener-

gies, one choice is that λ varies the coupling strength between the active ingredient

and the solvent. In classical MD, the two potentials that are most interest is the

Lennard-Jones dispersion potential and the Coulomb potential. The Lennard-Jones

dispersion potential approximates the interaction between neutral atoms. An exam-

ple Lennard-jones with the contribution from the two different terms is shown in 6.2

They have the form:

U (rij) =
qiqj
rij

+ 4εij

[(
σij
rij

)12

−
(
σij
rij

)6
]

(6.9)

Due to numerical considerations, this equation typically has an alternative form

in order to soften the variations. It takes several forms but they all have something in

common. There is a cut-off radius in order to avoid singularities. It is easy to see that

the denominator in both the Coulomb potential (first term) and the Lennard-Jones

potential (2nd term) tends towards ∞.

The parameter λ is used to scale both these potentials and help span the config-

urational space. Figure 6.3 shows the structure. The active ingredient is surrounded



60

3 4 5 6 7 8 9 10 11
-4.5
-4.0
-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5

U
(r)

distance

 total
 repulsive term
 attractive term

Fig. 6.2. Example of Lennard Jones Potential including the different con-
tributions.

by explicit solvent atoms. Typically in literature, the boundary condition, notated

by the dashed lines is periodic. λ is the coupling parameter and is a combination of

the Coulomb and Lennard-Jones potential. The structure will also change due to the

change in λ.

6.3 Hybrid Methods

As the name implies hybrid methods combine implicit and explicit methods in

order to improve the quality of the result. The explicit system includes the active
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Fig. 6.3. A schematic of the structure in the explicit solvent method. Ace-
tone is surrounded by water. The dashed line represents the mathematical
boundary conditions.

ingredient and a small solvation shell. The rest of the solvation is included either

implicitly or with a lower level of rigor.

QM/MM

This method uses a quantum mechanical calculation for the active ingredient and

perhaps a few solvent molecules and more classical methods such as molecule me-
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chanics / dynamics for the solvent molecules further away from the active ingredient.

Lastly, the outermost layer is considered implicit if considered at all. As done in the

implicit solvent methods, the potential energy is decomposed in to different compo-

nents.

Vtotal = Vclassical + Vquantum + Vinteraction (6.10)

The first term Vclassical can be solved with molecular dynamics as is routinely done and

includes stretching,torsion, angle, and bonding terms. Also, the second term Vquantum

is solved straightforwardly using quantum mechanical methods such as DFT. The

third term Vinteraction is the potential energy that couples the quantum mechanical

domain to the classical domain and deserves some discussion. This interaction terms

gives the contribution of the classical (point-like) charges on to the quantum me-

chanical charges. The derivation for the first interaction model can be found in the

original paper for QM/MM [92].

There are two main ideas for how to handle the interaction between the quantum

mechanical atoms and the classical atoms: the subtractive QM/MM and the additive

QM/MM [93].

The first method, the subtractive QM/MM, the first method ONIOM (our own n-

layered integrated molecular orbital and molecular mechanics) has a simple intuitive

reasoning. The interaction energy between the QM and the MM region is composed of

the calculation of the QM region with QM method, the calculation of the full system

with the MM method, and the calculation of the QM region with the MM method.

However, this method has some drawbacks. One drawback is that charge transfer

between the MM and the QM is not accurate due to the absense of polarization.

Polarization is absent because the two regions do not see each other if they are

calculate separately.

The second method, the additive QM/MM, avoids these drawbacks by including

both the QM and the MM region when calculating the potential between two. An
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explicit coupling is included between the two regions at different levels of theory. An

overview of different approaches, can be found in [94].
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7. HAMILTONIAN - DESCRIPTION OF THE SYSTEM

7.1 Overview of Different Tight-Binding Theories

Semiconductor and crystalline materials have seen much success with empiri-

cal tight-binding methods. Even first nearest-neighbor orthogonal tight-binding has

shown to be useful in many applications. Chapter 3 shows results using orthogonal

tight-binding theory. However in these calculations, charge transfer is not captured

and its utility is limited by this constraint. Additionally, tight-binding parametriza-

tion is an optimization process, therefore targets are needed. These targets can be

anything that describe the system accurately. Typically, the target for parametriza-

tion is a higher level of theory such as density functional theory. An example result

from an optimization procedure is shown in 7.1. The system is copper with the Fermi

level denoted with a solid red line. Since this is a metallic system, the bands near the

Fermi level and below should be captured accurately. The tight-binding method of

Hegde and co-workers is used as in ref. [95]. For semiconductor systems, the bands

around the Fermi level are most important. These characteristics can be reflected

in the optimization routine with using a fitting function with different weights for

different bands.

For the systems of interest in this work – active ingredients in a liquid systems,

a better description of the charge transfer is necessary. Empirical Tight-binding pa-

rameters are typically calculated for homogeneous systems, i.e. the active ingredient

and the liquid system treated separately. A more accurate empirical tight-binding

model would include both the active ingredient and the liquid system combined in the

parametrization. There are several methods that could be used. One method that has

seen some success that promises more transferability is the Extended Huckel Tight-

Binding method developed first by [96]. The extended Huckel method is described
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Fig. 7.1. Comparison between density functional theory (solid lines) and
tight-binding (open circles) for bulk Copper. The Fermi level is denoted
with a solid red line. The bands are each colored with a different color to
guide the eye.

an a nonorthogonal basis. The onsite elements of the Hamiltonian are parametrized

and have a physical meaning. They are the difference between the ionization po-

tential and the affinity of the electron. The off-diagonal element is calculated as an

average between the on-site Hamiltonian elements weighted by the calculated overlap

elements. An additional parameter is included in the off-diagonal element calculation

but typically KEHT is set to 1.75 and is not adjusted.

Hij =
1

2
KEHTSij (Hii +Hjj) (7.1)

The overlap is calculated based off a parameterized Slater-type orbital. The radial

and the angular part R and Y , respectively. The radial part is described:

with parameters C1, C2, and η1 and η2.
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Rnl (r) =
rn−1√
(2n)!

[
C1 (2η1)n+ 1

2 e−η1r + C2 (2η2)n+ 1
2 e−η2r

]
(7.2)

The overlap can then be calculated as:

S
ij

=

∫
φ∗i (−→r )φj (−→r ) d3−→r (7.3)

The above equations make up the core of the Extended Huckel theory. This work

does not focus on Extended Huckel so more details are not included but only a brief

introduction to showcase the different choices available.

On the other side of the spectrum, density functional theory (DFT) has only a few

parameters and a parametrization routine is not necessary. But, the transferability of

DFT comes with downsides. DFT is orders of magnitude more expensive to calculate

relative to orthogonal tight-binding and extended Huckel depending on the functional

and basis used. In order to facilitate calculations with larger number of atoms, a

density functional tight-binding (DFTB) was created and has been successful in many

biological and chemical applications.

7.1.1 Density Functional Tight-Binding

For completeness, the derivation of density functional theory tight as outlined in

ref. [97] is included. The starting point for any DFTB theory is the Taylor series

expansion of the functional around a reference density ρ0. In order to facilitate later

discussions, the expansion is carried out to third order:
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E3rd [ρ0 + δρ] =
1

2

∑
αβ

ZαZβ
Rαβ

− 1

2

∫∫
ρ (−→r ) ρ0

(−→r ′)
|−→r −−→r ′|

d−→r d−→r ′ −
∫
V XC [ρ0] ρ0d

−→r + EXC [ρ0]

(7.4)

+
∑
i

ni

〈
ψ∗i

∣∣∣Ĥ [ρ0]
∣∣∣ψi〉 (7.5)

+
1

2

∫∫ (
1

|−→r −−→r ′ |
+

δ2EXC [ρ]

δρ (−→r ) δρ (−→r ′)

∣∣∣∣
ρ0

)
δρ (−→r ) δρ

(−→r ′) d−→r d−→r ′
(7.6)

+
1

6

∫∫∫ (
δ3EXC [ρ]

δρ (−→r ) δρ (−→r ′) δρ (−→r ′′)

∣∣∣∣
ρ0

δρ (−→r ) δρ
(−→r ′) δρ(−→r ′′) d−→r d−→r ′d−→r ′′

(7.7)

= E0 [ρ0] + E1 [ρ0, δρ] + E2
[
ρ0, (δρ)2]+ E3

[
ρ0, (δρ)3] (7.8)

A typical basis for the DFTB method is a linear combination of atomic orbitals :

ψi =
∑
j

cjiφj (7.9)

In this basis, the general eigenvalue problem becomes:∑
k

cki
(
H0
jk − εiSjk

)
= 0 (7.10)

Any of the terms in equation (7.8) that only depend on the reference density ρ0,

the 0th order approximation, can be parametrized. This approximation is a sum of

the pair potentials and is given the name repulsive energy.

E0 [ρ0] ≈ Erep =
1

2

∑
ab

V rep
ab (7.11)

The repulsive energy can be parametrized and the target is typically more sophis-

ticated DFT or empirical. This parametrization of the reference density, ρ0, leads to

transferable parameters that can be read-in and used for different systems.

The additional term that makes up the DFTB1 theory in equation (7.8) is
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∑
i

ni

〈
ψ∗i

∣∣∣Ĥ [ρ0]
∣∣∣ψi〉 =

∑
i

niεi (7.12)

i.e. the eigenvalues of the Hamiltonian weighted by the occupancy factors. Com-

bining the two terms leads to:

EDFTB1 = E0 [ρ0] + E1 [ρ0, δρ] =
1

2

∑
ab

V rep
ab +

∑
i

niεi (7.13)

From equation (7.13), we can see that the DFTB1 theory is non-self-consistent. With-

out the self-consistency charge transfer is not captured properly and DFTB1 is not

appropriate for systems where the charge transfer is important.

As mentioned above DFTB1 is not appropriate when charge transfer is necessary

for an accurate description. To overcome this, the DFTB1 theory foundation was

built upon. The density fluctuations for the total system are linear combinations of

the density fluctuations on each atom.

Also, in order to prepare for useful parametrizations, the density fluctuations are

written as:

δρa = ∆qa
τ 3
a

8π
e−τa|

−→r −
−→
Ra| (7.14)

The 2nd order contributions are:

1

2

∫∫ (
1

|−→r −−→r ′ |
+

δ2EXC [ρ]

δρ (−→r ) δρ (−→r ′)

∣∣∣∣
ρ0

)
δρ (−→r ) δρ

(−→r ′) d−→r d−→r ′ (7.15)

The first term by inserting equation (7.14) becomes

1

2

∑
ab

(
1

|−→r −−→r ′|

)
∆qa

τ 3
a

8π
e−τa|

−→r −
−→
Ra|∆qb

τ 3
b

8π
e
−τb

∣∣∣∣−→r′−−→Rb∣∣∣∣
d−→r d−→r ′ (7.16)

Collecting all terms with τa, τb, and Rab into a function

γab (τa, τb, Rab) (7.17)

The 2nd order contribution is then written as
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E2 (τa, τb, Rab) =
1

2

∑
ab

∆qa∆qbγab (τa, τb, Rab) (7.18)

The γ term at short distances describes the exchange-correlation terms and the

electron-electron interaction terms. At longer distances (not intra-atom) the γ term

describes the Coulomb-potential. The parameters τa and τb are chosen to describe

the parametrized Hubbard term, i.e. the chemical hardness. This chemical hardness

has physical intuition and can be calculated from DFT. Modified forms of γ also exist

that better describe the interaction between hydrogen and another atom.

For the 3rd order DFTB (DFTB3) additional parameters are added. One such

parameter is the derivative of the chemical hardness. Similar to what was done for

DFTB2 with the γ function the delta charge is given the same form. The derivative

of the delta charge is then functionalized with the Γ function. In summary the 3rd

order DFTB (DFTB3) is written, with a and b as the atom indices and i,j,k as the

orbital indices.

EDFTB3 =
∑
iab

∑
j

∑
k

nicjickiH
0
jk +

1

2

∑
ab

∆qa∆qbγab +
1

3

∑
ab

∆q2
a∆qbΓab +

1

2

∑
ab

V rep
ab

(7.19)

The total energy now depends on the density and the density depends on the en-

ergies. Thus the 2nd and 3rd order DFTB theories are solved self-consistently. Unless

otherwise noted, the results in thesis use the software DFTB+ [98] with DFTB3 [99].

As commonly done in DFT, the energy is minimized by relaxing the atomic structure.

In order to do that, the forces for each atom must also be calculated. The forces is

calculated as the derivative of the total energy with respect to the atomic coordinates

R. A detailed derivation can be found in the supporting information of [99]. For
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reference, the result is shown here. The atom index is k and the Cartesian coordinate

is x corresponding to Cartesian x, y, z.

Fkx = −
∑
a6=k

∑
µ∈a

∑
ν∈b

nicµicvi

(
2
∂H0

µν

∂Rkx

− 2εi
∂Sµν
∂Rkx

+
∂Sµν
∂Rkx

(∑
c

∆qc

(
γac + γkc +

1

3
(2∆qaΓac

+2∆qkΓkc + ∆qcΓck)))−∆qk
∑
a6=k

∆qa
∂γak
∂Rkx

− 1

3
∆qk

∑
a6=k

∆qa

(
∆qa

∂Γak
∂Rkx

+ ∆qk
∂Γka
∂Rkx

)
− ∂Erep

∂Rkx

(7.20)

7.2 DFTB Bandstructure and Density of States

This section shows results from a DFTB calculation using DFTB+ [98] and the

mio parameters of ref. [97]. The system is bulk crystalline TiO. The bandstructure

is shown in fig. 7.2 and the density of states are shown in fig. 7.3. The partial

density of states shows that the valence band is mostly made of P-type orbitals of

the oxygen whereas the conduction band is mostly made up of the D-type orbitals of

the titanium.
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Fig. 7.2. Bulk bandstructure of TiO. The fermi level is marked with a
horizontal dash line and the points of high symmetry are marked with
vertical dashed lines.
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Fig. 7.3. The Density of States of TiO. The fermi level is marked with
a horizontal dash line. The local density of states on each atom for each
orbital is also shown.
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8. NON-EQUILIBRIUM GREEN’S FUNCTION OPEN

BOUNDARY CONDITION SOLUTION METHODS

Introduction

In this section different numerical methods for calculating the open boundary

conditions of the NEGF equation will be introduced. A unique and quite powerful

property of NEGF is a consistent description of the open boundaries. Additionally

the limitations of each of the methods will be discussed in order to set up for later

chapters.

8.1 Sancho Rubio

The Sancho Rubio method [100] is an iterative approach to solve for the surface

Green’s function and ultimately the Self-energy that is inserted into the device NEGF

equations. Any iterative approach starts with the direct solution of the equations:

gRi =
(
E −H − ΣR

i

)−1
(8.1)

ΣR
i = Hi,i−1gi−1,i−1Hi−i,i (8.2)

A direction solution of these equations has a problem though. If these equations

are solved iteratively as they are, they converge to the solution linearly. It would take

many iterations in order to have a converged solution. Sancho and Rubio noticed this

and reformulated the problem in order that the solution can be reached exponention-

ally. In effect, i iterations represents 2i layers. The main equations that encompass

this idea are:
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αi = αi−1 (ES − εi−1)−1 αi−1 (8.3)

βi = βi−1 (ES − εi−1)−1 βi−1 (8.4)

εi = εi−1 + αi−1 (ES − εi−1)−1 βi−1 + βi−1 (ES − εi−1)−1 αi−1 (8.5)

The derivation of the equations can be found in the original paper [100]. The

main idea is to insert the explicit form of gR for the ith iteration. With this explicit

insertion. The first ith − 1 iterations can be skipped. The convergence criterion is

when the terms α and β tend towards zero matrices. Once this criterion is met, the

surface Green’s function can be calculated as:

gRsurface =
(
E − εsurfacei

)−1

(8.6)

εsurfacei = εsurfacei−1 + αi−1 (E − εi−1)−1 βi−1 (8.7)

Since 8.7 depends on previous iterations it must also be calculated iteratively.

The surface Green’s function is then calculated with eq. 8.6 and the open boundary

condition problem is solved. For stability and to avoid singularities, an imaginary part

iη is often added to the recursive equations. The Sancho-Rubio recursive algorithm

assumes that the leads are ideal and infinite. From the equations, it is easy to see

that each of the layers need to be the same size. When these assumptions are met,

the Sancho-Rubio is obviously more efficient than an iterative calculation of equations

8.1 and 8.2.

8.2 Transfer Matrix

Another choice for the calculation of the open-boundary condition stems from

scattering matrix theory [101], the infinite, ideal wire is rooted in the assumptions.
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The starting point is the scattering wavefunction and the solution of the band struc-

ture for an ideal infinite nanowire.

(
E −Hi,i +Hi,i+1e

ikn(E)∆ +Hi,i−1e
−ikn(E)∆

)
φi,n (RS, E) = 0 (8.8)

where RS is the position, E is the energy, and ∆ is the slab width. Note that if the

wire was not infinite, the right hand side would not be 0. Also note, that energy E

is an input in the open boundary condition problem and kn is the sought-after value.

This is different than a normal band structure calculation in which the eigenvalues

are calculated at given wavevectors k.

Typical calculations reformulates eq. 8.8 into a generalized eigenvalue problem. E −Hii Hi,i+1

1 0

 φi

φi+1

 = eik∆

 −Hi,i−1 0

0 1

 φi

φi+1

 (8.9)

A more efficient method is found in [101] which transforms the generalized eigen-

value problem into a normal eigenvalue problem. Additionally with this transforma-

tion, the problem can be reduced from a unit cell basis to an atomic basis. For the

[100] crystal direction this means a reduction of the number of atoms by 1/4. To

prepare for the trnasformation into the normal eigenvalue problem, the band struc-

ture problem of equation 8.8 is written atomic layer component wise. The result is a

normal eigenvalue problem of the form:

Mφ = λφ (8.10)

where M is defined as:

M = (H − P )−1 P (8.11)

H and P is

H =


E −H00 H01 0 0

0 E −H11 H12 0

0 0 E −H22 H23

−H−10 0 0 0

 (8.12)
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P = −


0 0 0 T0−1

0 0 0 0

0 0 0 0

0 0 H32 E −H33

 (8.13)

In order to prepare for the next steps, M is written with atomic layer indices.

M =


0 0 M02 M03

0 0 M12 M13

0 0 M22 M23

0 0 M32 M33

 (8.14)

The eigenvectors for the 2nd and 3rd layer can be found from

 M22 M23

M32 M33

 φ2

φ3

 =
1

(e−ik∆ − 1)

 φ2

φ3

 (8.15)

Once the eigenvectors for the 2nd and 3rd layers are found, the eigenvectors that

give the surface Green’s function can be calculated straightforwardly

 M02 M03

M12 M12

 φ2

φ3

 = − 1

(e−ik∆ − 1)

 φ0

φ1

 (8.16)

The surface Green’s function and self-energy can now be calculated from the

eigenmodes Φ = {φ0, φ1}†:

gRsurface =
(
Φ† (E −H00) Φ + Φ†H0−1Φe−ik∆

)−1
(8.17)

ΣR = H10g
R
surfaceH01 (8.18)

The normal eigenvalue problem has the advantage of being faster and using less

memory than the generalized eigenvalue problem. As with the Sancho-Rubio method,

the transfer matrix method depends on the assumption that the leads are ideal and

infinite.
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8.3 Scattering in the Leads

To avoid artificial reflections at the device/lead interface, the scattering from the

device is propagated into the lead. Only then, the electron density in a homogeneous

device in equilibrium stays constant through the device. Figure 8.2 confirms this

finding for a simple silicon wire in sp3d5s∗ tight-binding basis. Ignoring scattering in

the lead yields unphysical bowing of the density across the device in the transport

direction. The algorithm used to propagate the scattering in the device into the lead

is summarized in figure 8.1.

Fig. 8.1. Scattering in the leads algorithm used in all subsequent scattering
calculations.

8.4 General Leads

The previous two methods, Sancho-Rubio and transfer matrix are derived with

the assumptions that the leads are ideal and infinite. In experiment, devices have

imperfections, geometrical variations, alloys etc. To include these variations as part
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Fig. 8.2. Electron density projected along the transport direction for a
simple homogeneous Silicon nanowire of length 10nm and cross section
2nm. Without scattering in the leads, the density is not constant even
though the device is effectively infinite. This is caused by artifical reflec-
tions due a discontinuous DOS between the lead and device interface.

of the device would easily give devices much too large for modern day computers to

solve. Even if they could be included, there would still be an artifical interference

wherever the device/lead interface is delineated. The eq. 8.1 and 8.2 could in principle

be used but would require too many iterations. The Sancho-Rubio iterations typically

take at least 25 iterations. Sancho-Rubio takes advantage of the form of the recursive

equations so that each ith iteration covers 2i
th

iterations. So if 25 iterations were

needed for Sancho-Rubio, an untractable number, 33554432 would be needed. To
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avoid this unreasonable number of iterations Yu He and coworkers developed the

General Leads Algorithm [102]. The eq. 8.1 and 8.2 are modified with an additional

parameter iη. The equations are now solved recursively:

gi = (E + iηi −Hi,i − Σi,i)
−1 (8.19)

ηi = η0e
−λ(i−1)) (8.20)

Σi,i = Hi,i−1g
R
i−1,i−1Hi−1,i (8.21)

The amount of iterations is drastically reduced using this formulation. The iη

addition to the calculation of gR allows less iterations. Once the iterations are closer

to the device the iη dies down and tends towards 0. In practice, approximately 150

atomic layers is enough for convergence of the surface Green’s functions. Figure 8.3

shows a result from [103] where general leads is used to solve an InGaAs nanowire

with explicit random alloy. This example exemplifies what happens with artificial in-

terferences at the device/lead interface for different device lengths. The device length

should not effect the transmission if the device is infinite with alloy everywhere. With

the alloy only in the device with only 6nm length, the transmission is significantly

higher than when it is 18 nm. When the alloy is everywhere the discrepancy is much

lower.

The general leads algorithm will be extended in the next chapter so that the

system of interest – an active ingredient surrounded by an infinite solvent can be

calculated.
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Fig. 8.3. Comparison of ideal leads, InAs, and alloy in the device region
and alloy everywhere for an InGaAs nanowire. Figure is obtained from
[103].
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9. EXTENSION OF NON-EQUILIBRIUM GREEN’S

FUNCTION FOR ARBITRARY THREE-DIMENSIONAL

LIQUID LEADS

Introduction

In this chapter, the Non-equilibrium Green’s function will be extended for arbi-

trary three-dimensional leads. Using the work of ref. [102] as a starting point, the

active ingredient and solvent system is partitioned into a device and lead. The device

includes both the active ingredient and some solvent molecules. The lead includes

only the solvent molecules and models the open, infinite system. The device/lead

delineation is shown in fig. 9.1.

9.1 Verification

Similar to the standard general leads, the dephasing is largest furthest away from

the device and is damped exponentially until it tends to zero near the device. As with

any new model, careful verification is paramount. In order to verify the extension

to arbitrary leads, a simple system of bulk crystalline Silicon is taken. Traditionally,

bulk crystalline is solved with periodic boundary conditions in all three directions.

For verification, a large sphere of Silicon is taken with a device/lead interface chosen

as shown in fig. 9.2. The size of the device does not matter in this case since the

system is completely homogeneous. In the next results, the active device is chosen

with a 4nm sphere. The environment is infinite Silicon in equilibrium. The first

result is the case where the lead calculated is made purposefully too small. As can

be seen in fig. 9.3 the 3D Density of States there are large variations of the DOS

in the device. This is unphysical and a result of not treating the leads correctly. In
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Fig. 9.1. Schematic of the model. The device/lead interface needed for
the NEGF algorithm is shown on the left. The model abstraction is shown
on the right.

fig. 9.4, the leads are made large enough to minimize variations in the device. The

DOS fluctuations in the device are drastically reduced. With an even larger lead,

the fluctuations would reduce more but due to memory restrictions, the lead cannot

be made larger. Algorithm improvements in order to remove this restriction is the

topic of future work. Using the largest lead size that is currently possible, material
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properties such as band gap are also calculated from the projected density of states

and compared to bulk band structure of Silicon. The band gap in both cases is

approximately 1.1 eV.

Fig. 9.2. Schematic of the system for verification. A large sphere of Silicon
is taken with a device/lead interface chosen.

9.2 Nonequilibrium Green’s Function with Crystalline Lead Results

The next step after verification is to work towards the system of interest. The

end-goal is an active ingredient in a liquid solution. An intermediate step is to treat

the solvent as crystalline. Although, a crystalline solvent is not reality when wanting

to calculate room temperature solvation energies and solubility, it is a good starting

point for testing the method. The first step is to create a box of solvent molecules.

Unless otherwise specified, the solvent considered in this work is water. In crystalline

form, the majority of ice is crystallized in the ice 1H structure. Thus, the box of ice
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Fig. 9.3. Position-resolved density of states of a sphere of Silicon when
the lead is purposefully made too small.

is created using this crystal structure. Once the box of ice is created, the next step is

to include the active ingredient. In order to accommodate the insertion of the active

ingredient, a cavity, like in the implicit method, is created. A cavity was chosen

such that no solvent molecule is closer than 2 angstroms to the active ingredient.

This distance was chosen as approximately the van der Waal radii of the constituent

atoms.

Once the structure is created, the electronic Hamiltonian, an input to the Non-

equilibrium Green’s Function, is needed. Density functional theory was chosen to

describe the electronic properties. The GGA PBE [104] functional was chosen using

Quantum Espresso [38]. Once the DFT problem is solved, a Hamiltonian is created.

The Hamiltonian is created using the Wannier localization procedure of ref. [105].

The main constraint is to localize the Hamiltonian onto atoms. This is important for
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Fig. 9.4. Position-resolved density of states of a sphere of Silicon when
the lead is made large enough to reduce variations in the DOS.

Fig. 9.5. Comparison of band gap calculated from the periodic silicon
band structure and the projected 3D density of states.
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performance considerations of the NEGF procedure. Once the Hamiltonian is created

from the DFT simulation, the Hamiltonian is used as as input for NEGF.

NEGF can give spectral results that can be used to help understand the solvation

in terms of the spectral broadening and shift. Fig. 9.6 shows the density of states

for caffeine in a 3 nm3 box of water molecules at the LUMO. The coupling strength

of the Hamiltonian between the active ingredient and the solvent is varied from 0

(no coupling) to 1 (full coupling). This is done to show how the environment affects

the density of states. As can be seen, the no coupling case, gives a sharp peak at

the LUMO state. An electron on the active ingredient stays on the active ingredient

infinitely (infinite lifetime). As the coupling between the active ingredient and solvent

is increased the energy increases and the state broadens. Physically this means that

the electron lifetime in the active ingredient is no longer infinite.

9.3 Hamiltonian for Liquid Leads

The previous results, with a crystalline solvent, use DFT however using DFT with

1000+ atoms becomes intractable. Additionally, in order to make the solvent liquid,

energy relaxation is necessary. With liquid solvents, the number of relaxation steps

necessary is an order of magnitude larger than for crystalline. Thus, compromises

were made and the DFTB described in chapter 7 was used with the DFTB+ [98]

software. The initial structure for the solvent was created using the PACKMOL

software [106]. This initial structure was then relaxed using DFTB+. Results of

an example calculation of methane embedded in water solvent molecules is shown

in fig. 9.7. Atoms are relaxed until the maximum force component was 1E − 4

Bohr/Angstrom. As above with DFT, the Hamiltonian was created for use in NEGF.

The Hamiltonian in contrast to the crystalline results in DFT, is created without an

additional localization procedure. Since DFTB is formed in a tight-binding basis,

a Hamiltonian can be constructed straightforwardly. DFTB is non-orthogonal but
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Fig. 9.6. The density of states calculated from NEGF near the LUMO of
caffeine. The coupling is varied from 0 (no coupling) to 1 (full coupling).

NEGF can handle non-orthogonal basis’ with slight modifications to the equations.

The energies are multiplied by the overlap matrix S.

GR =
(
ES −H − ΣR

)−1
(9.1)

Additionally, charge populations are assigned to atoms with the Mulliken charge

approximation:

nMulliken (−→x ) =

∫
={diag [trace (G< (α, β, E)S (α, β))]} dE (9.2)
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Fig. 9.7. DFTB relaxed structure with methane embedded in water.

9.4 Extension of Thermodynamic Integration for Quantum Mechanical

Calculations

Introduction

In order to calculate the solvation energy for an active ingredient in a liquid, the

thermodynamic integration discussed in chapter 6 is extended. In the molecular dy-

namics calculations of Shirts and coworkers [107], the variational coupling parameter,

λ, is varied from 0.0 to 1.0. λ = 0.0 is the fully coupled case in which the solvent and

the active ingredient interaction potentials (Coulomb and Lennard-Jones) have the

full strength. λ = 1.0 is the case in which they are in the same simulation domain but

are not coupled. Due to singularities in the Coulomb and Lennard-Jones potential

when atoms are too close together, the two interaction potentials are switched sep-

arately and the λ variation calculation has to be done twice. The reason mentioned

in this work for the λ calculations are to span more of the configurational space.
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Each λ value calculated, simulates a different configuration that is possible during

the work done to solvate the active ingredient, i.e. the solvation energy. In the work

of Shirts and coworkers [107], the molecular dynamics calculations are done indepen-

dently for each λ value. As can be imagined, this method can be quite expensive with

calculations needing typically 50 separate λ values.

End-Point Methods for Solvation Energy Calculations

Keeping in mind, the overall goal of this work: to create a fast and accurate

method for an explicit quantum-mechanical solvent and active ingredient combination

simpler methods were first tested. The simplest method would be calculating only

the end points i.e. the fully-coupled and the isolated case. For this calculation, only

3 simulations are necessary, the solvent box, the isolated, gas phase active ingredient,

and the combination of the solvent with the active ingredient. The solvation energy

is then calculated as:

Esolvation = (Ecombination)− (Esolvent + EAI,gas) (9.3)

Care must be taken so that the energies between the combination and the addition

of the solvent and the isolated gas phase do not change too much. The number of

solvent atoms must stay the same and most of the solvent atoms, especially the ones

further away from the active ingredient must not have large changes in energy. In-

herently, the convergence tolerances must be tighter than typical DFT and relaxation

calculations.

First tests of this end-point method, were performed on acetone in water. The sol-

vation energy of ref. [108] is -2.91 kcal/mol. This value is calculated using an implicit

PCM model with the DFTB method. This reference is used to separate differences

between the DFT method and the implicit and explicit methods. Implicit DFT meth-

ods give different results but qualitatively are the same, i.e. if DFT predicts solvation,

DFTB does also. The acetone solvation energy value for different DFT functionals
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of ref. [108] varies from -1.21 to 5.42 kcal/mol. The results of this calculation for the

DFTB with explicit solvent gave a result of -414 kcal/mol. This is 140 times too small

(prediction of more soluble) than the reference implicit DFTB method. This is an

unphysically strong solvation. Attempts were made in order to reduce this value but

was not successful with the end-point method. The configurational overlap between

the two systems at the end-point is small and thus small changes in energy on each

atom add up and give a large value.

Explicit methods such as in ref. [107] discuss this issue and possible solutions.

As was discussed above, the improved method increases the configurational space

overlap. It allows a smooth transition from the fully coupled state to the isolated

state.

Thermodynamic Integration Methods

In this work, the thermodynamic integration method of ref. [107] is extended to a

quantum-mechanical description of the system. In their work, only the non-bonding

interaction terms are varied with λ, namely the Coulomb potential and the Lennard-

Jones potential. Additionally, they perform a molecular dynamics calculation at each

step. Equilibration must be carefully checked for each of the λ calculations.

The goal of this section is to develop an extension that is faster than the molecu-

lar dynamics approach. Additionally, this method will include quantum mechanical

bonding interaction that are so far neglected in traditional thermodynamic integra-

tion methods. The ingredients for a thermodynamic integration method is interaction

potentials that can be varied with λ and an output parameter that depends on λ and

can be differentiated.

Thermodynamic integrations are best calculated when there is maximum over-

lap in the configurational space. In order to accommodate, λ configurations in the

DFTB-relaxation approach are calculated in serial, i.e. the next λ configuration

initial structure is the converged structure of the last calculated λ structure. An-
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other advantage of this approach is that if ∆λ, the steps between λ values, is small

and the variation is smooth then less iterations for energy minimization are needed.

In practice, an order of magnitude less iterations are sometimes needed where the

variations between λs are minimal. The molecular dynamics thermodynamic integra-

tion uses Lennard-Jones potential and the Coulomb potential to vary with λ. This

DFTB-relaxation method adds in the bonding interaction terms by also modifying

the quantum-mechanical Hamiltonian calculated within the DFTB framework. All

DFTB calculations are calculated using DFTB+ [98]. Energy minimization was per-

formed until the maximal force component was 1E-4 eV/angstrom on any atom. The

initial structure was created using PACKMOl [106] with the number of atoms to give

a mass density of 1.00 g/cm3. The solvation energy can be written in terms of the

position-resolved total energy at each λ value.

∆Esolvation =

1∫
0

dλ

〈
dE (λ,−→x )

dλ

〉
λ

(9.4)

〈
dE (λ,−→x )

dλ

〉
=

∫ dE(λ,−→x )
dλ

e−E(λ,−→x )/kTd−→x∫
e−E(λ,−→x )/kTd−→x

(9.5)

The solvation energy is a sum of the partial contributions of thermodynamically

averaged dE
dλ

. In order to further illustrate the new method, calculations of both

methane and acetone in water are performed. Methane is expected to be poorly

soluble in water, whereas acetone is expected to be soluble. This means that for

methane dE
dλ
≈ 0 and for acetone dE

dλ
should be negative. The more negative the

solvation energy, the more soluble the results. Fig. 9.8 shows dE
dλ

for both methane

and acetone. Methane’s values are flat and approximately 0. Acetone’s values are

negative for each value of λ.

This DFTB-relaxation method is used as a starting for point for NEGF calcula-

tions with liquid leads. The NEGF method needs a Hamiltonian. For this work, the

Hamiltonian is taken from periodic calculations with DFTB as an approximation.



92

Fig. 9.8. dE
dλ

profiles for methane and acetone using the DFTB-relaxed
method. Implicit solvent method values are from [108] using DFTB.

9.5 Future Outlook

The previous sections introduced the NEGF method in a system in which the

NEGF method has not been used until this work. The extension of the general leads

to three-dimensional leads has allowed this. These are the first steps and do not utilize

the full power of the NEGF method. In actuality, the above results have only touched

the surface calculating equilibrium ground-state properties. Additionally, the Hamil-

tonian is currently calculated with a closed, periodic system approximation. DFT

has been coupled with NEGF [109] but only for ideal infinite leads. A solution of the
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Hamiltonian with open boundary conditions would allow consistent open calculations

of the explicit solvent with an embedded active ingredient.

Future work could include calculating the solvation energy with molecular vibra-

tions. NEGF is suited for this with the self-energy approach with example results

shown in chapter 2-4.

The work on solubility has also paved the way for reactivity calculations. Each

snapshot of the reactivity process can be treated with the methods developed.



94

10. CONCLUSION

Summary

This thesis can be broken down into two different parts that at first glance may

seem disjoint but in later chapters the connection was made more apparent. Chapter

2 introduced the current state of the art for calculation of transport properties in

transistors using the NEGF algorithm. Chapter 3 shows results of using this method

for when the approximation of local scattering is made. The next chapter and final

chapter of this part, chapter 4, introduces a new method that extends the algorithms

used for local scattering to the more realistic treatment with non-local scattering.

Transport results were shown for this method in a system that would not previously

be possible. Along with detailed analysis of the performance in terms of time and

memory.

Chapter 5 and Chapter 6 are devoted to discussing the state of the art of the

important question of predicting solvation energies. Two methods, implicit solvent

and explicit solvent, are compared. Since the goal of this work is to extend the ex-

plicit solvent models to open quantum-mechanical systems, the details of the implicit

models are left out with references given for interested readers.

Chapter 7 and 8 discuss the ingredients needed for the prediction of solvation en-

ergy in an open-quantum mechanical environment. Chapter 7 introduces the density

functional theory tight-binding method with its different levels of sophistication and

shows the bandstructure and density of states of a model system - bulk crystalline

TiO. Chapter 8 presents different methods for calculation of the contact self-energies

needed for transport in NEGF. The first two methods, Sancho-Rubio and transfer ma-

trix, do not allow for infinite ideal leads. The last method, general leads algorithm,

allows transport in traditional transistors with a source and drain but the assumption
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of ideal, infinite leads is relaxed. This general leads algorithm is a starting point for

the next chapter’s method development.

Chapter 9 extends the general leads algorithm to arbitrary three-dimensional

leads. Careful verification is undergone using a simple Silicon in tight-binding. The

goal of this verification is two-fold. One to improve confidence in the new method

and secondly, to illustrate the effects of bad convergence of the lead algorithm. Chap-

ter 9 shows that if the leads are made too small than the lead/device interface will

have artificial reflections. Silicon bandstructure properties such as the bandgap are

reproduced with the new method.

Chapter 9 continues with demonstrations of an active ingredient in a crystalline

solvent. The goal here is to illustrate the spectral properties that are possible from

an open, quantum-mechanical description of the system. The density of states shows

the broadening of shift near the LUMO of a caffeine molecule for this crystalline sys-

tem. To calculate the solvation energy, the thermodynamic integration method typi-

cally used with molecular dynamics calculations is extended to a quantum-mechanical

framework using DFTB with geometry relaxation (energy minimization) for each λ

configuration. The Hamiltonian is then used to compare the DFTB-relaxation method

of a periodic system with an open-system described with NEGF.

Future Work

The first part of this thesis lays out a new method that opens doors for simulating

quantum systems including non-local scattering using an efficient algorithm. How-

ever, this method is still at least an order of magnitude more expensive than a local

scattering algorithm. Using the non-local results that are now technically feasible, a

local scattering approximation can be developed. The transferability of a local scat-

tering approximation can be assessed. Alternatively, using low rank approximation

methods, the NL-RGF algorithm can be made much faster by changing basis.
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The second part of this thesis discusses an entirely different problem of calculat-

ing the solvation energy for an active ingredient embedded in a solvent. The NEGF

method is used to apply open boundary conditions to a typically treated closed sys-

tem. For this work, the closed, periodic boundary Hamiltonian is assumed transfer-

able to the open system calculation. A better, more consistent solution would be

to calculate the Hamiltonian with an open boundary. This has been done before for

traditional transport problems but can be extended to the active ingredient-solute sys-

tem. In this work, only the equilibrium, ground state properties were calculated using

NEGF. NEGF also allows for non-equilibrium calculations such as what is currently

done in traditional transport problems. NEGF also allows for time-dependent calcu-

lations. Non-equilibrium time-dependent calculations would in principle be enough

to calculate chemical reactions.
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