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ABSTRACT

Jain, Shourya PhD, Purdue University, December 2018. Burning Behaviors of Solid
Propellants using Graphene-based Micro-structures: Experiments and Simulations.
Major Professor: Dr. Li Qiao.

Enhancing the burn rates of solid propellants and energetics is a crucial step to-

wards improving the performance of several solid propellant based micro-propulsion

systems. In addition to increasing thrust, high burn rates also help simplify the

propellant grain geometry and increase the volumetric loading of the rocket motor,

which in turn reduces the overall size and weight. Thus, in this work, burn

rate enhancement of solid propellants when coupled to highly conductive

graphene-based micro-structures was studied using both experiments and

molecular dynamic (MD) simulations.

The experiments were performed using three different types of graphene-structures

i.e. graphite sheet (GS), graphene nano-pellets (GNPs) and graphene foam (GF),

with nitrocellulose (NC) as the solid propellant.

For the NC-GS samples, propellant layers ranging from 25 µm to 170 µm were de-

posited on the top of a 20 µm thick graphite sheet. Self-propagating combustion

waves were observed, with burn rate enhancements up to 3.3 times the bulk NC burn

rate (0.7 cm/s). The burn rates were measured as a function of the ratio of fuel to

graphite layer thickness and an optimum thickness ratio was found corresponding to

the maximum enhancement. Moreover, the ratio of fuel to graphite layer thickness

was also found to affect the period and amplitude of the combustion wave oscilla-

tions. Thus, to identify the important non-dimensional parameters that govern the

burn rate enhancement and the oscillatory nature of the combustion waves, a nu-

merical model using 1-D energy conservation equations along with simple first-order

Arrhenius kinetics was also developed.
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For the GNP-doped NC films, propellant layers, 500 ± 30 µm thick, were deposited

on the top of a thermally insulating glass slide with the doping concentrations of

GNPs being varied from 1-5% by mass. An optimum doping concentration of 3% was

obtained for which the burn rate enhancement was 2.7 times. In addition, the effective

thermal conductivities of GNP-doped NC films were also measured experimentally

using a steady state, controlled, heat flux method and a linear increase in the thermal

conductivity value as a function of the doping concentration was obtained.

The third type of graphene structure used was the GF - synthesized using a chemical

vapor deposition (CVD) technique. The effects of both the fuel loading ratio and GF

density were studied. Similar to the GNPs, there existed an optimum fuel loading

ratio that maximized the burn rates. However, as a function of the GF density, a

monotonic decreasing trend in the burn rate was obtained. Overall, burn rate en-

hancement up to 7.6 times was observed, which was attributed to the GF’s unique

thermal properties resulting from its 3D interconnected network, high thermal con-

ductivity, low thermal boundary resistance and low thermal mass. Moreover, the

thermal conductivity of GF strut walls as a function of the GF density was also

measured experimentally.

Then as a next step, the GF structures were functionalized with a transition metal

oxide (MnO2). The use of GF-supported catalyst combined the physical effect of

enhanced thermal transport due to the GF structure with the chemical effect of in-

creased chemical reactivity (decomposition) due to the MnO2 catalyst, and thus,

resulted in even further burn rate enhancements (up to 9 times). The burn rates

as a function of both the NC-GF and MnO2-NC loadings were studied. An opti-

mum MnO2-NC loading corresponding to the maximum burn rate was obtained for

each NC-GF loading. In addition, thermogravimetric (TG) and differential scanning

calorimetry (DSC) analysis were also conducted to determine the effect of NC-GF

and MnO2-NC loadings on the activation energy (E) and peak thermal decomposi-

tion (PTD) temperatures of the propellant NC.
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In addition to the experimental work, molecular dynamics simulations were also con-

ducted to investigate the thermal transport and the reactivity of these coupled solid-

propellant/graphene-structures. A solid monopropellant, Pentaerythritol Tetrani-

trate (PETN), when coupled to highly conductive multi-walled carbon nanotubes

(MWCNTs) was considered. The thickness of the PETN layer and the diameter of

the MWCNTs were varied to determine the effect of PETN-MWCNT loading on the

burn rates obtained. Burn rate enhancement up to 3 times was observed and an opti-

mal PETN-MWCNT loading of 45% was obtained. The enhancement was attributed

to the faster heat conduction in CNTs and to the layering of PETN molecules around

the MWCNTs surface. Moreover, the CNTs remained unburned after the combustion

process, confirming that these graphene-structures do not take part in the chemical

reactions but act only as thermal conduits, transferring heat from the burned to the

unburned portions of the fuel.

A long-pursued goal, which is also a grand challenge, in nanoscience and nanotechnol-

ogy is to create nanoscale devices, machines and motors that can do useful work. How-

ever, loyal to the scaling law, combustion would be impossible at nanoscale because

the heat loss would profoundly dominate the chemical reactions. Thus, in addition

to the solid propellant work, a preliminary study was also conducted to

understand as how does the heat transfer and combustion couple together

at nano-scales.

First, an experimental study was performed to understand the feasibility of combus-

tion at nano-scales for which a nano-scale combustion device called “nanobubbles”

was designed. These nanobubbles were produced from short-time (< 2000 µs) water

electrolysis by applying high-frequency alternating sign square voltage pulses (1-500

kHz), which resulted in H2 and O2 gas production above the same electrode. More-

over, a 10 nm thick Pt thermal sensor (based on resistance thermometry) was also

fabricated underneath the combustion electrodes to measure the temperature changes

obtained. A significant amount of bubble production was seen up to 30 kHz but after
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that the bubble production decreased drastically, although the amount of faradaic cur-

rent measured remained unchanged, signifying combustion. The temperature changes

measured were also found to increase above this threshold frequency of 30 kHz.

Next, non-reactive molecular dynamic simulations were performed to determine as

how does the surface tension of water surrounding the electrodes is affected by the

presence of dissolved external gases, which would in turn help to predict the pressures

inside nanobubbles. Knowing the bubble pressure is a perquisite towards understand-

ing the combustion process. The surface tension of water was found to decrease with

an increase in the supersaturation ratio (or an increase in the external gas concen-

tration), thus, the internal pressure inside a nanobubble is much smaller than what

would have been predicted using the planar-interface surface tension value of water.

Once the pressure behavior as a function of external gas supersaturation was under-

stood, then as a next step, reactive molecular dynamic simulations were performed to

study the effects of surface-assisted dissociation of H2 and O2 gases and initial system

pressure on the ignition and reaction kinetics of the H2/O2 system at nano-scales.

A significant amount of hydrogen peroxide (H2O2), 6-140 times water (H2O), was

observed in the combustion products. This was attributed to the low temperature

(∼300 K) and high pressure (2-80 atm) conditions at which the chemical reactions

were taking place. Moreover, the rate at which heat was being lost from the combus-

tion chamber (nanobubble) was also compared to the rate at which heat was being

released from the chemical reactions and only a slight rise in the reaction temperature

was observed (∼68 K), signifying that, at such small-scales, heat losses dominate.
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1. INTRODUCTION

The control and enhancement of combustion wave propagation velocities is very im-

portant for the development of low cost and efficient solid propellant based micro-

propulsion systems. Micro-propulsion systems are designed to provide small amounts

of thrust ranging from micro-newtons to a few milli-newtons that are then used for

precise attitude and orbit corrections, drag compensations, and small impulse maneu-

vers [1]. A variety of micro-propulsion systems have been proposed: solid propellant

thrusters [1–4], cold gas thrusters [5, 6], bi/mono-propellant thrusters [7, 8], colloid

thrusters [9], plasma thrusters [10–13], laser plasma thrusters [14] and field-emission

electric propulsion thrusters [15–17]. Of all the micro-thrusters proposed, the solid

propellant based thruster provides the most advantages with the least complications

i.e. less possibility of fuel leakage, better system miniaturization due to absence of

valves, fuel lines or pumps, no moving parts, and high total impulse. The traditional

solid propellant micro-thruster concept is based on burning a propellant stored in

the micro-combustion chamber. The combustion products are then accelerated in the

nozzle giving the required thrust. Thus, enhancing the burn rate of a solid propellant

is a crucial step towards improving the performances of these systems. In addition

to increasing thrust, high burn rates also help simplify the propellant grain geometry

and increase the volumetric loading of the rocket motor, which in turn reduces the

overall size and weight.

In addition, solid propellants have also been used, very effectively, in thermal-to-

electrical energy conversion devices [18–22]. The propellant is used to produce a

propagating exothermic combustion wave that results in a spatially and temporally

varying thermal gradient, which then results in the voltage generation across the

thermo-electric material. The thermo-electric (TE) systems exploit the unique elec-
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trical, semiconducting, and thermal properties of the TE materials in order to both

achieve and facilitate the processes of converting thermal to electrical energy. In gen-

eral, whenever a propellant (solid or liquid) is ignited, the energy released is isotropic

in nature. Confinement or contact with a thermally conductive surface is required to

make the resulting combustion wave anisotropic. In most of the traditional solid pro-

pellant micro-thrusters, confinement is used for the anisotropic combustion release.

Choi et al. [18] proposed anisotropic burn rate enhancements in a TNA (Trinitramine)

solid monopropellant by coupling the exothermic reactions to a thermally conductive

base such as MWCNTs (multi-walled carbon nanotubes). Burn rate enhancements

up to 500 times (at ambient conditions) were obatined. Moreover, the amount of

enhancement obtained was found to be dependent on the direction in which the re-

action waves were propagated. For example, the burn rate enhancement obtained for

the reaction waves propagated in the direction parallel to MWCNTs, was found to

be 10 times more than the burn rate enhancement obtained for the reaction waves

propagated in the direction perpendicular to MWCNTs. In addition, Choi et al. also

explored the TE properties of MWCNTs by connecting the two ends of the nanotubes

to an oscilloscope and observed thermopower waves of single polarities being gener-

ated. Very high specific powers, up to 7 kW/Kg, were obtained, much higher than

that of the conventional Li-ion batteries (1 KW/Kg). In general, a propagating com-

bustion wave (thermal gradient) across the TE material can produce voltage pulses

of varying polarities (positive, negative or both). For a single polarity voltage pulse

to be generated, the reaction wave should propagate faster than the cooling time of

the regions behind the reaction zone. Thus, high burn rates are necessary for the TE

systems to be effective. The thrust produced from these devices were also measured

and specific impulses up to 5.5 s µkg−1 were obtained, 10 times more than that of

typical solid propellant micro-thrusters. Other studies on the guided thermopower

wave systems have also been performed in which, instead of MWCNTs, a combination

of a thermally conductive oxide (alumina) and TE materials (Bi2-Te3, Sb2-Te3 and

ZnO) was used as the substrate with the nitrocellulose as the solid propellant [19–22].
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Thus, the main objective of this study was to enhance the burn rates of traditional

solid propellants. Next, various studies that have been performed towards enhancing

the burn rates of solid propellants have been summarized:

• Burn rate enhancement using metal/metal-oxide: The most common

method for enhancing burn rates of solid propellants is the addition of oxides of tran-

sition metals such as Ag, Cu, Fe, Cd, Mn, Cr, Zn, and Li (TMO), which enhances

the burn rate by assisting in the thermal decomposition of the propellant [23–29].

For example, with the addition of Mn2O3, CuO, Fe2O3 and Cr2O nanocrytalline cat-

alysts (1% wt.), the peak thermal decomposition temperature of AP (ammonium

perchlorate) was observed to be lowered by 150 0C, 125 0C, 100 0C and 75 0C, re-

spectively [27]. In another study performed by Fong and Smith [28], 2% (by wt.)

of a metallic oxide was used to enhance the burn rates of PETN (Pentaerythritol

Tetranitrate) and RDX (Cyclotrimethylenetrinitramine). For both the propellants,

enhancements up to 2 times were observed. Chakravarthy et al. [29] studied the ef-

fect of the addition of Fe2O3 (1% wt.) on the burn rate enhancement of AP/HTPB

(Hydroxyl-terminated polybutadiene) composite propellant and found enhancements

up to 1.75 times.

The micro-structure of a solid propellant can also play a significant role towards the

burn rate enhancement. For example, the burn rate of 87.4% AP/HTPB system at

68 atm was found to be increased from 0.7 cm/s to 5 cm/s as the AP particle size was

decreased from 1000 µm to 10 µm [30]. Shalom et al. [31] also studied the particle

size effect and found the burn rate of the composite propellant (Al/AP/HTPB) sys-

tem containing 18% wt. of Al to be enhanced by 84% as 9% of the coarse aluminum

powder was replaced by the nano-aluminum powder.
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• Burn rate enhancement using graphene-based micro-structures: Choi et

al. [18] was the first to study the burn rate enhancement of a solid monopropellant

(TNA) when coupled to a graphene-based micro-structure (MWCNTs) and enhance-

ments up to 500 times were obtained. Zhang et al. [32] studied the effect of the

addition of graphene oxides (GO) on the burn rates of nitrocellulose (NC) and en-

hancements up to 7 times were observed. The huge amount of burn rate enhancement

observed in these studies was attributed to the unique thermo-physical properties of

these graphene-structures.

Graphene-based materials, such as graphene nano-pellets (GNPs) [33], carbon nan-

otubes (CNTs) [34], and graphene foam (GF) [35] because of their high thermal (100-

4600 W/mK) [36–41] and electrical conductivity [35, 42, 43], mechanical strength,

optical properties, and large surface-to-volume ratio, have been used as nano-fillers

to enhance the thermal conductivity of various composites [44–65], as thermal in-

terface materials [66–75] and as heat exchangers in nano-electronic devices [76, 77].

They also have applications in polymer fabrication, biomedicine, organic synthesis,

catalysis and sensors [78–85]. In the following, the various thermal conductivity and

thermal boundary resistance studies that have been performed will be discussed:

Thermal conductivity enhancement using GNPs: Yu et al. [44] showed that

the thermal conductivity of pure epoxy could be increased by 3000% by using GNPs

at 25% volumetric loading. They also conducted experiments with SWCNTs but

found the amount of enhancement obtained to be 2.5 times less as compared to

that obatined using the GNPs (at 10% volumetric loading). Goyal [45] showed that

the thermal conductivity of pure epoxy could be increased by 500% using hybrid

graphene-metal particles at 5% volumetric loading. Similar amount of enhancements

were also reported by Shahil [46], where they found the thermal conductivity of epoxy

to be increased by 2300% using mixed monolayer and multilayer graphene at 10% vol-

umetric loading.
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Thermal conductivity enhancement using CNTs: Biercuk [47] found the ther-

mal conductivity of epoxy to be increased by 125% using SWCNTs at 1% volumetric

loading. However, Huang et al. [48] conducted experiments with vertically aligned

multi-walled carbon nanotubes (MWCNTs) and found the thermal conductivity of

the polymer/MWCNT complex to be increased by 280% at 0.3% weight fraction.

Thus, the amount of enhancement that is obtained depends on whether the car-

bon nanotubes (CNTs) are vertically aligned (280%) or randomly orientated (125%).

Kwon et al. [49] studied the thermal conductivity of MWCNT/polymer composites as

a function of the MWCNT volume fraction and found enhancements up to 390% for a

MWCNT volume fraction of 1.4%. MWCNTs with very high aspect ratios were used

(> 2500). Bonnet et al. [50] studied the thermal conductivity enhancement of poly-

methylmetacrylate using SWCNTs but found enhancements only up to 55% for a 7%

SWCNT volume fraction. This was beacuse of the randomly orientated CNTs used in

their study, which decreased the net thermal conductivity enhancement of the sample

and also due to the low aspect ratio of the CNTs used. Liao et al. [51] and Lee et

al. [52] performed molecular dynamic simulations to predict the thermal conductivity

enhancements using CNTs. Liao et al. [51] investigated the thermal conductivity of

aligned carbon nanotube-polyethylene composites (ACPCs) and found enhancements

up to 3 times. They attributed such a considerable enhancement to the alignment of

CNTs and polymer, and to the high thermal conductivity of CNTs. Lee et al. [52]

investigated the effect of SWCNTs on the thermal conductivity of water, and found

enhancements up to 370% for a 7% volume fraction. However, an opposite trend was

observed by Moisala et al. [53], in which the thermal conductivity of the epoxy/CNT

composite was found to decrease by 5% with the addition of SWCNTs at 0.5% weight

fraction.

Thermal conductivity enhancement using GF: Of all the graphene-structures,

GF was found to provide the maximum thermal conductivity enhancements. Zhao et
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al. [54] showed that the thermal conductivity of PDMS (polydimethylsiloxane) could

be increased 3-fold by using GF (at 0.7% wt.). Liu et al. [55] and Chen et al. [56]

showed that the thermal diffusivity of epoxy could be increased 10 and 46 times by

using GF at 5% and 9% by weight, respectively. Moreover, a comprehensive study

was conducted by Ji et al. [57], in which the thermal conductivity enhancement of

wax obtained using GF, GNPs and CNTs was compared. The thermal conductivity

of the composite was found to be increased by 18 (1% vol.), 11 (4% vol.) and 6 (10%

vol.) times using GF, GNPs and CNTs, respectively.

Thermal boundary resistance of graphene-structures: A major limitation of

using carbon nanotubes is the high thermal boundary resistance (TBR) issue observed

at their interface [86–91]. The TBR values for the CNTs have been reported to be

between 0.07-0.8 cm2K/W [66,69–71,91]. However, for the GF, a TBR value of only

0.04 cm2K/W was reported by Zhang et al. [72]. The thermal boundary resistance

is greatly reduced in GF because of its three-dimensional highly ordered network of

covalently bonded ultra-thin graphite structures [63,72,92]. Park et al. [73] reported

a TBR value of 0.043 cm2K/W for the GNPs, whereas Raza et al. [74] and Shen et

al. [75] reported TBR values of around 0.1 cm2K/W and 0.3 cm2K/W, respectively.

Thus, the TBR values for the GNPs could be expected to lie somewhere between that

of CNTs and GF. The high thermal boundary resistance observed in CNTs could be

attributed either to the mismatch between the phonon density of states (DOS) be-

tween the 1-D CNTs and the 3D bulk material [92–94] or to the lack of thermal

percolation in the CNT composites [87, 91]. In CNTs, the heat is conducted either

ballistically or quasi-ballistically (depending on the mean free path of the phonons,

boundary defects and length of the CNTs), whereas in a polymer (or any 3D bulk

material) the heat is always conducted diffusively [95, 96]. Thus, it is the mismatch

of the two thermal transport modes between the two materials that leads to a high

thermal boundary resistance [95, 97]. Nevertheless, the addition of CNTs to a bulk

material can still lead to significant thermal conductivity enhancements. Zahedi et
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al. [98] studied the structural properties of a polymer matrix around the CNTs and

observed enhanced polymer ordering in the interfacial region. This organized layer-

ing of the polymer molecules around the CNTs was found to increase the thermal

transport among the polymer molecules in the direction along the CNTs, resulting in

a net thermal conductivity enhancement of the composite.

• Burn rate enhancement using functionalized graphene-structures: A

few studies have also been conducted to explore the combined effect of metal/metal

oxides and graphene-structures on the burn rates and thermal decomposition char-

acteristics of propellants. Sabourin et al. [99] used functionalized graphene sheets to

enhance the flame speed of a liquid monopropellant, nitromethane. These graphene

sheets were functionalized with epoxides and hydroxides on the surfaces and hydrox-

ides and carboxylates on the edges. Flame speed enhancement up to 3 times the bulk

value was achieved by adding only 0.5% wt. of functionalized graphene. Motivated by

the experimental findings of Sabourin et al. [99], Liu et al. [100] performed molecular

dynamic simulations to better understand the thermal decomposition mechanism of

nitromethane in the presence of functionalized graphene sheets. The graphene sheets,

in addition to enhancing the thermal transport, were also found to promote the de-

composition of nitromethane and its derivatives through a modified reaction pathway

because of the presence of oxygen-containing functional groups. Li et al. [101, 102]

studied the catalytic performance of Ni-graphene and Mn3O4-graphene nanocom-

posites and found the peak thermal decomposition (PTD) temperature of AP to be

lowered by 97.3 0C (1% wt.) and 142 0C (5% wt.), respectively. Zhang et al. [103] pre-

pared Ni doped CNTs (13.82% wt. Ni) and found the PTD temperature of AP/HTPB

to be lowered by 100 0C (1% wt.). Furthermore, burn rate enhancements up to 1.5

times were obtained for pressures ranging from 5-11 MPa with using only 1% Ni-

CNTs. In a similar study performed by Liu et al. [104], the effect of Cu-CNTs was

studied. Burn rate enhancements up to 1.2 times were obtained with the PTD tem-

perature of AP/HTPB being lowered by almost 50 0C. Renpeng et al. [105] studied



8

the effect of the catalyst Fe2O3-CNTs (25.8% Fe2O3) on the activation energy of AP

and found it to be reduced from 310.3 to 81.4 kJ/mol with using only 10% wt. of the

catalyst. Similar research has also been carried out with other type of propellants.

Hong et al. [106,107] and Tan et al. [108] showed that the burn rate of a DBP - dou-

ble base propellant (nitrocellulose + nitroglycerin) could be enhanced up to 2, 1.5, 4

and 2.5 times by using CuO-CNTs, Bi2O3-CNTs (2.5% wt.), PbO-GO and Bi2O3-GO

(2.5% wt.) additives, respectively. Another study using the DBP (nitrocellulose +

nitroglycerin) was performed by Zhao et al. [109], in which the activation energy was

found to be lowered by 7.3% and 30.4% using CuO-CNTs (CuO 53.3% wt.) and

Bi2O3-CNTs, respectively, at 16.67% wt. Ren et al. [110] studied the catalytic effect

of PbO-CuO/CNTs (5% wt.) on the RDX thermal decomposition and found the PTD

temperature and activation energy to be lowered by 14 0C and 29.5%, respectively.

However, in a study conducted by An et al. [111], the PTD temperature of RDX was

lowered by only 9 0C when using 33% wt. of Ag-CNTs (92% wt. Ag). Thus, the

amount of catalytic effect obtained is a strong function of the type of propellant and

catalyst used, and of the distribution of the catalyst in the propellant system.

As can be inferred from the above studies, burn rates of solid propellants can be

enhanced in two ways:

1) Chemically, using metal/metal-oxide catalyst that increases the chemical re-

activity of a propellant by lowering its activation energy and thermal decompo-

sition temperatures.

2) Physically, using highly conductive graphene-structures that increases the

thermal transport in a propellant. Since, the burn rate of a solid propellant

depends on the rate at which the heat is being transferred from the burned to

the unburned portions of the fuel, it can be enhanced by using highly conductive

graphene-structures. Most of the solid propellants have a thermal conductivity
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in the range of 0.1-1 W/m-K [112], which is much lower than that of these

graphene-based materials (100-4600 W/m-K).

In this study, the ability of these graphene-based structures (GS, GNPs, GF and

MWCNTs) towards enhancing the burn rates of solid propellants was investigated

in detail because of the huge potential that they show, as was demonstrated by the

various studies performed in the literature. The goal was to understand the coupling

between the chemical reactions and the thermal transport (both within the propel-

lant and between the propellant and the graphene-structure), and how that affects

the burn rates and the combustion wave propagation behavior.

First, the burn rate enhancement of a solid monopropellant, nitrocellulose (NC), when

coupled to a highly conductive graphite sheet was studied. The graphite sheet was

chosen as the thermally conductive base for the propellant because of its high ther-

mal conductivity and good thermal properties at high temperatures [113]. Another

reason for using the graphite sheets was that they are readily available and have

much lower manufacturing costs as compared to the other types of graphene mate-

rials (GNPs, GF and CNTs). In order to facilitate the coupling of the propellant

with the graphene-structures, the propellant was required to be easily dissolvable in

an organic solvent such as acetone and then later be recovered by evaporating the

solvent at ambient conditions. Moreover, a solid propellant with a high enthalpy of

combustion was needed to ensure the sustenance of a reaction front at room temper-

ature and pressure. Hence, nitrocellulose (C6H8(NO2)2O5), with a nitration level of

10.9-11.2%, was selected as the solid propellant because of its ease of combustion at

atmospheric conditions and wide use as an energetic polymeric binder in solid rocket

motors. In addition, the nitration level of nitrocellulose is such that it exhibits defla-

gration and not detonation during combustion. For the experimental work, propellant

layers ranging from 25 µm to 170 µm were deposited on the top of a 20 µm thick

graphite sheet. The burn rates were measured as a function of the ratio of fuel to

graphite layer thickness and an optimum thickness ratio was found corresponding to
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the maximum enhancement. Additionally, a numerical model, using one-dimensional

(1-D) energy conservation equations along with simple one-step chemistry, was also

developed to identify the important non-dimensional parameters that govern the burn

rate enhancement and the oscillatory nature of the combustion waves. The burn rates

and the period and amplitude of the combustion waves were found to be dependent

on three non-dimensional parameters: ratio of graphite to fuel thermal diffusivity

(αo), ratio of fuel to graphite thickness (R) and inverse adiabatic temperature rise

(β). Moreover, the predicted burn rates and characteristics of the oscillations agreed

well with the experimental data.

Next, another experimental study was conducted but with GNPs and GF as the

conductive graphene-structures. GNPs and GF were selected because of their high

thermal conductivity and low thermal boundary resistance, as was shown in the stud-

ies mentioned earlier. And again, similar to the graphite sheet, nitrocellulose (NC)

was used as the solid propellant. For GNP-doped NC films, the amount of GNPs

added to the fuel was varied from 1-5% by mass and an optimum doping concentra-

tion corresponding to the maximum enhancement was obtained. In contrast to the

graphite sheet, the thickness of the GNPs-doped NC films was kept constant at 500

± 30 µm. In addition, the effective thermal conductivity of the GNP-doped NC films

was also measured experimentally using a steady state, controlled, heat flux method

using the Fourier’s law of heat conduction. A linear increase in the thermal conduc-

tivity value as a function of the doping concentration was obtained. For GF, the

effects of both the fuel loading ratio and GF density on the burn rates obtained were

studied. For a given GF density, an optimum fuel loading ratio was obtained that

maximized the burn rates. However, as a function of the GF density, a monotonic

decreasing trend was observed. The thermal conductivity of GF strut walls was also

measured, using the method similar to that of the GNPs. In addition, the reusability

of GF structures was also tested and similar burn rate enhancements were obtained

using the fresh and reused GF structures.
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To further enhance the burn rates, then as a next step, the GF structures were

coated with a transition metal oxide (TMO), manganese dioxide (MnO2), layer. This

would couple the chemical effect of the TMO (enhanced thermal decomposition) with

the physical effect of the graphene-structure (enhanced thermal transport). For this

part of the study, GF was selected as the conductive graphene-structure because of

its unique thermal properties resulting from the 3-D interconnected network, high

thermal conductivity, low thermal boundary resistance and low thermal mass and

thus, was expected to provide the maximum burn rate enhancement among all the

graphene-structures. Moreover, the use of GF as a functionalized substrate has not

been explored yet. For the solid propellant, again NC was used. During the NC

decomposition, the main exothermic reaction is the redox reaction between NO2 and

aldehydes. In literature, various studies have been performed that shows that NO2

dissociates to NO, N2 and O2 in the presence of a metal oxide surface at high temper-

atures [114–116]. The amount of decomposition obtained was found to be dependent

on the type of metal oxide used, temperature of the metal oxide surface and composi-

tion of the surrounding gas. Thus, for the catalyst, MnO2 was selected as it exhibits

high activity (87% conversion) for the decomposition of NO2 to NO [114]. The burn

rates of NC as a function of the MnO2-NC and NC-GF loadings were studied and the

micro-structures of GF, GF-MnO2, and NC-GF-MnO2 were characterized. An opti-

mum MnO2-NC loading corresponding to the maximum burn rate was obtained for

each NC-GF loading, which shifted to the right as the NC-GF loading was decreased.

In addition, TG (Thermogravimetric) and DSC (Differential scanning calorimetry)

analysis were also conducted to determine the activation energy (E) and peak ther-

mal decomposition (PTD) temperatures of NC for various values of NC-GF and

MnO2-NC loadings. Similar to the burn rate results, for each NC-GF loading tested,

an initial decrease in both E and PTD temperatures was obtained as a function of the

MnO2-NC loading but above a certain MnO2 concentration, a slight rise was observed.
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Although, a number of experiments were performed to study the burn rate enhance-

ment process, a complete atomic-level understanding of the mechanism was still miss-

ing. Thus, molecular dynamic simulations were conducted next. The main objectives

were to understand the thermal transport at the interface and the reactivity of the

graphene-structures. For the solid propellant, PETN, (C5H8N4O12), was selected

because of its high enthalpy of combustion and wide use as a powerful secondary

explosive material. Moreover, a number of experiments and simulations studying the

burn rates of pure PETN have been performed [117–119], thus providing a base case

check for the MD simulations. MWCNTs were chosen as the conductive substrate

because of their high axial thermal conductivity and 1-D nature in the reaction wave

propagation, which would reduce the computational cost considerably. First, reactive

MD simulations were performed to determine the effect of PETN-MWCNT loading

on the burn rates obtained. The thickness of the PETN layer and the diameter of

the MWCNTs were varied to get the desired PETN-MWCNT loading. In addition

to the reactive MD simulations, two additional non-reactive MD simulations were

also conducted to better understand the mechanisms contributing to the thermal en-

hancement of the composite and in turn, the burn rate enhancement.
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1.1 Research Objectives

1) To explore the possibility of enhancing the burn rates of solid propellants using

different types of graphene-based micro-structures: GS, GNPs, GF and

MWCNTs.

2) To determine experimentally , the effect of structure and loading ratio

of these graphene materials on the burn rate enhancement.

3) To perform reactive and non-reactive MD simulations to understand the

thermal transport at the interface and the reactivity of the graphene-structures.

4) To understand the effect of transition metal oxide doping of the graphene-

structures on the burn rate enhancement, especially the coupled thermal and

chemical effects.



14

2. BURN RATE ENHANCEMENT: PURE

GRAPHENE-STRUCTURES

This chapter focuses on the experimental and numerical studies that were conducted

to investigate the burn rate enhancement of solid propellants when coupled to highly

conductive pure graphene-structures.

The first three sections talk about the experimental work performed, in which three

different types of graphene materials were considered: graphite sheet (GS), graphene

nano-pellets (GNPs) and graphene foam (GF). In the first section, the methods used

for preparing these tailored solid propellants are presented along with the techniques

used for the characterization of the graphene-structures (with and without the fuel

addition). Two different techniques were used: Scanning Electron Microscopy (SEM)

imaging and thermal conductivity measurements. In the second section, the exper-

imental setup used is described in detail. A sample screenshot of the reaction wave

propagation, with and without the addition of a graphene-structure, is also given to

aid in visualization. Finally, in the third section, the results on the burn rate enhance-

ment as a function of the structure and loading ratio of these graphene materials are

presented.

Once the usefulness of these graphene-structures towards enhancing the burn rates

was demonstrated, as a next step, simple 1-D modeling using energy conservation

equations and one-step chemistry was performed to identify the important parameters

that govern the burn rate enhancement behavior. Section 2.4 describes the 1-D model-

ing in detail. The particular system analyzed was the coupled nitrocellulose-graphite

sheet system (NC-GS), as it allowed the effect of each parameter to be visualized
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separately with the least computational complexity. Although a number of impor-

tant parameters contributing towards the burn rate enhancement were identified, a

complete atomic-level understanding of the mechanism was still missing. Thus, molec-

ular dynamic simulations were conducted next, as described in Section 2.5, to better

understand the thermal transport at the interface and the reactivity of the graphene-

structures. The particular system analyzed was the coupled PETN-MWCNT system.

Most of the text and figures presented in this section are reproduced from {S. Jain,

O. Yehia, and L. Qiao, Journal of Applied Physics 119, 094904 (2016), S. Jain, W.

Park, Y. P. Chen, and L. Qiao, Journal of Applied Physics 120, 174902 (2016), and

S. Jain, G. Mo, and L. Qiao, Journal of Applied Physics 121, 054902 (2017)} with

permission of AIP Publishing.

2.1 Sample Preparation and Characterization

For all the experiments conducted, Nitrocellulose (NC), C6H8(NO2)2O5, with a ni-

tration level of 10.9–11.2% was used as the solid fuel. The nitrocellulose solution (6%

in ethanol/diethyl ether), as purchased from Sigma-Aldrich, was further diluted to a

4% solution using acetone, which was then used for the fuel depositions.

2.1.1 Graphite Sheet (GS)

Figure 2.1.: a) Top view and b) side view of the NC-GS sample. The particular case

shown corresponds to 4 layers of NC deposition.
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Figure 2.2.: Fuel thickness as a function of the number of NC layers drop-casted onto

the graphihte sheet.

A strip of graphite, 20 µm thick, with a length of 2.5 cm and a width of 0.6 cm was

used as the substrate. The thickness of the sheet was decided considering the fuel

to graphite layer thickness ratio (R), which needed to be varied from 1.25 to 8.5,

whereas the length and width of the sheet were chosen as such to make sure that the

reaction wave propagation obtained would be 1-D. To prepare the fuel samples, the

NC solution was drop-casted onto the graphite sheet in multiple layers (2-8) to get

the desired fuel thickness, ranging from 25 µm to 170 µm. After the deposition, the

fuel samples were left to dry in ambient conditions for 24 hours, which gave enough

time for all the solvent to completely evaporate.

SEM imaging was conducted next to examine the deposition thickness variation,

uniformity, surface features and the adhesion of the fuel layer to the graphite sheet.

Such information is vital to understand the observed combustion behavior of the NC-

GS system. Fig. 2.1a shows the top view of the deposited fuel and as can be seen, the

fuel surface was quite smooth and continuous, which was consistent with the adhesive

nature of the NC coating. However, the thickness and the adhesion of the deposited

fuel was found to vary slightly along the length of the sample, as shown in Fig. 2.1b.
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Around 15% variation in the deposited fuel thickness was observed. Moreover, for

some thicker fuel depositions (> 125 µm), tiny air gaps were also detected between

the deposited fuel and the graphite sheet, which could increase the thermal contact

resistance and as a result, lower the high thermal conductivity effect of the graphite

sheet. Fig. 2.2 shows how the average fuel thickness varies as a function of the number

of NC layers drop-casted.

2.1.2 Graphene Nanopellets (GNPs)

Figure 2.3.: SEM image of a single GNP.

Fig. 2.3 shows the SEM image of a single GNP (obtained from Graphene Laborato-

ries Inc.). The GNPs used were less than 3 nm thick (3–8 graphene monolayers) with

their lateral dimensions ranging from 2 µm and 8 µm. First, the GNPs were added

to the pure NC solution at various concentrations ranging from 1% to 5% of the NC

weight. An ultrasonic disruptor was used to evenly disperse the GNPs in the NC

solution and to minimize agglomeration. A series of four-second-long and four-second

apart pulses was used for 8 min. The GNP-NC solution was then drop-casted onto a

thermally insulating glass slide (2.5 cm long and 0.6 cm wide) and evaporated at am-

bient conditions (for 24 hrs.), leaving an adhesive coating of the GNP-doped NC film

behind. Moreover, for all the cases tested, the thickness of the GNP-doped NC film
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was kept constant at 500 ± 30 µm. This was done to make sure that the deposited

fuel layer was thick enough so that the burn rates obtained were not depended on the

thickness of the fuel layer deposited, as was observed in the NC-GS case.

Figure 2.4.: SEM images of GNP-doped NC films; a) 0% wt. (pure NC), b) 3% wt.

and c) 5% wt. GNPs.

Fig. 2.4 shows the SEM images of pure and GNP-doped NC films. As can been

seen, the surface of the pure NC film was quite smooth and continuous, as expected.

However, after adding GNPs, the surface roughness of the fuel samples was found to

increase. The amount of surface roughness obtained increased with an increase in the

% wt. of the GNPs added. This was consistent with the work performed by Zhang

et al. [32], in which a similar trend of increasing surface roughness with increasing

graphene oxide (GO) wt. concentration was observed.
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Figure 2.5.: Experimental setup for measuring GNP-NC film thermal conductivity.

Table 2.1.: Thermal conductivity measurements for the GNP-NC sample with 0%

wt. GNPs

Case No. Temp range Voltage ∆Tref1 ∆Tsample ∆Tref2 q
′′

keff
(0C) (V) (0C) (0C) (0C) (W/m2) (W/m-K)

1 20-55 32 7.29 19.42 5.73 1.95×103 0.10

2 20-47 27 5.38 13.89 3.53 1.34×103 0.096

3 20-40 22 3.80 11.94 2.56 0.95×103 0.080

Given the importance of thermal conductivity in the burn rate enhancement concept

proposed, the effective thermal conductivity of the GNP-NC samples was character-

ized next using a steady state, controlled, heat flux method using the Fourier’s law of

heat conduction. Fig. 2.5 shows the experimental setup used, which is based on the

one dimensional heat flow between two parallel reference materials being separated
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Table 2.2.: Thermal conductivity measurements for the GNP-NC sample with 2%

wt. GNPs

Case No. Temp range Voltage ∆Tref1 ∆Tsample ∆Tref2 q
′′

keff
(0C) (V) (0C) (0C) (0C) (W/m2) (W/m-K)

1 20-55 32 10.71 21.49 8.39 2.87×103 0.13

2 20-47 27 4.78 10.68 3.61 2.26×103 0.12

3 20-38 22 4.43 10.52 3.66 2.21×103 0.12

Table 2.3.: Thermal conductivity measurements for the GNP-NC sample with 5%

wt. GNPs

Case No. Temp range Voltage ∆Tref1 ∆Tsample ∆Tref2 q
′′

keff
(0C) (V) (0C) (0C) (0C) (W/m2) (W/m-K)

1 20-57 32 7.80 13.61 7.50 2.30×103 0.17

2 20-47 27 5.86 11.68 5.43 1.69×103 0.15

3 20-38 22 3.82 6.48 3.45 0.09×103 0.17

by a sample of uniform thickness. The reference material used was polytetrafluo-

roethylene (PTFE) with a thermal conductivity of 0.3 W/m-K. A thermal gradient

was imposed across the GNP-NC sample using a hot and a cold surface (aluminum)

in contact with the reference materials. The temperature of the hot surface was

controlled using an electric type heater with a constant voltage supply, while the

temperature of the cold surface was maintained at a fixed temperature using a cir-

culated cold liquid (duratherm liquids around 20-22 0C). Three different GNP-NC

samples with 0%, 2% and 5% wt. of GNPs were tested. Moreover, for all the cases,

the thickness of the fuel samples and the reference materials were kept fixed at 1

mm. For each type of sample, three different measurements were made using three

different heat fluxes (temperature ranges). The different heat fluxes were obtained by
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changing the temperature of the hot surface, using the voltage supply, while keeping

the temperature of the cold surface fixed. The temperature measurements were made

using an IR camera (MWIR-1024), but before, a calibration using the IR camera was

performed to get the emissivity values of the reference materials and the GNP-NC

samples. Tables 2.1, 2.2, and 2.3 show the different cases that were run. In the above

tables, q
′′

is the average steady state heat flux imposed across the reference materials

and the GNP-NC sample, ∆Tref1 is the temperature difference across the reference

material in contact with the cold surface, ∆Tref2 is the temperature difference across

the reference material in contact with the hot surface and ∆Tsample is the tempera-

ture difference across the GNP-NC sample. An effective thermal conductivity (keff )

of 0.092 ± 0.01 (W/m-K), 0.123 ± 0.01 (W/m-K) and 0.163 ± 0.012 (W/m-K) was

obtained for the GNP-NC sample having 0%, 2% and 5% wt. of GNPs, respec-

tively. Thus, for the 5% wt. GNP-NC sample, a 70% enhancement in the thermal

conductivity value was obtained.

2.1.3 Graphene Foam (GF)

Figure 2.6.: SEM images of the GF structure before NC deposition.

The GF exhibited a three-dimensional, interconnected, highly porous structure (98.2%

99.64% porous), as shown in Fig. 2.6. The pore diameters ranged from 50-600 µm,
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whereas the width of the strut walls was around 50-80 µm. Moreover, the GF strut

walls were not solid but hollow in nature, with the exact wall thickness depending on

the density of the GF structure. Pettes et al. [63] conducted TEM (transmission elec-

tron microscopy) imaging of these GF structures and found the strut wall thickness to

vary from 14 nm to 45 nm for the GF densities ranging from 10 mg/cm3 to 32 mg/cm3.

Figure 2.7.: The pure GF sheet cut in the required dimension of 2.5 cm x 0.6 cm.

The pure GF structure, following the method outlined by Chen et al. [35], was grown

on a Ni template (3 mm-thick open-cell foam with 75 pores per inch) using a chemical

vapor deposition (CVD) technique. For the growth process, a mixture of 3 gases i.e.

CH4 (20 sccm), Ar (210 sccm) and H2 (20 sccm) was used at 1050 0C. The exact

growth time controlled the GF density, which in this study was varied from 8 mg/cm3

to 40 mg/cm3. After the growth of graphene layers on the Ni template, the GF-Ni

surface was drop-casted with a PMMA (polymethyl methacrylate) solution to protect

the surface from the vigorous etching process. The Ni template was then etched out

in two steps: (1) first using the Fe(NO3)3.9H2O solution (1 M) at 90 0C for 2 days

and then (2) using the HCl solution (1 M) at 90 0C for the next 2 days. After the Ni

has been completely etched out, the GF surface was rinsed with DI water and then

hot acetone to completely dissolve the PMMA solution away. The final GF sheet

cut in the required dimension of 2.5 cm by 0.6 cm is shown in Fig. 2.7. A total of

8 GF sheets were obtained from each growth process. The average GF density and

porosity, for each growth, was then calculated by averaging the densities and porosities

of these 8 individual GF sheets. The porosity of each GF sheet was determined using
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the equation: 1 - Ms/(ρg ∗ Vs), where Ms and Vs is the mass and volume of the GF

sheet, respectively, and ρg is the graphite bulk density (2260 kg/m3). The uncertainty

associated in calculating average GF densities was ± 2 mg/cm3.

Table 2.4.: Thermal conductivity measurements for the GF density - 22 mg/cm3

Case No. Temp range Voltage kGF
(0C) (V) (W/m-K)

1 21.98-58 39 0.352

2 21.85-50 34 0.303

3 21.6-42.3 29 0.341

Table 2.5.: Thermal conductivity measurements for the GF density - 11.3 mg/cm3

Case No. Temp range Voltage kGF
(0C) (V) (W/m-K)

1 21.95-57.6 38 0.465

2 21.8-47.7 33 0.47

3 21.6-41.6 28 0.422

Next, thermal conductivity measurements were performed to determine the effect

of GF density on the thermal conductivity of GF strut walls. First, the effective

thermal conductivity of the GF sheet was measured experimentaly and then using

the correlation proposed by Pettes et al. [63], the thermal conductivity of GF strut

walls was estimated. The measurements were performed using the same experimental

method as that used for the GNP-NC samples (Fig. 2.5) i.e. using a steady state,

controlled, heat flux method. However, in this case, a different reference material,

NIST standard gum rubber material, with a thermal conductivity value of 0.15 W/m-

K was used. Two GF sheets of densities: 22 mg/cm3 and 11.3 mg/cm3 were tested

and again, for each case, three different measurements were made using three different
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heat fluxes (temperature ranges). Tables 2.4 and 2.5 show the two different cases that

were run. An effective thermal conductivity of 0.332 ± 0.03 (W/m-K) and 0.452 ±

0.05 (W/m-K) was obtained for the GF sheet of density 22 mg/cm3 and 11.3 mg/cm3,

respectively. Then, to determine the thermal conductivity of GF strut walls, the

following correlation as proposed by Pettes et al. [63] was used:

kw =
3

φ
kGF =

3ρg
ρGF

kGF (2.1)

where, kw is the thermal conductivity of GF strut walls, kGF is the effective thermal

conductivity of the GF sheet, ρg is the graphite bulk density, ρGF is the GF density

and φ is the volume fraction of graphene in the GF structure (1-porosity).

Using the above Eqn. 2.1, the kw values came out to be 102 ± 9 W/m-K and 271

± 30 W/m-k for the high and the low density cases, respectively. However, these kw

values were much lower as compared to the kw values obtained by Pettes et al. [63].

In their experiments, kw values of 454 ± 38 W/m-K and 995 ± 162 W/m-K were

obtained for the GF densities of 31.7 ± 2.7 mg/cm3 and 11.6 ± 1.9 mg/cm3, respec-

tively. This could be attributed to the different experimental conditions used. Pettes

et al. performed the thermal conductivity measurements in vacuum in contrast to

this study where the measurements were performed in open air, which could lead to

additional convective heat losses and thus, reduce the kw values obtained. Moreover,

the type of Ni etchant and the quality of the Ni foam used can also have a significant

effect on the quality of the GF structure grown. In the GF preparation of Pettes et

al., a much gentler Ni etchant, (NH4)2S2O8, was used in contrast to the aggressive

HCl etchant used in this study. Moreover, before the growth of the GF structure,

Pettes et al. annealed the Ni foam at 1100 0C to increase the grain size, which would

in turn increase the mean free path of the phonons in the GF. However, despite the

discrepancy obtained in the absolute kw values, a trend similar to that of Pettes et

al. was observed, in which the kw value obtained for the lower GF density was found
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to be much higher (3 times more) as compared to that obtained for the higher GF

density. The explanation for this trend in the kw values as a function of the GF

density is given later in the results section 2.3.3 of this chapter.

Figure 2.8.: TG analysis of GF (up to 100 0C) with and without NC addition.

After the preparation of the GF structures, the NC solution was drop-casted onto

the GF surface at various amount to get the desired NC-GF (fuel) loading, which is

defined as the mass of NC per total mass of NC + GF. These fuel doped GF samples

were then left to dry in ambient conditions for 24 hours. Moreover, special attention

was paid to the fluctuations observed while measuring the weight of the samples

(before ignition). If the fluctuations observed were significant, then the samples were

left to dry for a longer time. The samples were considered dried only when there

were no fluctuations in the weight measurement and a constant weight was achieved.

Fig. 2.8 shows the TG analysis of GF in air before and after the fuel addition. Since

the boiling point of ethanol/acetone/diethyl ether is 79/56/35 0C, respectively, the

TG analysis was conducted only up to 100 0C (at a rate of 10 0C/min) and thus,

allowing any weight loss due to the presence of the residual solvent to be detected.

The NC-GF sample, as shown in Fig. 2.8, was evaporated at ambient conditions for

24 hours before conducting the TG analysis. As can be seen, for the NC-GF sample,

only a tiny loss (< 1%) in the sample weight was obtained, thus confirming that there

was negligible residual solvent left after the evaporation process.
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Figure 2.9.: SEM images of the GF surface after NC deposition; a) 95%, b) 75%, c)

55% and d) 35% NC-GF loading.

Fig. 2.9 shows the SEM images of the GF surface after the fuel deposition, at various

NC-GF loadings. As can be seen, with a decease in the NC-GF loading, the morphol-

ogy of the GF structure was more clearly visible, which was because of the decreased

deposited fuel thickness on the GF strut walls. Moreover, the number of GF pores

that remained partially unfilled after the fuel deposition were also found to increase

with a decrease in the NC-GF loading. Thus, special precautions were made for the

lower NC-GF loadings (<60%) to make sure that during the deposition process, the

NC solution wets most of the GF strut walls. This was done by further diluting the

NC solution to 2% wt., so that it could more easily enter the pores. Thus, after the
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evaporation process, a thin layer of fuel was left coating the inner and outer areas of

the GF strut walls and as a result, providing an interconnected NC-GF network for

the thermal conduction during the combustion process.

2.2 Experimental Setup

Figure 2.10.: Experimental Setup (not to scale) for burn rate measurements.

Figure 2.11.: Intensity profiles during the reaction wave propagation as a function of

time and space.
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Fig. 2.10 shows the experimental setup used, in which the ignition of the prepared

samples was achieved by using a resistive heating nichrome wire placed in a trans-

verse manner at one end of the sample. A constant voltage of 10 V was applied

across the wire, which was sufficient to ignite the samples. Moreover, an IR camera

(FLIR- SC6100) was used to capture the ignition and reaction wave propagation pro-

cess. Fig. 2.11 gives an example of the typical intensity profiles obtained during the

reaction wave propagation at different times along the length of a sample. The burn

rate, which is defined as the rate at which the reaction zone travels across the fuel

layer, was then calculated by tracking the brightest peak of these intensity profiles.

Figure 2.12.: Reaction wave propagation in the NC-GF sample (55% NC-GF loading,

3.82 cm/s) and pure NC (0.7 cm/s). The distance of propagation in both the samples

was 1.3 cm.
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Fig. 2.12 shows snapshots of the reaction propagation wave at different times for two

different cases: (1) NC-GF (55% NC-GF loading) and (2) pure NC (no graphene-

structure added). As can be seen, the burn rate for the NC-GF sample was much

faster (5.5 times for this particular case) as compared to the pure NC burn rate.

In addition, the errors associated with the determination of burn rates were also

estimated. The burn rate (s) between any two points (r1, r2) can be expressed as:

b =
r2 − r1
t2 − t1

(2.2)

where, t2-t1 is the total time it takes for the reaction zone to travel from r1 to r2.

Then, using the procedure given by Moffat [120], the uncertainties associated with

the burn rate (∆b) measurements can be calculated as follows:

∆b

b
=

√(
∆(r2 − r1)
r2 − r1

)2

+

(
∆(t2 − t1)
t2 − t1

)2

(2.3)

where, ∆(r1-r2) and ∆(t1-t2) are the uncertainties associated with the spatial and

temporal measurements and were estimated to be less than 2% and 6%, respectively.

The temporal uncertainty was taken to be as the temporal width of the intensity

profiles within 90% of their peak value, whereas the spatial uncertainty was calcu-

lated using the pixel resolution. Using Eqn. 2.3, the uncertainties in the burn rate

measurements came out to be less than 6.5%. Moreover, a K-type thermocouple,

embedded in the fuel surface, was also used to measure the peak surface temperature

of the pure NC sample. An average peak surface temperature of 613 K was obtained

with a standard deviation of ±30 K.
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2.3 Experimental Results

2.3.1 Graphite Sheet (GS)

For solid propellants, the reaction wave does not propagate at a steady speed but has

an oscillatory profile associated with it. Mercer et al. [121, 122], based on numerical

modeling, proposed that during the reaction wave propagation there are three types of

combustion regimes (type I, type II, and type III) possible depending on the particular

value of β and the amount of interfacial heat flow between the deposited fuel and

the substrate. The parameter β is defined as the non-dimensional inverse adiabatic

temperature rise and can be expressed as follows:

β =
CpfE

QRu

(2.4)

where, Cpf is the specific heat of the fuel, E is the fuel activation energy, Q is the

heat of combustion and Ru is the universal gas constant. Thus, a high β value corre-

sponds to either a high E or a low Q value i.e. greater the β value, lower would be

the average burn rates obtained.

A type I combustion wave is obtained when β < 5 (irrespective of the heat flow

value) or when 5 < β < 6.5 (with low values of heat flow) and is characterized by

the appearance of a steady combustion wave (constant speeds) with no or very little

oscillations. For intermediate values of heat flow and for 5 < β < 6.5, a type II com-

bustion wave is obtained, whereas a type III combustion wave is obtained for high

values of heat flow. A type II wave is characterized by the appearance of peaks of

similar magnitudes, whereas a type III combustion wave is characterized by the ap-

pearance of peaks of varying magnitudes. For β > 6.5, a type II is obtained if the heat

flow is low, and a type III wave is obtained for intermediate to high values of heat flow.
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Fig. 2.13 shows the measured instantaneous burn rates as a function of the distance

traveled along the length of a NC-GS sample for the fuel thickness of 70 µm. A type

III combustion wave was obtained with an average oscillation period of 0.068 s. This

was expected, since for the NC-GS system, both β (10.7) and the interfacial heat

flow (because of the graphite sheet) values were high. Moreover, the amplitude and

period of the oscillations observed were found to be dependent on the thickness of the

fuel layer deposited. For example, for the fuel thickness of 25 µm, oscillation periods

as high as 0.1 s were obtained. However, as the fuel thickness was increased to 70

µm and 125 µm, oscillation periods on the order of 0.05 s and 0.03 s were obtained,

respectively. Oscillatory velocity profiles with similar time periods were also reported

by Walia et al. [19]. To better understand the experimental trends obtained, a simple

1-D modeling using energy conservation equations and one-step chemistry was also

performed. Refer to section 2.4 for more details.

Figure 2.13.: Instantaneous burn rates as a function of the distance traveled along

the length of a NC-GS sample. The particular case shown corresponds to the fuel

thickness of 70 µm.

Fig. 2.14 shows the average burn rates obtained for the NC-GS sample as a function

of the fuel thickness deposited. These average burn rates were calculated by averag-
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Figure 2.14.: Average burn rates as a function of the fuel thickness for the NC-GS

system.

ing the instantaneous burn rates, as shown in Fig. 2.13. As can be seen, an optimal

fuel thickness of around 125 µm was obtained with average burn rates up to 2.3 cm/s

(3.3 times the bulk NC burn rate of 0.7 cm/s). The optimum fuel thickness behav-

ior observed could be attributed to the competition between the amount of energy

released from the exothermic reactions and the amount of heat lost to the graphite

sheet. For low fuel thicknesses, the amount of energy released from the exothermic

reactions was not high enough to result in an efficient reaction propagation, as most

of the energy released was being lost in heating the graphite sheet, which remained

unburned during the combustion process due to the low NC peak surface tempera-

ture (∼600 K). Thus, a drop in the burn rate from the optimum value was obtained.

However, for very thick depositions, although the amount of energy released from the

exothermic reactions was sufficient to aid in an efficient reaction propagation, only a

small amount of fuel was in contract with the graphite sheet, as a result of which the

net thermal transport within the fuel in the direction along the reaction propagation

was reduced and again a drop in the burn rate from the optimum value was obtained.

Thus, a unique fuel to graphite thickness ratio existed that maximized the burn rates.
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2.3.2 Graphene Nanopellets (GNPs)

Figure 2.15.: Effective thermal conductivity of the GNP-NC sample as a function of

the % wt. of GNPs.

Figure 2.16.: Average burn rates as a function of the % wt. of GNPs.

Fig. 2.15 plots the effective thermal conductivity of the GNP-doped NC sample as

a function of the % wt. of GNPs added. As can be seen, a linear increase in the
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thermal conductivity value was obtained with a 70% enhancement for the GNP-NC

sample having 5% wt. of GNPs. Thus, for low % wt. of GNPs, the net thermal

conductivity of the sample was not high enough to conduct heat efficiently from the

exothermic reactions to aid in reaction propagation. On the contrary, for high %

wt. of GNPs, although the net thermal conductivity of the GNP-doped NC sample

was a lot higher, the amount of heat conducted to the unburned portions of the fuel

was substantially reduced because some of the energy that was released during the

exothermic reactions was being used in heating the GNPs, which acted as heat sinks

and as a result, reduced the net amount of burn rate enhancement that could be

obtained. Consequently, an optimum % wt. of GNPs of around 3% was obtained for

which the burn rate enhancement was 2.7 (1.9 cm/s) times the bulk NC burn rate

(Fig. 2.16).

The main parameters affecting the burn rates can be identified by looking at a simple

1-D energy equation, modified for the present case of GNP-NC films, as given below:

ρeffCpeff

(
∂T

∂t

)
= keff

(
∂2T

∂x2

)
− h ∗ S

V

(
T − Ta

)
− εσ ∗ S

V

(
T 4 − T 4

a

)

+ ρeffQAwfexp

(
−E
RuT

)
(2.5)

which can be re-written as:

(
∂T

∂t

)
= αeff

(
∂2T

∂x2

)
−
(

h ∗ S
ρeffCpeffV

)(
T − Ta

)
− εσ ∗ S
ρeffCpeffV

(
T 4 − T 4

a

)

+

(
QA

Cpeff

)
wfexp

(
−E
RuT

)
(2.6)
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In the above equations, ρeff is the effective density, Cpeff is the effective specific heat

capacity, keff is the effective thermal conductivity and αeff is the effective thermal

diffusivity of the GNP-NC film; wf is the mass fraction of the unburned fuel, Ta is the

ambient temperature, Q is the heat of combustion, Ru is the universal gas constant,

A is the Arrhenius constant, E is the fuel activation energy, h is the convective heat

loss coefficient, ε is the emissivity of the fuel/GNPs, and σ is the Stefan-Boltzmann

constant. As can be seen from Eqn. 2.6, the rate at which the temperature of a point

along the length of a sample changes depends only on three parameters: effective

thermal diffusivity, amount of heat lost to the environment and amount of energy re-

leased from the chemical reactions. Moreover, for the present case of GNP-NC films,

the increase observed in the thermal diffusivity was mostly from the enhanced effec-

tive thermal conductivity of the samples as the changes observed in the density and

specific heat values were marginal. For example, only a 2% change in the (ρCp)eff

value was obtained for the case of 5% wt. GNPs, as was calculated using the classical

Effective Medium Theory (EMT). However, a 70% enhancement in the keff value was

obtained.

The above 1-D energy equation was based on the assumption that the temperature

rise observed in the unburned portions of the fuel was only from the conductive heat

transfer. Thus, an order of magnitude analysis was performed next to determine

the relative importance of conductive, convective and radiative heat transfers. The

convective heat flux (q
′′
conv) from the hot gaseous combustion products to the cold

unreacted solid fuel in front of the reaction zone can be approximated as [123]:

q
′′

conv = ρgCpgvg

(
Tf − Tu

)
(2.7)

The conductive heat flux can be written as: [123]

q
′′

cond = keff

(
Ts − Tu

)
/lf (2.8)
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The radiative heat flux can be written as:

q
′′

rad = εσ

(
T 4
s − T 4

u

)
(2.9)

In the above equations, ρg is the density, Cpg is the specific heat capacity and vg is the

velocity of the hot gases, Tf is the flame temperature, Ts is the surface temperature,

lf is the thickness of the reaction zone, and Tu is the temperature of the unburned

fuel. The density and specific heat of the hot gases were estimated using the NASA

CEA code. Performing an order of magnitude analysis of the above equations:

vg ∼ 1 cm
s

= 0.01m
s

ρg ∼ 0.1 kg
m3

Cpg ∼ 10 J
KgK

keff ∼ 0.1 W
mK

lf ∼ 10−3m

Tf ∼ 1700K

Ts ∼ 600K

ε ∼ 0.8

q
′′

cond

q′′conv
∼ 103 and

q
′′

cond

q
′′
rad

∼ 6 (2.10)

As can be seen, the conductive heat flux comes out to be 103 and 6 times as that of

the convective and radiative heat fluxes, respectively, and thus, the convective and

radiative contributions could be ignored. This was similar to the observations made

by Choi et al. [18].
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Figure 2.17.: a) SEM image of the top view of a GNP-NC sample after combustion;

b) TG analysis of GNPs in air.

Fig. 2.17a shows the SEM image of the top view of a GNP-NC sample after com-

bustion. As can be seen, the GNPs remained unburned and a porous-like structure

was obtained. To confirm the non-reactivity of GNPs, a TG analysis of GNPs was

conducted in air up to 1200 K (using a heating rate of 10 0C/min) and as shown in

Fig. 2.17b, negligible weight loss was obtained up to 870 K. Since, the maximum NC

surface temperature measured during the combustion process was only 613 K, the

thermal stability of the GNPs obtained was expected.

2.3.3 Graphene Foam (GF)

Fig. 2.18 shows the effect of NC-GF loading on the burn rates obtained. The GF

density was kept fixed at 18 mg/cm3. As can be seen, an optimum NC-GF loading

of 55% was obtained with burn rates up to 4 cm/s (5.7 times the bulk NC burn

rate). Compared to the GNP-doped NC films, almost 2 times more enhancement was

observed. This could be attributed to two factors. First of all, the GF strut walls

have been shown in previous studies to have the high in-plane thermal conductiv-

ity values while avoiding the thermal boundary resistance issue found in GNPs and

CNTs [63,69–75,91]. The TBR value can have a significant effect on the net effective

thermal conductivity of the sample. For example, Ji et al. [57] conducted a compre-
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Figure 2.18.: Average burn rates as a function of the NC-GF loading (%). GF density

fixed at 18 mg/cm3.

Figure 2.19.: Average burn rates as a function of the GF density. NC-GF loading

fixed at 55%.
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hensive study, in which the thermal conductivity enhancement of wax using GF and

GNPs was compared. GF was found to increase the thermal conductivity of the com-

posite 18 times (1% vol.), which was much higher than the amount of enhancement

observed using the GNPs (only 1.5 times for the same volumetric loading). Second,

GF, because of its interconnected 3D structure, provided a continuous thermal con-

duction path, which did not existed in the case of GNP-doped NC films because of

the random orientation of the added GNPs. Since GNPs are 2D graphene materials,

their in-plane and transverse thermal conductivity values are significantly different.

For example, the GNP’s in-plane and transverse thermal conductivities have been

measured to be around 3000 W/m-K and 6 W/m-K, respectively [124, 125]. Thus,

the thermal conduction in GNPs is anisotropic and their orientation can have a signif-

icant effect on the rate of thermal transport obtained. In addition, along the reaction

wave propagation direction, the GNPs were not in direct contact with each other but

had fuel in between, which even further increased the thermal resistance. This was

in contrast to GF, in which the graphene structures were connected from end to end

with the fuel depositions around the GF strut walls (Fig. 2.9).

Fig. 2.19 shows the effect of GF density on the burn rates obtained at the opti-

mum NC-GF loading of 55%. A monotonically decreasing trend as a function of the

GF density was observed, which could be attributed to the crystallographic defects

present in the higher density GF structures. For the GF density of 8 mg/cm3, burn

rates up to 5.5 cm/s (7.6 times the bulk NC burn rate) were obtained, which were

2.62 and 2.9 times greater than the burn rates obtained using the GF density of 40

mg/cm3 and the GNPs, respectively.

Fig. 2.20 shows the SEM images of a low density (11.3 mg/cm3) and a high density

(22 mg/cm3) GF structure. The higher density GF structure was found to be more

defective as can be seen from the increased surface roughness. This was consistent

with the observations made by Pettes et al. [63], in which the surface morphology
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Figure 2.20.: SEM images of the GF strut walls with different densities; a) 11.3

mg/cm3 and b) 22 mg/cm3.

of the GF structure obatined using different growth times (densities) were studied.

The defects in the GF structures can be characterized by looking at the ratio of the

intensities of the disorder-induced D-band to the symmetry-allowed G-band [126]. In

graphene, the Stokes phonon energy shift caused by the laser excitation gives rise to

three peaks in the Raman spectrum: G peak - a primary in-plane vibrational mode,

2D peak - a second-order overtone of a different in-plane vibration mode, and a D

peak - a defect activated Raman mode [127]. Pettes et al. [63] performed the Raman

spectroscopy of the GF strut walls and found that for the lower density cases (11.6

mg/cm3), no observable D peak was observed, which matched well with those of high

quality ordered-graphite, signifying no defects. This was in contrast to the higher

density cases (31.7 mg/cm3), where a D peak to G peak intensity ratio of 2% was

observed. The surface defects can significantly affect the phonon scattering mean free

path, which in turn can affect the thermal conductivity of the GF strut walls [63,128].

In the previous section 2.1.3, thermal conductivity measurements were performed to

determine the effect of GF density on the thermal conductivity of GF strut walls (kw)

and for the lower GF density structure (11.3 mg/cm3) much higher kw values were ob-

tained (3 times more) as compared to the higher GF density structure (22 mg/cm3).
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Thus, the trend observed in the kw values is consistent with the surface defects ex-

planation given above, confirming that the lower density GF structures grown were

indeed of much better quality. Moreover, since, the NC-GF samples were prepared by

drop-casting the fuel solution on to the GF surfaces, the surface roughness can have

an additional effect of increasing the TBR value between the deposited fuel and the

GF strut walls, which could even further decrease the effective thermal conductivities

of the NC-GF samples.

Another reason for obtaining high burn rates in the lower density samples could be

attributed to the fact that the GF strut walls were not solid but hollow in nature. The

higher the GF density, the thicker would be the GF strut walls. Thus, for the higher

density sample, the deposited fuel was in contact with much thicker walls, which in

turn lead to a greater amount of heat being lost from the fuel to the GF structures.

Moreover, to keep the NC-GF loading fixed at 55%, more amount of fuel was required

to be added in the higher density sample. As a result of which, less amount of fuel

was in contact with the GF strut walls and thus, reducing the net thermal transport

that could be obtained within the fuel.

Figure 2.21.: SEM images of GF; a) before combustion and b) after combustion. The

particular case shown corresponds to GF of density 18 mg/cm3 and NC-GF loading

of 75%.
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Fig. 2.21 shows the SEM images of the GF structure before and after combustion.

As can be seen, not only the GF structure remained unburned but also the 3D inter-

connected network was preserved. Moreover, a TG analysis of the GF structure was

also conducted in air up to 1200 K (using a heating rate of 10 0C/min) and as shown

in Fig. 2.22, negligible weight loss was obtained up to 900 K. Since, the maximum

NC surface temperature observed was only 613 K, the thermal stability of the GF

structure obtained was expected. In addition, the reusability of the GF structure was

also tested by re-depositing fuel on the GF surface after combustion. The particular

case tested was with the GF of density 18 mg/cm3 and NC-GF loading of 75%. Sim-

ilar burn rates were obtained using the fresh (2.1 cm/s) and re-used (1.7 cm/s) GF

structures, implying that the thermal properties of the GF structure are only slightly

changed after the combustion process.

Figure 2.22.: TG analysis of GF in air.

Next, to further emphasize on the importance of the use of GF structures, a Ni foam

was used to test the burn rate enhancement. The particular Ni foam investigated

was the 3 mm thick template on which the GF structures were grown (section 2.1.3).

Fig. 2.23 shows the SEM images of the Ni foam and similar to the GF, it exhibits a
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Figure 2.23.: SEM images of the Ni foam structure.

3D, interconnected, highly porous structure with the pore diameters and the width

of the strut walls ranging from 50-600 µm and 50-80 µm, respectively. Moreover,

the average porosity and density of the Ni foam was calculated to be 98% and 155

mg/cm3, respectively. To prepare the fuel samples, the NC solution was drop-casted

on to the Ni surface at various amounts to the get the desired NC-Ni loading. And

again, after the fuel deposition, the samples were left to dry in ambient conditions

for 24 hours. No burn rate enhancement was obtained up to the NC-Ni loading of

35% and at 15% NC-Ni loading, only a 14% enhancement was observed. This could

be attributed to two factors. First, in contrast to the GF, the Ni foam strut walls

were solid, as a result of which, much more amount of heat was being lost from

the exothermic reactions to the Ni foam structures. Second, although the thermal

conductivity of Ni was high (∼70 W/m-K) and in fact comparable to that of the GF

strut walls (102 and 271 W/m-K for the GF of densities 11.3 mg/cm3 and 22 mg/cm3),

the bulk density of Ni was much higher (around 8900 kg/m3 [129]), more than 4 times

that of the graphite bulk density (2260 kg/m3). Thus, for Ni, the thermal diffusivity

value came out to be only 1.8×10−5 m2/s, an order of magnitude lower than that

of the GF strut walls (1.5×10−4 m2/s). Since, it is the thermal diffusivity and not

the thermal conductivity that controls the rate of heat transfer, as was shown using

simple 1-D analysis in section 2.3.2, very low burn rate enhancements were obtained
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using the Ni foam. The above reasoning can be applied to most of the metals and

thus, their use as highly conductive substrates is not very effective. In conclusion, it

is the unique combination of thermal and physical properties of these graphene-based

micro-structures that makes them so efficient towards enhancing the burn rates of

solid propellants.

2.4 1-D Modeling of Reaction Wave Propagation in the NC-GS System

Next, the coupled NC-GS system was analyzed in detail using 1-D energy conservation

equations along with simple one-step chemistry. Three important non-dimensional

parameters were identified that governed the burn rate enhancement and the oscilla-

tory nature of the combustion waves: R - ratio of fuel to graphite thickness, α0 - ratio

of graphite to fuel thermal diffusivity and β - inverse adiabatic temperature rise.

2.4.1 Model Setup

Assuming that the fuel undergoes complete combustion and that the reaction rate is

governed by first-order Arrhenius kinetics, the mass balance equation can be written

as:

ρf

(
∂wf
∂t

)
= −ρfAwfexp

(
−E
RuTf

)
(2.11)

In the above equation, Ru is the universal gas constant (8.314 J K−1mol−1), ρf is the

fuel density, A is the Arrhenius constant, E is the fuel activation energy and wf is the

mass fraction of the unburned fuel. The fuel and the graphite energy conservation

equations, assuming constant properties (k, Cp and ρ) and only conductive heat

transfers, can be written as: [121,122]

ρfCpf

(
∂Tf
∂t

)
= kf

(
∂2Tf
∂x2

)
− G0

df

(
Tf − Tg

)
+ ρfQAwfexp

(
−E
RuTf

)
(2.12)



45

ρgCpg

(
∂Tg
∂t

)
= kg

(
∂2Tg
∂x2

)
+
G0

dg

(
Tf − Tg

)
(2.13)

In the above equations, ρg is the graphite density, Cpf is the fuel specific heat capacity,

Cpg is the graphite specific heat capacity, df is the fuel thickness, dg is the graphite

sheet thickness, kf is the fuel thermal conductivity, kg is the graphite thermal con-

ductivity, Q is the heat of combustion and G0 is the thermal boundary conductance

term that controls the amount of heat flow between the fuel and the graphite sheet

and as a result, couples the two energy equations together. Table 2.6 lists the values

of the parameters used in Eqns. 2.11, 2.12 and 2.13. Since, the maximum NC surface

temperature was measured to be around 600 K, average values over the temperature

range of 300-600 K were used. The parameters A and G0 were, however, unknown

and their values were determined by fitting the 1-D results to the pure NC average

burn rate and to the average burn rate obtained for the fuel thickness of 125 µm, re-

spectively. A G0 value of around 104 W/(m2-K) was obtained, which is on the same

order of magnitude of the thermal conductance values that have been reported in

literature for various graphene-based micro-structures [66,69–75,91]. Following Choi

et al. [18], Eqns. 2.11, 2.12 and 2.13 were then non-dimensionalized to identify the

important parameters that govern the nature of the solutions. The fuel temperature,

graphite temperature, time and distance were non-dimensionalized as follows:

uf =

(
Ru

E

)
Tf , ug =

(
Ru

E

)
Tg, τ =

(
AQRu

CpfE

)
t, ε = x

√
AρfQRu

Ekf
(2.14)

Substituting these non-dimensional variables into Eqns. 2.11, 2.12 and 2.13 results

in:

(
∂w

∂τ

)
= −βwfexp

(
− 1/uf

)
(2.15)



46

Table 2.6.: Fuel and graphite sheet properties at 450 K [19,130–133]

Property Symbol Value

Arrhenius constant A 1.5×107 1/s

NC specific heat capacity Cpf 1787 J/(kg-K)

NC density ρf 1600 kg/m3

NC thermal conductivity kf 0.315 W/(m-K)

NC activation energy E 158.8 kJ/mol

NC heat of combustion Q 3.18×106 J/Kg

NC layer thickness df 25 - 170 µm

Graphite specific heat capacity Cpg 975 J/(kg-K)

Graphite density ρg 2260 kg/m3

Graphite thermal conductivity kg 1434 W/(m-K)

Graphite sheet thickness dg 20 µm

Interface thermal conductance G0 104 W/(m2-K)

(
∂uf
∂τ

)
=

(
∂2uf
∂ε2

)
− γf

(
uf − ug

)
+ wfexp

(
− 1/uf

)
(2.16)

(
∂ug
∂τ

)
= α0

(
∂2ug
∂ε2

)
+ γg

(
uf − ug

)
(2.17)

From the above equations, the four important non-dimensional parameters can be

identified as:

Inverse adiabatic temperature rise: β =
CpfE

QRu

Ratio of thermal diffusivity of graphite to fuel: α0 = αg

αf

Interfacial heat flow lost from fuel to graphite: γf = G0β
AdfρfCpf
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Interfacial heat flow gained by graphite from fuel: γg = G0β
AdgρgCpg

For a given value of G0 and constant properties (as was assumed in these simula-

tions), the relative value of γf/γg only depends on the ratio of fuel to graphite sheet

thickness (R). Thus, a parametric study was performed to determine the effects of

β, α0, and R on the average burn rates and the oscillatory nature of the combustion

waves.

The non-dimensionalized equations 2.15, 2.16 and 2.17 were then solved using the

COMSOL Multiphysics Mathematics module. A finite element method was used

for the spatial derivatives along with an adaptive time-stepping technique (BDF -

backward differentiation formula) for the time derivatives. First, a grid and time step

sensitivity study was performed to get the most efficient mesh sizes and time steps.

The time step size was limited by the period of the combustion wave oscillations,

which in turn was dependent on the particular value of β. Abrahamson [134] did

a parametric study in which the time periods as a function of the β values were

studied. For a β value of 5, time periods as low as 50 µs were observed. Thus, for

the present simulations, adaptive time steps ranging from 35 µs to 100 µs were used,

which correspond to 50-140 in the non-dimensional time (∆τ). The smaller the mesh

size, the better would be the accuracy of the burn rate predictions, however, the

computational time would also increase. Thus, the maximum possible mesh size that

would give accurate results was used. A number of simulations of varying mesh sizes

(∆ε) were run for the pure NC case (using only Eqns. 2.15 and 2.16 with G0 = 0)

and above a mesh size of ∆ε = 7 (corresponding to 1.95×10−4 cm), the burn rate

predictions started to deviate. Since, for the simulations with graphite sheets, much

higher burn rates were expected (3 times as that of the pure NC burn rate), a mesh

size of 5 instead of 7 was used. The absolute convergence for the non-dimensional

temperatures and the mass fraction was set to 10−4 and 10−6, respectively. Moreover,

the total non-dimensional simulation time was set to 2,150,000 (1.5 s), whereas, the
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total non-dimensional domain length was set to 54,000 (1.5 cm).

The initial and boundary conditions used were as follows:

At τ = 0:

ug = 0.0157 (300 K) for all ε

uf = 0.0157 + 0.3∗exp(−10−5ε2)

wf = 1 - exp(−10−5ε2)

At τ > 0:

Adiabatic boundaries (no heat losses)

2.4.2 1-D Results

Figure 2.24.: The measured and predicted average burn rates as a function of the fuel

thickness. β = 10.7, α0 = 5900.

Fig. 2.24 shows the measured and predicted average burn rates as a function of the

fuel thickness. For the 1-D modeling, the burn rates were calculated by tracking the

point along the length of a sample at which the mass fraction of the unburned fuel

(wf ) was 0.5. The agreement between the 1-D calculations and the experimental data
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was good for thin-layered depositions (< 125 µm). The calculated optimum thickness

was around 110 µm, which agreed well with the experimentally obtained optimum

thickness of 125 µm. However, for the fuel thickness of 170 µm, significant deviation

from the experimental result was observed. Such a deviation could be attributed to

the deposition method used, as is explained next. The graphite sheets have a unique

arrangement of carbon atoms, very different from the crystalline arrangement found

in metals. They are composed of a periodical stack of 2-D graphene layers where each

of these layers are weakly bonded to the neighboring layers via the inter-molecular

van der Waals forces. Thus, these graphene layers can easily slide against each other

and can even be peeled off. In contrast, NC is a strong adhesive and as a result,

strongly bonds to the graphene layers on the top of the graphite sheet. The strength

of this bond was found to be dependent on thickness of the NC layer deposited. For

thin depositions (< 125 µm), the strength of this bond was not strong enough to peel

the top graphene layers off, during the evaporation process. However, for the thicker

deposition (170 µm), in some cases after the evaporation process, tiny air gaps were

detected between the top graphene layers and the rest of the graphite sheet. In fact,

in a few cases, the top graphene layers were completely peeled off (these samples

were then discarded). Thus, this weak contact of the deposited NC layer with the

bulk of the graphite sheet resulted in an increase in the thermal boundary resistance

value, which in turn decreased the net thermal transport in the reaction propagation

direction. Since, in the 1-D modeling a constant thermal boundary resistance value

was assumed, much higher burn rates were predicted for the thicker fuel deposition

(170 µm) as compared to that obtained during the experiments.

Fig. 2.25 shows the predicted burn rate profiles as a function of the distance traveled

along the length of a sample for various values of R (fuel to graphite thickness). The

values of β and α0 were kept fixed at 10.7 and 5900, respectively, corresponding to

NC and graphite sheet. As can be seen, similar to the experimental results, the peak

and period of the oscillations were found to be dependent on the particular value
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Figure 2.25.: Effect of R (fuel to graphite thickness) on the amplitude and period of

the combustion waves. β = 10.7, α0 = 5900.

of R. For R = 2.0, a type III combustion wave was obtained with peaks of varying

amplitude and an average oscillation period of 0.51 s. As the value of R was increased

to 3.5, and 5.0, again type III combustion waves were obtained but with much lower

oscillation periods: 0.057 s, 0.102 s and 0.042 s, 0.054 s, respectively. However, above

R = 5.0, the two peak magnitudes and the oscillation period values approached each

other and at R = 6.5, a type II combustion wave was obtained with an oscillation

period of 0.035 s. The oscillation periods obtained from the 1-D calculations agreed

well with the experimental oscillation periods in terms of the order of magnitude and

the decreasing trend observed. For example, for R = 1.25, 3.5 and 6.5, experimental

oscillation periods on the order of 0.1 s, 0.05 s and 0.03 s were obtained, respectively.
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Figure 2.26.: Effect of β on the amplitude and period of the combustion waves. R =

3.5, α0 = 5900.

Fig. 2.26 shows the effect of β on the period and amplitude of the combustion waves

obtained. The value of α0 was kept fixed at 5900 and the R value was set to 3.5

(corresponding to the fuel thickness of 70 µm). With an increase in the value of β,

an increase was observed both in the amplitude and period of the oscillations but the

average burn rate values were found to decrease. Since, β is proportional to E/Q, an

increase in β value implies either a decrease in the heat of combustion or an increase

in the fuel’s activation energy, both of which decrease the adiabatic flame temperature

and thus, reduce the average burn rates obtained. For β = 5, negligible oscillations

were observed and a type I combustion wave was obtained. As the β value was in-

creased, a transition from type I to type II combustion wave was found to occur and

at β = 9, sinusoidal oscillations were observed. Further increase in β resulted in a

type III combustion wave.



52

Figure 2.27.: Effect of α0 on the amplitude and period of the combustion waves. R

= 3.5, β = 10.7.

The effect of α0 on the period and amplitude of the combustion waves is shown in

Fig. 2.27. The values of β and R were kept fixed at 10.7 and 3.5, respectively. An

increase in the value of α0 implies an increase in the thermal conduction along the

reaction propagation direction, which in turn enhances the burn rates. For α0 = 0,

corresponding to pure NC, a type II combustion wave was observed with an average

burn rate of 0.7 cm/s and an oscillation period of 0.016 s, as expected. As the α0

value was increased, a type III combustion was obtained. Although, the amplitude

of the oscillations were found to vary significantly with α0, only a slight change was

observed in the period of the oscillations. For example, for α0 = 0 and 24,000, os-

cillation periods on the same order of magnitude: 0.016 s and 0.0775 s (averaged),
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respectively, were obtained. This is in contrast to the effect of β, where the oscillation

period was found to increase by 103 times, as the β value was increased from 5 to

10.7. Thus, the period of the oscillation can be regarded as a property of the fuel,

depending mostly on β and only slightly on α0.

The oscillation behavior observed in the experiments and the 1-D modeling can be

explained using the excess enthalpy concept, which was first proposed by Shkadinskii

et al. [135] for solid propellant combustion. Here the effect of adding a thermally

conductive base on the excess enthalpy was considered. The total amount of excess

enthalpy available per unit area at a given time can be calculated as follows [135]:

EH =

∫ L

0

ρf

(
h1(T )wf + h2(T )(1− wf )− h1(Ta)

)
dx

=

∫ L

0

ρf

(
Cpf (T − Ta)−Q(1− wf )

)
dx (2.18)

In the above equation, h1 and h2 are the specific enthalpies of the unreacted fuel and

combustion products, respectively, Ta is the ambient temperature (300 K), and L is

the total length of the sample. As can be seen from Fig. 2.28, for both the cases, the

curves corresponding to
∂wf

∂t
and (1 - wf ) were much narrower as compared to the

heated layer (
Cpf (Tf−Ta)

Q
) and as a result, a significant amount of excess enthalpy was

available. Moreover, the total amount of excess enthalpy available for the NC-GS sys-

tem was observed to be much greater as compared to that available for pure NC. This

could be attributed to the thermal coupling between the fuel and the graphite sheet,

because of which, the net thermal conductivity (thermal transport) in the reaction

propagation direction was enhanced and as a result, a much wider heated layer was

obtained. In addition, the reaction zone, as represented by
∂wf

∂t
, was also observed to

be much wider for the NC-GS system as compared to pure NC.
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Figure 2.28.: Structure of the combustion front: non-dimensional reaction tempera-

ture (black), reaction rate (blue) and extent of the reaction (red line). The particular

NC-GS system shown corresponds to the fuel thickness of 70 µm (R = 3.5).

Figure 2.29.: Predicted burn rate profile for R = 3.5, β = 10.7 and α = 5900.

In a solid (premixed) combustion, the thickness of the heated layer is proportional

to keff/(Cpfb) [135], where b is the instantaneous burn rate, Cpf is the specific

heat capacity of the fuel and keff is the effective thermal conductivity of the coupled

system. Thus, for a given system, during the reaction propagation, when the burn

rates are low (corresponding to the lowest burn rates in Fig. 2.29), a significant
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amount of excess enthalpy is available, which then heats the unburned portions of

the fuel. Due to the heat flow from the reaction zone to the unburned fuel, a decrease

in the reaction temperature is observed, which in turn further lowers the burn rates.

This loss in heat is somewhat compensated by the heat flow from the hot combustion

products and as a result, a plateaued behavior in the burn rate is obtained. The

heating continues until the temperature of the unburned fuel reaches a point at which

a rapid ignition of the fuel occurs and a significant enhancement in the burn rate is

observed and thus, the reason for the appearance of the first ignition peak in the burn

rate profiles. The reaction temperature is also increased and even exceeds the average

adiabatic flame temperature. This rise in temperature, however, is halted due to the

heat flow from the reaction zone to both the combustion products and the unburend

fuel, because of which, a decreasing trend in the burn rate is observed thereafter.

And again, the burn rates remain low until the temperature of the unburned fuel

reaches a point at which another rapid ignition occurs, thus giving rise to the second

ignition peak. As can be seen from Fig. 2.29, the oscillation period (0.057 s) between

the first ignition peak (marked by a) and the second ignition peak (marked by b) is

less than the oscillation period (0.102 s) between the second ignition peak (marked

by b) and the first ignition peak of the next cycle (marked by a’). Thus, after the

onset of the first ignition, the fuel is heated for a lesser amount of time as compared

to that after the second ignition, which then results in the magnitude of the second

ignition peak to be less than that of the first peak. The second ignition marks the

end of one cycle after which the pattern is repeated giving rise to multiple peaks.

The strength and nnumber of peaks obtained in one cycle depends on the total heat

reserve available when the first ignition occurred and greater the heat reserve or the

local excess enthalpy available initially, greater will be the magnitude and number of

peaks observed, which is consistent with the conclusions of Shkadinskii et al. [135].
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2.5 MD Simulation of the Coupled PETN-MWCNT System

This section describes the molecular dynamics simulations that were performed to

analyze the coupled PETN-MWCNT system. Both reactive and non-reactive simula-

tions were conducted to understand the coupling between the chemical and physical

processes occurring during the reaction wave propagation. Moreover, the simulations

were performed using LAMMPS (Large-scale Atomic/Molecular Massively Parallel

Simulator) [136], an open source MD simulation code developed by Sandia National

Labs.

2.5.1 Computational Method

For the solid propellant, PETN (C5H8N4O12) was selected because of its high enthalpy

of combustion and wide use as a powerful secondary explosive material. Moreover,

a number of experiments and simulations on pure PETN have been performed [117–

119], thus providing a base case check for the MD simulations. In addition, for all

the simulations, a high initial pressure of 3 GPa was used. This was done to increase

the average burn rate values so that the simulation run times could be reduced. For

the conductive substrate, MWCNTs were selected because of their high axial thermal

conductivity and 1-D nature in the reaction wave propagation, thus, further reducing

the computational cost.

Interaction Potential

The interactions between the atoms were calculated using the first-principles derived

reactive force field, ReaxFF, which includes both the physical changes such as thermal

transport and the chemical changes such as bond breaking and forming [137]. The

particular ReaxFF force field used in this study was developed by Budzien et al. [138]

for PETN using DFT (density function theory) calculations and was implemented

within LAMMPS using the USER-REAXC module [139]. To identify the species
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produced during the combustion process, minimum bond order values as listed by

Budzien et al. [138] were used. A Pair of atoms that had the bond order value greater

than the threshold bond order value, as given in Table 2.7, was considered to be

bonded.

Table 2.7.: Minimum bond order values (PETN-MWCNT system)

Atom type Atom type Bond order

C C 0.55

C H 0.40

C N 0.30

C O 0.65

H H 0.55

H N 0.55

H O 0.45

N N 0.55

N O 0.40

O O 0.65

The temperature of the system or a group of molecules was calculated using the

average kinetic energy of the atoms, as given by the following equation:

T =
N∑
i=1

miv
2
i

3NKB

(2.19)

In the above equation, N is the total number of atoms in a group, mi and vi are the

mass and velocity of the ith atom, respectively, and KB is the Boltzmann constant.

The pressure of the system was calculated using the following equation:

P =
NKBT

V
+

( N∑
i=1

−→ri ·
−→
Fi

)
/dV (2.20)
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The first term on the right hand side is the kinetic energy term while the second term

is the virial tensor, −→r i is the radius-vector of the ith atom,
−→
F i is the force acting on

the ith atom, V is the volume of the simulation domain, and d is the dimension of

the system. This pressure formulation has been shown to be valid for any arbitrary

interaction potential with periodic boundary conditions [140]. Moreover, since the

simulations were performed at very high pressures of 3 GPa, the second virial term

dominates and has a much bigger contribution as compared to the kinetic energy

term.

Simulation Domain

Figure 2.30.: Unit cell of a PETN crystal.

The unit cell of a PETN crystal (space group: P421c(D4
2d)) has a tetragonal lattice

(9.2759 Å × 9.2759 Å × 6.6127 Å) and contains 2 PETN molecules [141], as shown

in Fig. 2.30. The center of one of the molecules is at the center of the unit cell,

whereas the center of the other molecules are at the vertices. The PETN unit cell

was then repeated in the x, y and z directions giving the final simulation domain, as

shown in Fig. 2.31. The pure PETN case consisted of 1075 unit cells (43 × 5 × 5),
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Figure 2.31.: Pure PETN simulation domain.

corresponding to 2,150 PETN molecules and a simulation domain length of 40 nm.

The PETN crystal orientation can also have a major effect on the combustion and

detonation properties observed [142, 143]. Sergeev et al. [117] studied the reaction

wave propagation in a PETN crystal as function of its orientation and for the [1 0 0]

orientation, burn rates 2 times faster were observed as compared to that observed for

the [0 0 1] orientation. Thus, in this work, the reaction wave propagation was carried

out along the [1,0,0] direction.

Kim et al. [144] investigated the propagation of heat pulses in zigzag and armchair

double wall carbon nanotubes (DWCNTs) using molecular dynamics simulations and

found the heat energy carried by the leading heat wave packets in zigzag DWCNTs
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Figure 2.32.: PETN-MWCNT simulation domain. The particular case shown corre-

sponds to the PETN-MWCNT loading of 65%.

to be four times larger as compared to that obtained in armchair DWCNTs. Thus,

in this study, achiral zigzag type of MWCNTs were used as they are expected to

have the highest axial thermal conductivities. For the PETN-MWCNT system, a

cylinder was cut out from the center of the pure PETN simulation domain along the

[1,0,0] direction and MWCNTs were then inserted into the hollow space. To get the

desired PETN-MWCNT loading ratio (defined as the mass of PETN per total mass

of PETN + MWCNT), both the thickness of the PETN layer and the MWCNTs

outer diameter were varied. The thickness of the PETN layer was varied from 6.6

Å to 13.5 Å, whereas the MWCNTs outer diameter was varied from 16 Å (20,0) to

27 Å (35,0) with the MWCNTs inner diameter and the inter tube-to-tube distances
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being kept fixed at 3.914 Å (5,0) and 1.957 Å, respectively. The values of PETN layer

thickness, MWCNTs diameters and tube-to-tube distances, however, changed slightly

after performing the pressure and temperature equilibration. For all the simulations

conducted, the length of the PETN-MWCNT system was kept fixed at 40 nm to

be consistent with the pure PETN case. Fig. 2.32 shows the simulation domain of

a typical PETN-MWCNT system. The particular case shown corresponds to the

PETN-MWCNT loading of 65%.

Simulation Parameters

After the initial set-up of the simulation domain, as shown in Figs. 2.31 and 2.32, tem-

perature equilibration under the NVT (constant number of particles (N), temperature

(T), and volume (V)) conditions to 300 K using the Nose-Hoover thermostat [145,146]

was performed. The NVT equilibration was run for 70 ps with the time step and the

relaxation time being 0.1 fs and 100 fs, respectively. After the NVT equilibration,

the system was equilibrated to the desired pressure of 3 GPa under the NPT (con-

stant number of particles (N), temperature (T), and pressure (P)) conditions. The

relaxation time for the Nose-Hoover thermostat and barostat [147] was set to 100 fs

with the time step again being 0.1 fs. Only the y and z dimensions of the simula-

tion box were altered under the NPT equilibration, while the x dimension was held

constant. The NPT equilibration was run for 50 ps. The final MWCNTs diameters

and PETN layer thicknesses for the 6 different cases that were run, corresponding

to different PETN-MWCNT loadings, are listed in Table 2.8. After the NPT equi-

libration, the NVE ensemble was used to simulate the combustion process. Periodic

boundary conditions were employed in all the three directions and a time step of 0.1

fs was used. This time step of 0.1 fs provided sufficient energy conservation under

the NVE conditions involving chemical reactions. To simulate an ignition source, the

temperature of the PETN molecules in the middle of the simulation domain being

5-unit cells thick in the x-direction was set to 4000 K, for both PETN-MWCNT sys-
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tems and pure PETN, while the temperature of the rest of the molecules remained

at 300 K. The ignition temperature was based on the minimum energy value needed

for the reaction wave propagation to occur. Since the minimum ignition temperature

was found to increase for the PETN molecules when coupled to CNTs, the minimum

ignition temperature corresponding to that of the PETN-MWCNT system was used

for all the cases simulated, in order to have the same ignition energy input.

Table 2.8.: MD simulation matrix (PETN-MWCNT system)

Case System PETN-MWCNT No. of Final PETN Final MWCNTs

No. type loading (%) CNTs thickness outer diameter

1 Pure PETN 0 - - -

2 PETN-MWCNT 76 4 11.35 Å 18 Å

3 PETN-MWCNT 65 4 8.8 Å 18 Å

4 PETN-MWCNT 50 4 5 Å 18 Å

5 PETN-MWCNT 43 6 5.55 Å 26 Å

6 PETN-MWCNT 36 7 5 Å 31 Å

2.5.2 Reaction Wave Propagation in Pure PETN

Fig. 2.33 shows the propagation of a combustion wave in a pure PETN sample. The

reaction fronts in the figure can be identified by the increased disturbance of the

atoms and are marked with red lines. Fig. 2.34 shows the spatial temperature profiles

along the x-direction at different times during the PETN combustion. The reaction

wave propagates from the ignition zone in the middle towards the two ends. The

ignition zone, as defined above, was set to 5-unit cell thick in the x-direction, which

corresponds to approximately 4.7 nm. Two different criteria were used to calculate

the burn rates. The first criterion was based on the location of the peak NO2 con-

centration. During the PETN decomposition, NO2 is the first intermediate product

formed due to the dissociation of the O-NO2 bond [148] and thus, the location of the
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reaction zone could be easily identified from the NO2 formation. For this criterion, the

simulation domain was divided into 15 slabs in the x-direction with each slab being

2.7 nm or 3-unit cell thick. For the second criterion, the burn rates were calculated

by tracking the temperature changes along the PETN sample. Locations of three

different temperatures (1000, 1500 and 2000 K, respectively) along the x-direction as

a function of time were used. However, for this criterion, the simulation domain was

divided into slabs being 1-unit cell thick (1 nm) in the x-direction.

Fig. 2.35a plots the location of different temperatures as a function of time. As can

be seen, the three temperature curves obtained were nearly parallel to each other, in-

dicating that the shape of the reaction front was preserved during the reaction wave

propagation. Moreover, using the slopes of the temperature curves, an average burn

Figure 2.33.: Reaction wave propagation in a pure PETN sample. The reaction fronts

are marked with red lines.
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Figure 2.34.: Spatial temperature profiles along the x-direction at different times

during the PETN combustion.

Figure 2.35.: Pure PETN. Location of a) different temperatures and b) peak NO2

concentration as a function of time.

rate of 106 ± 10 m/s was obtained. Fig. 2.35b shows the location of the peak NO2

concentration as a function of time. Linear fitting of the data gave an average burn

rate of 110 ± 5 m/s, similar to the burn rates obtained using the temperature crite-

rion, thus, confirming that NO2 was indeed one of the key intermediates produced in

the reaction zone. The computed burn rate of pure PETN (using the NO2 criterion)

was also compared to the experimental data of Andreev [118] and Foltz [119] along
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Figure 2.36.: Pure PETN burn rate comparison check.

with the simulated values of Sergeev et al. [117] and as can be seen from Fig. 2.36,

good agreement was obtained.

Fig. 2.37 shows the species distribution as a function of time during the PETN de-

composition. In the figure, XM represents the number of molecules of a species per

initial PETN molecules (150) in a given slab (3-unit cell thick) located at X = 4 nm.

As can be seen, NO2 was the dominant initial product formed i.e. the O-NO2 bond

was the weakest and thus, was broken first during the PETN decomposition. After

NO2, HONO, NO and OH were the other major intermediate products formed. H2O

formation began only after the appearance of OH and NO and then later in the post-

reaction zone, CO and CO2 were formed. The reaction pathway revealed from the

present MD simulation was consistent with that given by Sergeev et al. [117], except

for two observations: (1) the peak NO concentration was much greater than the peak

NO2 concentration and that (2) the CO2 and CO concentrations were a lot closer to

each other. These observations could be attributed to the different minimum bond

order values used, which could redistribute the identification of molecules between

NO2 and NO, and CO2 and CO. For example, Sergeev et al. [117] used a minimum

bond order value of 0.5 between a pair of O and O atoms, comparing this to the

present study where a minimum bond order value of 0.65 was used. Thus, a molecule
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Figure 2.37.: Pure PETN. Species distribution as a function of time during the pure

PETN decomposition for a slab located at X = 4 nm.

identified as NO or CO in the present study could have been identified as NO2 or

CO2 in work performed by Sergeev et al. [117].

2.5.3 Reaction Wave Propagation in PETN-MWCNT

Fig. 2.38 shows the propagation of a combustion wave in a PETN-MWCNT system

(case 3: 65% PETN-MWCNT loading). As can be seen, the CNTs remained intact
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Figure 2.38.: Reaction wave propagation in a PETN-MWCNT system (case 3: 65%

PETN-MWCNT loading). The reaction fronts are marked with black lines.

during the combustion process, although their structure in the burned zone was mod-

ified from the twisting and bending.

Fig. 2.39 compares the spatial temperature profile of a coupled PETN-MWCNT sys-

tem (case 4: 50% PETN-MWCNT loading) with that of the pure PETN, at a cer-

tain time after ignition. In both the cases, only the temperatures of the PETN

molecules are shown. As can be seen, the maximum temperature observed in the

PETN-MWCNT system was much lower as compared to that observed in the pure

PETN case. This could be attributed to the fact that some of the energy released dur-

ing the exothermic reactions was used in heating the MWCNTs, which acted as heat

sinks and thus, reduced the maximum temperature that could be obtained. Moreover,

as can be seen from Fig. 2.39, the PETN-MWCNT system has a much wider reaction
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Figure 2.39.: Comparing spatial temperature profiles of PETN-MWCNT (case 4:

50% PETN-MWCNT loading) and pure PETN.

and a pre-heat zone. At t = 10 ps, for the PETN-MWCNT system, the tempera-

ture of the PETN molecules near the reaction zone has increased to 700 K, which is

in contrast to the pure PETN case, where the temperature near the reaction zone

remained at 300 K. This could be attributed to the thermal coupling of the PETN

molecules with that of the MWCNTs due to which, the thermal transport along the

reaction propagation direction was enhanced and as a result, a greater portion of the

PETN molecules in front of the reaction zone was heated. A similar observation was

also made during the 1-D modeling of the coupled NC-GS system (section 2.4.2),

where the coupled NC-GS system was observed to have a much wider reaction and a

pre-heat zone as compared to pure NC.

Similar to the pure PETN case, the burn rates were calculated using two different

criteria i.e. the peak NO2 concentration and different temperatures in the reaction

zone. The thickness of the slabs that were used to determine the peak NO2 concen-

tration and different temperatures were also kept same i.e. 3-unit cell and 1-unit cell

thick, respectively. Fig. 2.40a plots the location of the reaction zone at two different

temperatures as a function of time. As can be seen, the two curves were again parallel
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Figure 2.40.: Coupled PETN-MWCNT system (case 4: 50% PETN-MWCNT load-

ing). Location of a) different temperatures and b) peak NO2 concentration as a

function of time.

to each other and an average burn rate of 320 ± 10 m/s was obtained. Fig. 2.40b

shows the location of the peak NO2 concentration as a function of time, using which,

an average burn rate of 330 ± 10 m/s was obtained. Thus, nearly identical burn rates

were measured using either criteria. The particular simulation shown in Fig. 2.40 cor-

responds to the PETN-MWCNT loading of 50%.

Fig. 2.41 shows the species profiles for a coupled PETN-MWCNT system (case 4:

50% PETN-MWCNT loading) as a function of time. The location of the slab was

kept same as that in the pure PETN case i.e. at X = 4 nm, in order to facilitate

one-to-one comparison. Comparing Figs. 2.37 and 2.41, the species distribution curve

for the PETN-MWCNT system was shifted to the left but a similar reaction path was

obtained. Again, NO2 was the dominant initial product formed during the PETN

decomposition. HONO, NO and OH were other major intermediate products formed

after NO2, with H2O being formed after the appearance of OH and NO. Thus, the

species distribution during the PETN decomposition remained unchanged after the

addition of MWCNTs. However, the rate of production of CO2 and CO were slightly

less in the PETN-MWCNT system as compared to that observed in pure PETN,

which could be attributed to the lower surface temperature, as shown in Fig. 2.39.
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Figure 2.41.: Coupled PETN-MWCNT system (case 4: 50% PETN-MWCNT load-

ing). Species distribution as a function of time during the pure PETN decomposition

for a slab located at X = 4 nm.

The fact that the MWCNTs remained unburned during the combustion process could

be confirmed by looking at the mole fractions of CO2 and CO (Fig. 2.41). Since CO2

and CO did not appear until after H2O formation, the temporal evolution of these

oxides were consistent with that of pure PETN. Moreover, their peak mole fractions

were also on the same order of magnitude as that observed in pure PETN. Thus, the

CNTs were not consumed during the combustion process but only act to increase
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the thermal transport among the PETN molecules, causing the species distribution

curves to shift to the left. The deformation of the CNTs, as shown in Fig. 2.38, was

from the increased temperature resulting from the PETN decomposition.

Figure 2.42.: Average burn rates as a function of the PETN-MWCNT loading (%).

Five different PETN-MWCNT combinations were simulated (cases 2 to 6), as shown

in Table 2.8, in order to determine the effect of PETN-MWCNT loading on the aver-

age burn rates obtained. The results are shown in Fig. 2.42. Since slightly different

(up to 10%) burn rates were obtained using the two criteria (different temperatures vs.

peak NO2 concentration), the burn rate values provided in Fig. 2.42 were determined

using the peak NO2 concentration criterion. For very thick PETN layers, a large

amount of energy was released but the heat transfer among the PETN molecules

near the MWCNTs surface was not high enough to conduct heat efficiently from

the exothermic reactions to aid in reaction propagation. On the contrary, for very

thin PETN layers, although the thermal transport among the PETN molecules was

enhanced, the amount of heat reaching the unburned portions of the fuel was sub-

stantially reduced because some of the energy released during the exothermic reaction

was used in heating the MWCNTs, which acted as heat sinks and thus, lowered the

reaction propagation speeds. Consequently, an optimum PETN-MWCNT loading of
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around 45% was obtained for which the burn rate enhancement was 3 times the bulk

PETN burn rate of 110 cm/s (at a pressure of 3 GPa).

2.5.4 Ignition of Pure PETN and PETN-MWCNT

Figure 2.43.: The Effect of ignition temperature on the average burn rates for a) pure

PETN and b) PETN-MWCNT (case 4: 50% PETN-MWCNT loading).

In this section, the effect of adding CNTs to PETN on the minimum ignition energy

required to initiate successful reaction wave propagation was examined. To achieve
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this goal, the temperature of the ignition zone was varied with its length unchanged (5-

unit cell thick) for both pure PETN and PETN-MWCNT. Fig. 2.43 plots the average

burn rate as a function of various ignition temperatures in the range of 3000–5000

K. The minimum ignition temperature is defined as the temperature below which

the reaction wave propagation could not be sustained and that the system would

eventually cool down. The minimum ignition temperature for the PETN molecules

was found to increase from 3000 K to 4000 K when coupled to CNTs. This was again

attributed to the high thermal transport observed among the PETN molecules near

the MWCNTs surface, which resulted in a faster heat dissipation (or heat loss) and

thus, a higher minimum ignition temperature was required. Nevertheless, above the

minimum ignition temperature, the burn rate values remained unchanged. This was

because of the method used in calculating the burn rates, where the slabs close to the

ignition source were ignored so that the elevated enthalpy that was provided through

the ignition could be damped out.

2.5.5 Interfacial Thermal Transport

In addition to reactive simulations, two additional non-reactive simulations were also

conducted to better understand the mechanisms contributing towards the thermal

enhancement in the coupled PETN-MWCNT system and in turn the burn rate en-

hancement. The particular PETN-MWCNT system considered was the case 3 (Ta-

ble 2.8) corresponding to the PETN-MWCNT loading of 65%.

First, a non-reactive reverse non-equilibrium MD (RNEMD) simulation was con-

ducted using LAMMPS to investigate the interfacial heat transfer in the PETN-

MWCNT system. The MD study performed was based on the procedure outlined in

the studies conducted by Zahedi et al. [98] and Alaghemandi et al. [97] In the RNEMD

approach (also known as the Muller-Plathe algorithm [149]), a constant heat flux is

imposed on the simulation box by performing velocity exchanges between the coldest
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particle from the hot layer and the hottest particle from the cold layer in a given direc-

tion. If the masses of the particles being exchanged are different, then an exchange of

velocities relative to the center of mass of the two atoms is performed to conserve the

total kinetic energy of the system. The RNEMD simulation was performed under the

NVE conditions at a chosen temperature of 330 K. The system was first equilibrated

to the desired temperature and pressure of 330 K and 3 GPa, respectively, using the

NVT and NPT equilibrations. The relaxation time for the Nose-Hoover thermostat

and barostat was set to 100 fs with the time step being 0.2 fs. After the equilibration,

a constant heat flux was applied across the system in the y-direction under the NVE

conditions. Sufficient energy and temperature conservation were obtained using a

timestep of 0.2 fs. At higher time steps, deviations in the total energy were observed.

The y-direction (heat flux direction) of the simulation box was divided into 16 slabs

(0.271 nm thick), whereas the z-direction was divided into 13 slabs (0.33 nm thick).

The velocity exchanges were then performed every 20 fs between 2 atoms, with one

atom located in the slabs at y = 0 (hot layer) and other atom located in the slabs at

y = ymax (cold layer). The heat flux imposed was computed using the LAMMPS fix

thermal conductivity command as given below:

jy =

(
1

2tA

)∑(
mhotv

2
hot −mcoldv

2
cold

)
2

(2.21)

In the above equation, mhot and mcold are the masses of the hot and the cold particles,

respectively, whose velocities are being exchanged, A is the cross-sectional area per-

pendicular to the heat flux direction (z-x), vhot and vcold are the velocities of the hot

and the cold particle, respectively, and t is the total simulation time. A factor of 2

was added to Eqn. 2.21 because of the periodic boundary conditions employed in the

direction of the heat flux [149]. Using the imposed heat flux, the thermal conductivity

value was calculated using the following equation:
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ky =
−jy

(dT/dy)
(2.22)

In the above equation, ky is the thermal conductivity value along the y-direction and

dT/dy is the temperature gradient due to the imposed heat flux. The ky value was

obtained using the temperature gradient (dT/dy) for the z-slab located at (y,0).

Figure 2.44.: a) The slabs in the y and z directions; b) Temperature profile in the

y-direction (case 3: 65% PETN-MWCNT loading).

Fig. 2.44 shows the temperature profile for the z-slab located at (y,0). As can be

seen, linear temperature profiles were obtained in the individual regions belonging

to PETN, interface, and MWCNTs, thus, validating the application of Eqn. 2.22

towards calculating the thermal conductivity values. Thermal conductivity values

of 0.173 ±7% (W/m-K), 0.0457 ±5% (W/m-K), and 0.7610 ±10% (W/m-K) were

obtained for PETN, interface, and MWCNTs, respectively. The interface thermal

conductivity value obtained was 4 times lower than that of the PETN thermal con-

ductivity value, which could be attributed to the mismatch of the thermal transport
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regimes in PETN and CNTs [95,96]. The mean free path of CNTs is a strong function

of the size of the tubes, boundary defects present and the system temperature, and

can be expected to lie anywhere between 50 nm to 1.5 µm. Since, the CNTs used

were only 40 nm in length, it can be assumed that the heat was conducted ballistically

or at least quasi-ballistically [150,151]. This was in contrast to the PETN moelcules

where the heat was conducted diffusively (through collisions). Thus, it is the sudden

transition from the ballistic to the diffusive regime that limits the interfacial thermal

transport.

A similar study was conducted by Alaghemandi et al. [97], in which the thermal con-

ductivity of a composite of single-walled carbon nanotubes and polymamide-6,6 (PA)

was investigated using the RNEMD simulations. An interface thermal conductivity of

0.003 W/m-K was obtained, which was 2 orders of magnitude lower than the thermal

conductivity of pure PA (0.24 W/m K). Moreover, this interface thermal conductivity

value of 0.003 W/m-K was even an order of magnitude less than the interface thermal

conductivity value of 0.0457 W/m-K obtained in this work, which could be attributed

to different materials and simulation conditions used. The present simulations were

conducted at an extremely high pressure of 3 GPa as opposed to the simulations per-

formed by Alaghemandi et al. [97], which were conducted at atmospheric pressures.

In conclusion, because of such a high thermal interface resistance, there must be an-

other mechanism, in addition to the high axial thermal conductivity of the CNTs,

which is responsible for the increased thermal transport among the PETN molecules.

Zahedi et al. [98] studied the structural properties of a polymer matrix around the

CNTs and observed enhanced polymer ordering in the interfacial region. They con-

cluded that because of this wrapping of the polymer molecules around the CNTs,

the molecules are predominantly tangential to the CNT surface, which in turn in-

creases the heat transport along the CNTs but decreases the heat transport in the

direction perpendicular to the CNTs. Motivated by this, the layering of the PETN
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Figure 2.45.: Normalized density profile of the PETN molecules around the MWCNTs

surface (case 3: 65% PETN-MWCNT loading).

molecules as a result of their interactions with CNTs was also examined. An equi-

librium non-reactive MD simulation was conducted under the NVE conditions. And

again, the system was first equilibrated to the temperature and pressure of 300 K

and 3 GPa, respectively. After the system equilibration, the density profile calcula-

tions were performed. The simulation box was divided into cylindrical bins having

a length of 4 nm and a radial thickness of 0.07 nm. Fig. 2.45 shows the normalized

density profile of the PETN molecules around the MWCNTs surface (case 3: 65%

PETN-MWCNT loading). As can be seen, the PETN molecules were indeed ordered

around the MWCNTs, and as a result, enhancing the thermal transport among the

PETN molecules in the direction parallel to the CNTs. Thus, the increased thermal

transport observed among the PETN molecules was from the combined effect of high

axial thermal conductivity of the MWCNTs and enhanced ordering of the PETN

molecules.
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3. BURN RATE ENHANCEMENT: MnO2 COATED GF

STRUCTURES

This chapter describes the experimental study that was conducted to investigate the

burn rate enhancement of nitrocellulose (NC) using the MnO2 coated GF structures.

This would couple the chemical effect of the MnO2 catalyst (increased chemical re-

activity) with the physical effect of the GF structure (enhanced thermal transport)

and thus, has the potential to further enhance the burn rates. The effects of both

the MnO2-NC and NC-GF loadings on the burn rates obtained were studied. In

addition, the TG (Thermogravimetric) and DSC (Differential scanning calorimetry)

analysis were also conducted, in order to determine the effects of the addition of

MnO2 and GF on the NC’s activation energy (E) and peak thermal decomposition

(PTD) temperatures.

Most of the text and figures presented in this section are reproduced from {S. Jain and

L. Qiao, Proceedings of the Combustion Institute (2018)} with permission of Elsevier

Publishing.

3.1 Experimental Method

3.1.1 Preparation of MnO2 Coated GF Structures

The pure GF structure was grown on a 3 mm thick Ni template (75 pores per inch)

using a chemical vapor deposition (CVD) technique with flowing a mixture of three

gases, CH4 (20 sccm), H2 (20 sccm), and Ar (210 sccm), at 1050 0C for about 2

hrs. [35]. The details of the GF preparation method are given in section 2.1.3. In this

study, the GF density was kept fixed at 14 mg/cm3 ± 2 mg/cm3.
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Figure 3.1.: The MnO2 coated GF sheet cut in the required dimension of 2.5 cm x

0.6 cm.

After the growth of the GF structure, it was coated with the MnO2 oxide layer using

a simple hydrothermal approach [152]. The KMnO4 powder (223468 Sigma-Aldrich)

was first dissolved in DI water (200 ml) at various concentrations (1.5 mM to 45 mM)

through vigorous stirring for 30 mins at room temperature. The resulting KMnO4

solution was then poured into a 150 ml PTFE (polytetrafluoroethylene) lined, Cr-Ni-

Ti stainless steel autoclave chamber (CIT-HTC230-V150, Columbia International).

The pure GF structure was immersed into this KMnO4 solution and autoclaved in an

oven at 150 0C for 6 hrs. The MnO2 coated GF structures were then dried for 12 hrs.

at 80 0C, which gave enough time for the metal oxide layer to completely crystallize.

The final MnO2 coated GF sheet cut in the required dimension of 2.5 cm by 0.6 cm

is shown in Fig. 3.1.

Fig. 3.2 shows the GF surface after the MnO2 coating. As can be seen, the GF sur-

face coverage by the deposited oxide was found to increase with an increase in the

% amount of MnO2 added to the GF structure. At low MnO2 concentrations, parts

of the GF strut walls were still visible and the deposited MnO2 were in the form of

fiber-like particle agglomerates with their mean sizes ranging from a few hundred nm

to tens of µm. However, at high MnO2 concentrations, the GF strut walls were com-

pletely covered by these dense fiber-like MnO2 particles. The GF supported MnO2

particles provided a more efficient contact between the propellant NC and MnO2 in

terms of the uniformity and surface area of the catalyst exposed. This is in contrast to
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Figure 3.2.: SEM images of the GF surface after MnO2 coating; a) 0%, b) 13%, c)

23%, d) 34% and e) 43% MnO2 in the GF-MnO2 system.
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Figure 3.3.: Amount of MnO2 added as a function of the KMnO4 solution concentra-

tion.

the traditional composite propellant mixtures in which a continuous contact between

the propellant and the catalyst is not achieved because of the random addition of

catalyst particles into the propellant solution.

As can see from Fig. 3.3, initially, a rapid rate of addition of MnO2 to the GF

surface was observed but above 10 mM KMnO4 solution concentration, the rate of

addition slowed down. For concentrations below 10 mM, the dominate chemical

reaction producing MnO2 on the GF surface was [152]:

4MnO−4 + 3C +H2O → 4MnO2 + CO2−
3 + 2HCO−3 (3.1)

The C atoms of GF convert Mn7+ to Mn7+ leading to the initial formation of MnO2

on the GF surface. But above concentrations of 10 mM, due to the surface coverage

by the MnO2 particles, the amount of carbon atoms available for the KMnO4 solution

to react with was limited. Thus, a second chemical reaction as given below between

H2O and KMnO4 started to dominate [153]:
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4MnO−4 + 2H2O → 4MnO2 + 4OH− + 3O2 (3.2)

Thus, initially, MnO2 was produced through the redox reaction between C and

KMnO4 (Eqn. 3.1) but after the initial surface coverage of the GF surface by the

MnO2 particles, the decomposition reaction of KMnO4 (Eqn. 3.2) dominated.

After the preparation of the MnO2 coated GF structures, the NC solution (4% wt.)

was drop-casted onto the GF-MnO2 surface at various amount to get the desired NC-

GF loading, which is defined as the mass of NC per total mass of NC and GF. The

mass of MnO2 was not included in the NC-GF loading definition to facilitate the burn

rate enhancement comparison with and without the addition of MnO2. Moreover, the

amount of catalysts present in the NC-GF-MnO2 system was given in terms of the

MnO2-NC loading, which is defined as the mass of MnO2 per total mass of MnO2

and NC. These fuel doped GF-MnO2 surfaces were then dried at ambient conditions

for 24 hrs., which gave enough time for all the solvent to completely evaporate.

Fig. 3.4 shows the SEM images of the GF-MnO2 surface after NC deposition for two

different NC-GF loadings: 75% and 55%. As can be seen, for the 55% NC-GF loading,

a thin layer of NC was formed over the MnO2-coated GF strut walls. However, for

the 75% NC-GF loading, due to the thicker NC layer deposited, no structure of the

MnO2 particles was visible underneath the fuel layer.

3.1.2 TG and DSC: Experimental Setup

The TG and DSC analysis were conducted using a thermal analyzer (SDT Q600)

to determine how the activation energy (E) and peak thermal decomposition (PTD)

temperatures of NC were affected by changing the MnO2-NC loading for three dif-

ferent NC-GF loadings (100%, 75% and 55%). The PTD temperature was taken as

the point at which the heat flow was maximum. For all the tests conducted, the

specimen mass was kept fixed at 3 mg, the temperature range was set to 25-400 0C
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Figure 3.4.: SEM - zoomed out (a and b) and zoomed in (c and d) images of the

GF-MnO2 surface after NC deposition for 75% and 55% NC-GF loadings.

and alumina crucibles were used. Moreover, the thermal analyzer was operated in

an inert He environment at 1 atm using a flow rate of 100 ml/min. In addition, the

Kissinger Method [154] was used to calculate the activation energies. Five different

heating rates i.e. 2 0C/min, 5 0C/min, 10 0C/min, 15 0C/min and 20 0C/min were

used and for each heating rate, two different runs were made.

Next, a typical activation energy calculation will be shown, validating the use of the

Kissinger Method. A general reaction rate equation valid for an arbitrary kinetic

model, for a single-step process, can be written as:

∂α

∂t
= k(T )f(α) (3.3)



84

In the above equation, α is the extent of reaction obtained from the TG graph as the

mass fraction of the burned fuel, k(T) is the rate constant and f(α) is an arbitrary

function depending on the particular kinetic model used. For example, for a first order

kinetic model, f(α) would be 1-α. Next, parameterizing k(T) using the Arrhenius

assumption, the Eqn. 3.3 can be re-written as:

∂α

∂t
= Aexp

(
− E

RuT

)
f(α) (3.4)

where A is the Arrhenius constant, E is the activation energy and Ru is the universal

gas constant. The Kissinger equation is then derived from Eqn. 3.4 under the condi-

tion of maximum reaction rate (or maximum heat flow in terms of the DSC analysis)

at which ∂2α/∂t2 is zero [155]:

∂2α

∂t2
=

(
EH

RT 2
m

+ Af
′
(αm)exp

(
−E
RTm

))(
∂α

∂t

)
m

= 0 (3.5)

⇒ EH

RT 2
m

= −Af ′
(αm)exp

(
−E
RTm

)
(3.6)

Taking natural log of both the sides gives the Kissinger equation:

ln

(
H/T 2

m

)
= ln(−ARf ′

(αm)/E)− E

RTm
(3.7)

In the above Eqns. 3.5, 3.6 and 3.7, H is the heating rate and the subscript m repre-

sents the point at which the reaction rate (or the heat flow) was maximum. Moreover,

the temperature Tm corresponds to the PTD temperature. The activation energy was

then determined from the slope of ln
(
H/T 2

m

)
vs. −1/(RTm) graph. However, for the

graph to be a straight line, αm should be independent of the heating rate (H). This

is only strictly true for first order kinetic models in which f
′
(α) = -1. However,

for nth-order and Avrami–Erofeev kinetic models [156], the variation of αm with
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H is also negligible but for other types of kinetic models, the variation can be sig-

nificant [157–159]. Thus, the application of the Kissinger method needs to be verified.

Figure 3.5.: Effect of heating rate (H) on the extent of reaction (αm) at the point of

maximum heat flow. The particular case shown corresponds to 10% MnO2-NC and

75% NC-GF loading.

Fig. 3.5 plots αm as a function of the heating rate. The particular case shown corre-

sponds to 10% MnO2-NC and 75% NC-GF loading. As can be seen, negligible varia-

tion of αm with the heating rate was observed, thus, validating the use of the Kissinger

method. Fig. 3.6 shows the corresponding graph of ln
(
H/T 2

m

)
vs. −1/(RTm) and as

expected, a straight line was observed with a R2 value of 0.9989.

Fig. 3.7 shows the typical DSC curves obtained, which are representative of all the

various combinations of the MnO2-NC and NC-GF loadings examined. For all the

samples tested, a single exothermic peak was observed. For pure NC, an exother-

mic peak at 207.76 0C (for a heating rate of 10 0C/min) was obtained, similar to

the exothermic peaks obtained by Pourmortazavi et al. [160], Sovizi et al. [161] and

Makashir et al. [162] at 206 0C, 208.1 0C and 206.88 0C, respectively, using the same
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Figure 3.6.: Plot of ln
(
H/T 2

m

)
vs. −1/(RTm). The particular case shown corresponds

to 10% MnO2-NC and 75% NC-GF loading.

Figure 3.7.: DSC curves of pure NC for various heating rates.

heating rate of 10 0C/min. In addition, using the Kissinger method for pure NC,

an activation energy of 158.79 KJ/mol was measured, consistent with the activation

energy values of 156.8 KJ/mol, 157.2 KJ/mol and 165 KJ/mol reported by Pour-

mortazavi et al. [160], Sovizi et al. [161] and Zhang et al. [32], respectively. The
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NC decomposition can be divided into two steps that occur simultaneously: (1) the

endothermic step, in which the CO-NO2 bond in NC is ruptured forming NO2 and

aldehydes and (2) the exothermic step, in which NO2 and aldehydes react to form NO,

CO, CO2, H2O and H2. These two steps then combine to give a net energy balance for

the decomposition that is exothermic, which is consistent with the DSC observations

of this study and with the other DSC studies performed in the literature [160–167].

3.1.3 Burn Rate: Experimental Setup

The details of the experimental setup is given in section 2.2 and is briefly described

below. The ignition of the NC-GF-MnO2 samples (2.5 cm x 0.6 cm x 0.3 cm) was

achieved by using a resistive heating nichrome wire. A constant voltage of 10 V was

applied across the wire, which was sufficient to ignite the samples. An IR camera

(FLIR- SC6100) was used to capture the reaction wave propagation process. The

burn rate, which is defined as the rate at which the reaction zone travels across the

fuel layer, was then calculated by tracking the brightest peak within the flame.

3.2 Results and Discussion

3.2.1 Burn Rates and Thermal Decomposition Parameters

Fig. 3.8 shows the burn rates obtained as a function of the MnO2-NC loading for

three different NC-GF loadings (100%, 75% and 55%). For pure NC (100% NC-GF

loading), no burn rate enhancement was obtained until the MnO2-NC loading of 10%

was reached, after which an increase was observed in the burn rates. Above 16.5%

MnO2-NC loading, a plateaued behavior was obtained with burn rate enhancements

up to 2 times (1.5 cm/s) the bulk NC burn rate of 0.7 cm/s. The GF structure, which

was used to support the MnO2 catalyst, clearly significantly increases the burn rates.

As can be seen, the maximum burn rate enhancement, corresponding to 20% MnO2-

NC and 55% NC-GF loading, was about 9 times (6.2 cm/s) the bulk NC burn rate.
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Figure 3.8.: Average burn rates as a function of the MnO2-NC and NC-GF loadings.

This was attributed to the combined physical and chemical effects of the GF-MnO2

structures, as will be explained in the following paragraphs. Lastly, for both 75%

and 55% NC-GF loadings, initially, an increase in the burn rates was observed as a

function of the MnO2-NC loading but above a certain MnO2 concentration, a slight

decrease was obtained.

(1) The physical effect comes from the use of the GF structure, which has been

shown to retain the high in-plane thermal conductivity of thin graphite while avoiding

the high thermal interface resistance issue found in GNPs and CNTs [63, 69–75, 91],

as was discussed in detail in section 2.3.3. Another advantage with the use of the

GF structure comes from its 3D interconnected hollow network of GF strut walls,

which provides a continuous thermal conduction path for the heat transport during

the combustion process. Thus, even with the use of pure GF structure, without any

MnO2, a significant amount of burn rate enhancement was observed (up to 6 times

as shown in Fig. 3.8).

(2) The Chemical effect: Fig. 3.9 plots the thermal decomposition parameters

(activation energy and PTD temperature) as a function of the MnO2-NC and NC-GF
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loadings. The PTD temperatures shown in the figure were obtained using a heating

rate of 10 0C/min. The addition of MnO2 increases the chemical reactivity of the fuel

by catalyzing the exothermic step of NC decomposition between NO2 and aldehydes.

As can be seen, for all the three NC-GF loadings (100%, 75% and 55%) tested, the

activation energy initially decreases with an increase in the MnO2-NC loading but

above a certain MnO2 concentration, a slight rise was observed. This was because,

the addition of the MnO2 catalyst has a dual counteracting affect. The positive effect

comes from the fact that it catalysis the exothermic reaction, whereas the negative

effect comes from the fact that some of the energy that is released during the exother-

mic decomposition is used in heating these MnO2 particles and as a result, decreasing

the net catalytic effect that could be obtained. This dual counteracting effect could

be further confirmed by looking at the behavior of the PTD temperature as a function

of the MnO2 concentration, and similar to the activation energy, initially a decreasing

trend was observed but after that a plateaued behavior was obtained.

Another interesting observation that could be made from Fig. 3.9 is that before the

plateaued behavior was obtained, the PTD temperatures were found to increase as

the NC-GF loading was decreased i.e. for MnO2-NC < 13%: PTD55% > PTD75% >

PTD100%. This could be attributed to the addition of the GF structure. Since GF

does not take part in the decomposition process, some of the energy that is released

during the exothermic decomposition is used in heating these non-reactive GF struc-

tures, which basically acts as heat sinks and in turn, increases the PTD temperatures.

However, for 13% < MnO2-NC < 28%, 75% NC-GF has the lowest PTD tempera-

tures, whereas for MnO2-NC > 28%, 55% NC-GF has the lowest PTD temperatures.

This was because of the delayed plateaued behavior that was observed for the PTD

temperatures as the NC-GF loading was decreased, as will be explained next. For a

given MnO2-NC loading, the lower NC-GF loading corresponds to a greater % wt.

of the GF structure in the GF-MnO2-NC system and thus, more GF was available

to support the MnO2 catalyst, which in turn affected the growth and distribution of
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Figure 3.9.: Activation energy and PTD temperature as a function of the MnO2-NC

and NC-GF loadings (%).

the MnO2 particles. The distribution of a catalyst in the solid phase is very impor-

tant and can strongly affects the decomposition characteristics [168]. Distribution, in

general, can be used to describe factors such as thickness, shape and randomness of

the catalyst particles grown. The lower NC-GF loading, for a given MnO2-NC load-

ing, leads to thinner MnO2 films, assuming the randomness and shape of the MnO2

particles grown remained unchanged, which in turn increases the surface area of the

catalyst exposed and as a result, enhances the catalytic effect.
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A similar behavior was observed in the activation energy, where the optimum MnO2

concentration was increased as the NC-GF loading was decreased. However, in con-

trast to the PTD temperatures, the activation energy remained unchanged with the

addition of GF structures without any MnO2. This was expected as the GF structure

being a physical catalyst was only enhancing the thermal transport rates between the

burned and unburned portions of the fuel, without having any affect on the thermal

decomposition rates. A similar observation was made during the MD simulations of

the coupled PETN-MWCNT system, where only the species distribution curves were

shifted to the left but the reaction pathway remained unchanged (section 2.5.3). For

100% NC-GF loading (without any GF), the PTD temperature, obtained using a

heating rate of 10 0C/min, was lowered by only 3.5 0C but with the use of the GF

structure, the PTD temperatures were lowered by 6 0C and 7.5 0C for 75% NC-GF

and 55% NC-GF loadings, respectively. As far the activation energy was considered,

for 100% NC-GF loading, it was lowered by only 3.6% but for 75% NC-GF and 55%

NC-GF loadings, the activation energies were lowered by 7.5% and 17.0%, respec-

tively.

In literature, a number of studies have been performed confirming the optimum cat-

alytic behavior [169–173]. Kishore et al. [169] studied the catalytic effect of various

oxides such as MnO2, Fe2O3, Co2O3, and Ni2O3 on the burn rate enhancement and

thermal decomposition characteristics of the AP/polystyrene propellant system. For

all the oxides, an optimum catalytic concentration was obtained after which a fall

in the burn and thermal decomposition rates was observed. Joshi et al. [170] also

observed an optimum catalytic behavior in the activation energy of AP as a function

of the Fe2O3 concentration. However, for the PTD temperature, a plateaued behavior

was obtained, similar to the trends observed in the present study. Bakhman et al. [171]

studied the effect of the addition of Fe2O3 on the burn rate enhancement for a number

of oxidizer/fuel combinations (AP/Sulphur, AP/Soot, AP/Polymethylmethacrylate,
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and AP/guanidine nitrate) and for all the cases tested, an optimum Fe2O3 concen-

tration was obtained that maximized the burn rates. Naya et al. [172] also observed

an optimum MnO2 concentration that maximized the burn rate of an ammonium-

nitrate based propellant. Oyumi et al. [173], however, observed a plateaued burning

and thermal decomposition behavior using the Fe2O3 catalyst for an AP propellant

system.

Another interesting observation that could be made from Fig. 3.8 is that the optimum

MnO2 concentration corresponding to the burn rate enhancement was also found to

shift to the right as the NC-GF loading was decreased. This could be attributed

again to the presence of the GF structure. The addition of MnO2 increases the heat

flux back to the surface by catalyzing the exothermic reaction, which was even fur-

ther enhanced by the use of these highly conductive GF structures. For example, as

the NC-GF loading was decreased from 75% to 55%, the % wt. of the GF in the

GF-MnO2-NC system was increased and as a result, more GF was available for each

MnO2-NC loading, which in turn increased the amount of MnO2 required to counter-

act this positive effect of increased thermal transport.

Figure 3.10.: SEM images of the GF-MnO2 surface after combustion for 75% NC-GF

loading.

Fig. 3.10 shows the SEM images of the GF-MnO2 surface after combustion, for two

different MnO2-GF loadings: 25% and 43%. In both the cases, the NC-GF loading
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was kept fixed at 75%. As can be seen, both the MnO2 particles and GF strut walls

remained unburned after the combustion process, thus, confirming that MnO2 and

GF act only as chemical and physical catalysts, respectively, without being consumed

in the combustion process.

3.2.2 Surface Temperature Measurements

Thermocouple measurements were performed next to determine the effect of the ad-

dition of MnO2 and GF on the NC’s peak surface burning temperature. A K-type

thermocouple was used for the measurements. For Pure NC, a peak surface tempera-

ture of 613 ± 30 K was obtained. With the addition of MnO2, a slight decrease in the

peak surface temperature was observed but with the GF, the decrease observed was

significant. For example, with 75% and 55% NC-GF loadings, peak surface tempera-

tures of 555 ± 20 K and 504 ± 20 K were obtained. However, after the MnO2-coating,

only a slight decrease to 543 ± 17 K (75% NC-GF) and 496 ± 20 K (55% NC-GF) was

observed, for 14% and 29% MnO2-NC loadings, respectively. Moreover, CEA calcu-

lations were also conducted to estimate the effect of the addition of GF and MnO2 on

the adiabatic flame temperature. Similar to the trends observed in the peak surface

measurements, a slight decrease in the adiabatic flame temperature was obtained with

the addition of MnO2 particles but with the addition of GF, a significant decrease

was observed. For example, for pure NC, an adiabatic flame temperature of 2481

K was obtained. For 10% MnO2-NC loading (without any GF), the adiabatic flame

temperature was decreased only slightly to 2374 K but with the addition of GF, the

adiabatic flame temperatures were decreased to 1650 K and 1140 K, respectively, for

75% NC-GF and 55% NC-GF loadings (MnO2-NC loading was kept fixed at 10%).
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4. COMBUSTION ON A MICRO-CHIP

4.1 Introduction

During the past decade, research on combustion at micro- and nano-scales has received

great interest. A number of applications have been proposed for small-scale com-

bustion devices: micro-thrusters, micro-heaters, actuators, sensors, portable power

devices and unmanned micro-vehicles [174]. At smaller scales, the surface-to-volume

ratio increases and the combustion becomes difficult to be initiated and sustained

because of the increased heat loss from the combustion chamber walls and strong

wall-flame kinetic interactions [175, 176]. Thus, the successful development of small-

scale combustion-based power devices continues to face significant challenges. Loyal

to the scaling law, combustion should be impossible at nanoscales because the heat

loss would profoundly dominate the chemical reactions. However, Svetovoy et al. [177,

178] showed that hydrogen and oxygen gases could be ignited spontaneously inside

nanobubbles with diameters less than 150 nm. These nanobubbles were produced

from short-time (< 100 µs) water electrolysis by applying high-frequency square al-

ternating sign voltage pulses, which resulted in H2 and O2 gas production above the

same electrode.

Fig. 4.1 shows how the bubble production is affected by changing the polarity and

frequency of the applied voltage pulses. The left images correspond to alternating

sign voltage pulses where both H2 and O2 gases were produced, the middle images

correspond to negative sign voltage pulses where only H2 gases were produced and

the right images correspond to positive sign voltage pulses where only O2 gases were

produced. As can be seen, for frequencies > 20 kHz and only for alternating polarity

pulses, the bubble production has reduced drastically and has completely disappeared
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Figure 4.1.: Gas production as a function of the polarity and frequency of the voltage

pulses. Left: alternating sign, middle: negative sign and right: positive sign voltage

pulses [177].

at a frequency of 100 kHz, although the amount of faradaic current measured re-

mained unchanged, signifying that combustion might have taken place. In addition,

the electrode surface was also found to be considerably modified after the application

of alternating sign voltage pulses for frequencies > 20 kHz. The surface modification

was attributed to have a mechanical origin due to the combustion of H2 and O2 gases.

The chemical origin for the wear was disregarded as the wear was observed for a range

of electrode materials tested. Moreover, since the wear was not observed for single

polarity pulses or for alternating sign pulses with frequencies < 20 kHz, the elctro-

chemical origin for the wear was also not possible. The authors also measured the

increase in the temperature of the electrode surface by determining the temperature

of the liquid surrounding the electrodes using a thin gold probe and a slight rise in

the resistance of the probe was observed, thus, further confirming combustion.
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In an another study, to demonstrate the practicality of nanobubble combustion, Sve-

tovoy et al. [179] fabricated a microfluidic device, in which the nanobubbles were

produced inside a closed microchamber with dimensions 100 x 100 x 5 µm3. The

top of the chamber was covered by a glass but the bottom consisted of a transparent

flexible SiN (silicon nitride) membrane (500 nm thick). And again, the combustion

process was initiated by applying alternating sign voltage pules with frequencies >

20 kHz. In contrast to their previous study described above, much larger temper-

ature changes were observed, which were attributed to the small thermal mass of

the device being used. Moreover, the amount of temperature change observed was

found to increase with an increase in the frequency of applied voltage signals. This

was due to the fact that with an increase in frequency, the residence time for the

bubble growth at the end of one cycle decreases and thus, the H2 and O2 gases were

contained inside bubbles with much smaller sizes. These smaller sizes then translate

into higher bubble pressures, as given by the Laplace-Young equation and in turn, in-

creases the probability of combustion. The effect of Joule heating on the temperature

changes observed was also considered and was obtained to be negligible as compared

to the amount of heat released from the H2/O2 combustion. Moreover, since joule

heating does not depend on the frequency of the applied voltages, the nature of the

temperature changes observed further confirms combustion inside the nanobubbles.

Postnikov et al. [180] conducted a similar study using a closed microchamber but

instead extended the electrolysis process to much longer times up to 1 ms. After a

delay of 300-600 µs, micro-bubbles of 5-20 µm in diameter were observed to be formed

in-between the electrodes. The amount of delay observed was found to increase with

either an increase in the frequency or with a decrease in the voltage of the applied

signal. Moreover, the micro-bubbles were only detected for frequencies greater than

100 kHz and existed for about 3 µs after which, a significant pressure jump, as de-

termined from the membrane deflection, was observed. The authors attributed this

pressure jump to the combustion of H2/O2 gases inside the micro-bubbles. For a

typical combustion event: ∆P∼0.2 bar and ∆t∼3 µs, which using the chamber vol-
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ume roughly comes out to be around 1 nJ of energy being released. However, the

mechanism responsible for this combustion event was not known.

Apart from the experimental evidences, a complete theoretical understanding of the

combustion process inside the nanobubble is still missing. The only numerical study

that have been performed was conducted by Prokaznikov et al. [181], in which the

continuum-scale kinetic models were used to study the combustion process. The key

mechanism identified was the dissociation of H2 molecules at the bubble surface pro-

ducing H radicals, which in turn initiated and sustained the combustion process at

room temperature. It was argued that a bubble surface is not neutral but negatively

charged [182–185] and it is these charged centers at the liquid-vapor interface that

leads to the dissociation of H2 and O2 gases into H and O radicals, respectively.

These negative charges are related to the ζ-potential of the bubbles and could either

be attributed to the adsorption of OH− ions or to the anisotropy of water hydrogen-

bonding at the bubble interface [186,187].

If Svetovoy’s [177–179] conclusion of spontaneous H2/O2 combustion inside the nanobub-

bles is indeed true, then these nanobubbles would be the first nanoscale devices in

which the combustion has taken place. As stated above, loyal to the scaling law,

combustion should be impossible at nanoscale because the heat loss would profoundly

dominate the chemical reactions. Thus, before we could truly understand the mech-

anism behind the nanobubble combustion, we must first make sure that combustion

has indeed taken place.

Hence, as a first step, a micro-chip was fabricated to conduct small-scale electroly-

sis of water along with an in-built 10 nm thick platinum thermal sensor underneath

the combustion electrodes to measure the temperature changes occurring during the

combustion process. The bubble production as a function of the voltage, polarity,

frequency and duty cycle of the applied square pulses was investigated. Significant
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amount of bubbles were observed to be formed up to 30 KHz but after that the

bubble production decreased drastically. Moreover, the amount of heat released and

the temperature changes measured were also found to increase above this threshold

frequency of 30 kHz and for each frequency, the temperature rise obtained was max-

imized at a duty cycle of 0.5 (stoichiometric H2/O2 production).

The findings of our experimental work mentioned above were consistent with that of

Svetovoy et al. [177, 178], thus, further confirming the occurence of combustion in-

side the nanobubbles. However, the mechanisms that contributed to this spontaneous

combustion were still not clear. Thus, as a next step, non-reactive molecular dynamic

simulations were conducted to understand how the pressure inside a nanobubble is

affected by the presence of these dissolved external gases (H2 and O2). Knowing the

bubble pressure is a perquisite towards understanding the combustion process.

For a nanobubble to be completely stable in a liquid, it needs to be in both mechanical

and chemical equilibrium simultaneously. The application of the Laplace-Young equa-

tion assumes only mechanical equilibrium. However, for the bubble to be in chemical

equilibrium, the chemical potential of the gases inside and outside the bubble must

also be equal, which requires the liquid to be supersaturated with bubble gases [188].

This is because of the curved interface of the nanobubble and surface tension forces,

which increases the pressures inside nanobubbbles, and higher the pressure, higher

would be the chemical potential of the bubble gasses. The supersaturation (S) is

defined as the ratio of concentration of a gas (C) in the liquid to the saturated con-

centration of the gas at 1 atm (C∗) i.e. S = C/C∗. Moody et al. [189] and He et

al. [190] conducted monte-carlo simulations to calculate the surface tension of su-

persaturated Lennard-Jones planar liquid-vapor interfaces. They found the surface

tension value to decrease with increasing supersaturation and to vanish at the vapor

spinodal. Thus, the surface tension of water needs to be modified according to the

local supersaturation value in order to get the correct pressure difference across the
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nanobubble surface. All of the previous studies [189,190] relating to supersaturation

have been performed for pure systems. However, in this work, the curved interface

of a nanobubble was used to determine the surface tension of water as a function of

the concentration of dissolved O2 gaseous molecules. Here only O2 molecules were

considered but the qualitative behavior of the surface tension value with other types

of gases like H2 would be similar. The surface tension of water was found to decrease

with an increase in the amount of supersaturation, thus, the internal pressure inside

a nanobubble is much smaller than what would have been predicted using the planar-

interface surface tension value of water. Nevertheless, the pressures were still very

high, which could provide a suitable environment for the spontaneous ignition and

combustion to occur.

Chemical reactions, in general, cannot be initiated at room temperature without a

stimulation such as an ignition source. In practical macroscale combustion devices,

once the ignition takes place, the combustion drives up the temperatures (generally

over 1000 K). However, at nanoscales, the surface to volume ratio increases, which

in turn increases the heat loss and as a result, the temperature of the gases will not

increase significantly due to the fast heat diffusion. The ignition and combustion pro-

cess inside a nanobubble is believed to be distinctively different from the macroscopic

high temperature combustion that has been studied widely. In the present study,

reactive molecular dynamic simulations were used to explore the mechanism for the

spontaneous combustion of H2/O2 gases inside nanobubbles for several reasons. First,

due to the constraints of dimensions (since the nanobubbles were restricted to a few

hundred nanometers), conventional modeling, numerical simulations, or kinetic stud-

ies were not suitable. Second, many of the physical and chemical processes taking

place inside the nanobubbles were unknown and, hence, could not be modeled. For

example, the heat diffusion rates, bi- and tri-molecular reaction rate constants, and

bubble pressures were all unknown. Third, the surface-assisted dissociation process

at the gas/liquid interface was unclear; although it was believed to be due to the
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dissociation of H2 molecules at the bubble surface [181], the exact mechanism causing

this dissociation was not well understood. Thus, using MD simulations, the various

different ways through which the H radicals could be produced were examined and

compared. Motivated by the above, the effects of surface-assisted dissociation of H2

and O2 gases and the initial system pressure on the ignition and reaction kinetics of

the H2/O2 system were studied. Moreover, in contrast to the work of Prokaznikov et

al. [181], which explored the spontaneous combustion of H2/O2 gases from the chemi-

cal kinetics perspective, no assumptions regarding bi- and tri-molecular reaction rate

constants were made as the combustion process was simulated using the first princi-

ples derived reactive force field, ReaxFF, which includes both the physical changes

such as thermal/mass transport and the chemical changes such as bond breaking and

forming. In addition, the temperature of the H2/O2 system was not held constant at

300 K but was allowed to be varied in order to compare the rates at which the heat

was being lost vs the rate at which the heat was being produced from the exothermic

reactions.

4.2 Experimental Study: MEMS Thermal Sensor

A 10 nm thick Pt thermal sensor was fabricated directly underneath the combustion

electrodes to facilitate the temperature measurements. In addition, the electrolysis

process was also viewed optically using a microscope to determine how the bubble

production was affected by changing the frequency, voltage, polarity and duty cycle

of the applied square pulses.

4.2.1 Fabrication

For fabrication, a double sided, polished, 500 µm thick, 4 inch in diameter, P-type

silicon wafer was used. A 2 metal layer design was employed, where the bottom metal

layer acted as the thermal sensor and the top metal layer as the combustion electrodes.

For the thermal sensor, platinum (Pt) was selected as the metal type because of its
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high electrical resistivity and thermal coefficient of resistance values, whereas for the

combustion electrodes, gold (Au) was used because of its weak yield strength so that

a significant wear of the electrodes could be detected during the combustion process.

In the following, a step by step description of the fabrication process is given:

Figure 4.2.: (Step 1) SixNy deposition using the LPCVD technique.

Step 1: First, on the top of the Si wafer, a 150 nm thick SixNy (silicon nitride) layer

was deposited using the LPCVD (low pressure chemical vapor deposition) technique.

The deposition was performed at a process temperature and pressure of 770 0C and

200 mTorr, respectively, and a combination of two gases was used i.e. NH3 (ammo-

nia) at 200 sccm and SiH2Cl2 (dichlorosilane) at 80 sccm. At these conditions, a

growth rate of 37 Å/min was obtained. There were several advantages for depositing

SixNy on the top of the Si wafer such as better adhesion of the metal layers, electrical

insulation, prevention against oxidation and good barrier against moisture penetra-

tion [191].

Step 2: A 10 nm thick Pt layer was then deposited and patterned on the top of

the SixNy layer using the lift-off technique, as will be explained next. First, a 2

µm thick positive photo-resist (AZ 1518) was spin-coated onto the nitride layer and

patterned using the contact photolithography method. For the lithography, a UV light

of wavelength 405 nm was used and the exposure time was set to 30 s. Moreover, a

dark field mask was used and the photo-resist was developed using a solvent called

MF-26A for 30 s. After patterning the photo-resist, a 10 nm/3 nm thick Pt/Ti layer

was deposited on the top using an E-beam evaporator. The Ti (titanium) layer was

deposited below the Pt layer for adhesion purposes. After the metal deposition, the

wafer was soaked in PRS-2000 at 90 0C overnight, which gave enough time for all
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Figure 4.3.: (Step 2) Pt/Ti layer deposition using the Lift-off technique.

Figure 4.4.: Top view of the serpentine shaped Pt thermal sensor. Length and width

of one rectangular unit: 100 µm × 6 µm.
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the photo-resist to completely lift-off, leaving the desired Pt thermal sensor pattern

behind, as shown in Fig. 4.4. As can be seen, the Pt thermal sensor layer was designed

in the shape of a serpentine, which was to increase its zero-current value of resistance

(8.6 kΩ) so that during the combustion process even small amount of changes in the

resistance values could easily be detected.

Figure 4.5.: (Step 3) SixNy deposition using the PECVD technique.

Step 3: After the Pt/Ti metal deposition, another SixNy layer (270 nm thick) was

deposited to electrically insulate the Pt thermal sensors from the gold combustion

electrodes (to be deposited). However, in contrast to the previously deposited SixNy

layer, a PECVD (plasma enhanced chemical vapor deposition) technique was used

instead of the LPCVD. This was done to facilitate the SixNy deposition at low tem-

peratures (300 0C) instead of high temperatures (770 0C), which was required because

of the presence of the metal layers. For the PECVD method, the deposition was per-

formed at a temperature and pressure of 300 0C and 600 mTorr, respectively, and a

combination of two gases was used i.e. NH3 at 100 sccm and SiH4 (silane, 10% in

N2) at 120 sccm. Moreover, the RF power applied was set to 100 W and an on/off

technique was used for the depositions. At these conditions, a deposition rate of 20

nm/min was obtained.

Step 4: Next, the gold combustion electrode layer was deposited and patterned using

the similar lift-off technique, as was used in the case of the Pt thermal sensor layer.

And again, a 3 nm thick Ti layer was deposited below the gold layer for adhesion

purposes. The thickness of the gold layer was set to 100 nm to ensure that enough

metal was available for wire-bonding and conducting electrolysis.
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Figure 4.6.: (Step 4) Au/Ti layer deposition using the Lift-off technique.

Figure 4.7.: (Step 5) SixNy deposition using the PECVD technique.

Step 5: Finally, on the top of the gold layer, a 300 nm thick SixNy layer was deposited,

using again the PECVD technique. After which, openings were made in this nitride

layer for the combustion electrodes and probing pads using the RIE (reactive-ion

etching) tool. The etching was performed using a combination of O2 and SF6 gases

(50 sccm each and at a total pressure of 50 mTorr) with the RF power being set to

100 W. At these conditions, an etching rate of 10 nm/min was obtained. For the

combustion electrodes, square-shaped openings ranging from 20 × 20 µm2 to 80 ×

80 µm2 were made and for all the cases fabricated, a separation distance of 150 µm

was used. Moreover, the thicknesses of the SixNy and metal layers, as given in steps

1-5, were measured using Filmetrics and KLA-Tencor P-7 Profilometer, respectively.

4.2.2 Experimental Setup

The side and top view of a single pair of gold micro-electrodes is shown in Fig. 4.8.

After the fabrication process, the experimental setup was quite straight forward.
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Figure 4.8.: The side and top view of a single pair of gold micro-electrodes.

A drop of water (1 M solution of Na2SO4) was placed on the top of gold micro-

electrodes across which the electrolysis took place, the square voltage pulses were

applied through the probing pads and the temperature changes were measured using

the Pt thermal sensors underneath. The voltage, frequency, duty cycle and polarity of

the applied pulses were varied from 1-7 V, 1-500 kHz, 0.4-0.6 and single-to-alternate,

respectively. Moreover, for the electrolysis, threshold voltages ranging from 3.5 V to

5 V were obtained, which were much higher than the water’s equilibrium potential

of 2.06 V at standard conditions [192]. The reason for this discrepancy could be

attributed to the small size and planar arrangement of the electrodes used [177,178].

In addition, the electrolysis was conducted only for short times: < 2000 µs. Fig. 4.9

shows the zoomed out top view of a single pair of gold micro-electrodes and Fig. 4.10

shows the side view of the device at a location across the probing pads for the Pt

thermal sensors.
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Figure 4.9.: Zoomed out, top view of a single pair of gold micro-electrodes.

Figure 4.10.: Side view of the device at a location across the probing pads for the Pt

thermal sensors.

For packaging, the silicon wafer was mechanically diced into 7 x 17 mm2 chips, with

each chip consisting of 6 pairs of gold micro-electrodes and a single pair of gold micro-

heater. This gold micro-heater, as shown in Fig. 4.11, was used for the calibration

purposes as will be explained later in this section. Each chip was then wire-bonded

to a custom PCB board, as shown in Fig. 4.12.
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Figure 4.11.: Gold micro-heater for calibration purposes.

Figure 4.12.: Packaging of the micro-chip.

Before conducting electrolysis, two types of calibrations were performed:

(1) Resistance of the Pt thermal sensor vs. temperature: Each chip (before wire-

bonding to the PCB board) was heated on a calibrated thermal stage in vacuum up

to 400 K in increments of 10 K. At each incremental temperature step, the four-point

probe technique (Fig. 4.9) was used to calculate the resistance of the Pt layer. A

small amount of DC current of 100 µA was applied across the Pt layer through the
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points A and B, and the corresponding change in the resistance was then determined

by measuring the voltage drop across the points D and F. A TCR (thermal coefficient

of resistance) value of 1 ± 0.1 mΩ/K was obtained for the Pt layer.

(2) Resistance of the Pt thermal sensor vs. input power: Next, using the in-built

micro-heater, as shown in Fig. 4.11, the resistance of the Pt layer was calibrated to

the heater input power. In order to replicate the heat conduction in the micro-heater,

the thickness of the gold and Pt layers were kept same as that in the actual device.

The joule heating of the gold serpentine layer was used as the power source. Powers

ranging from 4×104 to 106 W/m2 (DC currents from 2 mA to 10 mA) were applied

across the gold layer, and the corresponding changes in the resistance of the Pt layer

were measured using the four-point probe technique. This change in resistance was

then converted to the change in temperature using the previous resistance vs. tem-

perature calibration.

Fig. 4.13 shows the schematic of the experimental setup used and as can be seen, it

consists of two main circuits:

(1) The combustion circuit, across which the square voltage pulses were applied. The

amount of current flowing through this circuit, as a result of the electrolysis, was cal-

culated by measuring the voltage drop across a dummy resistance R0 (820 Ω) using an

oscilloscope. In Fig. 4.13, R1 is the effective resistance across the planar gold micro-

electrodes during the electrolysis process and C is the capacitance due to the charging

and discharging of the electrical double layer near the electrode surface. Moreover,

the value of R0 (820 Ω) was kept much smaller as compared to the R1 value (6-11 kΩ

for 20 × 20 µm2 electrodes) to avoid loading the circuit.

(2) The second circuit consist of the Pt layer across which a small amount of DC

current of 100 µA was applied and the amount of change in the resistance of the Pt
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Figure 4.13.: Schematic of the experimental setup.

layer was then determined by measuring the voltage drop across this layer. The DC

current was applied using the Keithley 2400 source meter, whereas the voltage drop

was measured using the Keithley (2000) 6 1/2 digit multimeter. Moreover, special

precautions were made to ensure that the DC current source was floating so that

the two circuits would be electrically independent. In addition, the two circuits were

electrically insulated from one another using a 270 nm thick SixNy layer.

4.2.3 Results and Discussion

Fig. 4.14 shows the effect of frequency on the current response curves obtained, for

alternating polarity pulses. The voltage and duty cycle were kept fixed at 7 V and 0.5,

respectively, and for the particular case shown, 20 × 20 µm2 electrodes were used. As

can be seen, the measured currents were made up of two components: faradaic and

non-faradaic. The faradaic current was due to the electrochemical reactions occurring
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at the electrode surface and as a result, remained constant, whereas the non-faradaic

current was due to the charging and discharging of the electrical double layer formed

near the electrode surface and thus, had an exponential decaying character associated

with it [178]. The total current response can be written as:

IT = IF + INF exp

(
−t
τ

)
(4.1)

In the above equation, IT is the total current, IF is the faradaic current, INF is the

non-faradaic current constant and τ is the time constant. Fitting Eqn. 4.1 to the

Figure 4.14.: Current response curves for 1 kHz, 10 kHz and 100 kHz. The particular

case shown corresponds to using 20 × 20 µm2 electrodes. The voltage and duty cycle

were kept fixed at 7 V and 0.5, respectively.
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measured currents shown in Fig. 4.14, steady state faradaic currents (IF ) and time

constants (τ) of 0.12 mA, 0.25 mA and 0.28 mA, and 72 µs, 12 µs and 4.6 µs were

obtained for the frequencies 1 kHz, 10 kHz and 100 kHz, respectively. For the 1 kHz

frequency, much lower steady state faradaic currents were observed as compared to

that observed for the 10 kHz and 100 kHz frequencies. This could be attributed to

the fact that with a decrease in frequency, the residence time for the bubble growth

at the end of one cycle increases, thus, the H2 and O2 gases were contained inside

bubbles with much larges sizes, which in turn increased the electrode’s surface bubble

coverage and as a result, limited the amount of electrochemical reactions that could

place. Another reason could be attributed to the absence of combustion at lower fre-

quencies, which even further increased the bubble coverage. Moreover, a decreasing

trend was observed in the time constant values (τ) as a function of the frequency,

which indicated that not all adsorption sites were filled in such a short time [178].

In addition, the measured current curves, as shown in Fig. 4.14, were symmetric i.e.

similar time constants and faradaic currents were obtained from the positive and neg-

ative parts of the current curves. However, for single polarity pulses, the positive and

negative parts of the current curves were not symmetric, reflecting the dependence

of the capacitance of the electrical double layer on the applied potential. These find-

ings were consistent with that observed by Svetovoy et al. [177–179] in which, for an

alternating polarity pulse of 40 kHz and 6 V, symmetrical current responses with a

time constant of 4 µs were obtained.

Fig. 4.15 shows how the current response curves are affected by changing the elec-

trode surface area. The voltage, duty cycle and frequency of the applied alternating

pulses were kept fixed at 7 V, 0.5 and 50 kHz, respectively. The steady state faradaic

current was found to increase from 0.28 mA to 0.5 mA as the electrode surface area

was increased from 20 × 20 µm2 to 80 × 80 µm2. However, in terms of the current

density, a decrease was observed from 70 A/cm2 to 8 A/cm2. The increase in the

absolute value of the faradaic current with the electrode surface area was expected
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Figure 4.15.: Current response curves for two different electrode surface areas. Left:

20 × 20 µm2 and right: 80 × 80 µm2. The voltage, duty cycle and frequency of the

applied alternating pulses were kept fixed at 7 V, 0.5 and 50 kHz, respectively.

because of the increased gold surface area available for the electrochemical reactions

to occur. However, the increase observed wasn’t proportional to the increase in the

surface area, which could be attributed to the fact that the resistance R1 between the

planar electrodes was initially very high (6-11 kΩ for 20 × 20 µm2 electrodes) and

thus, any improvements in this resistance value due to an increase in the electrode

surface area produced only minor changes in the faradaic currents. Moreover, for

both the electrodes, similar time constant values of 6.5 µs (20 × 20 µm2) and 5.5

µs (80 × 80 µm2) were obtained. This was expected, since the charging/discharging

rates of the electrical double layer controls the time constant values and as a result,

for a given applied potential, the time constant values were mostly dependent on the

frequency of the applied pulses.

Fig. 4.16 shows the effect of frequency on the temperature of the Pt thermal sen-

sor layer. The voltage and duty cycle of the applied signals were kept constant at

7 V and 0.5, respectively, and the particular case shown corresponds to using 20

× 20 µm2 electrodes. As can be seen, the temperature starts rising only above a

threshold frequency of 30 kHz. Initially, the temperature increases linearly but then
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Figure 4.16.: Effect of frequency on the temperature of the Pt thermal sensor. The

particular case shown corresponds to using 20 × 20 µm2 electrodes. The voltage and

duty cycle of applied alternating pulses were kept fixed at 7 V and 0.5, respectively.

Figure 4.17.: Effect of frequency on the average surface heat produced. The particular

case shown corresponds to using 20 × 20 µm2 electrodes. The voltage and duty cycle

of the applied alternating pulses were kept fixed at 7 V and 0.5, respectively.
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a plateaued behavior was obtained, with temperature changes up to 0.85 K. Three

sets of run were made for each data point and an accuracy of at least ± 0.1 K was

obtained. A similar observation was made while viewing the electrolysis process un-

der a microscope, where significant amount of bubbles were produced up to 30 kHz

but after that the bubble production decreased drastically, although the faradaic cur-

rent, as shown in Fig. 4.14, remained unchanged. Thus, confirming that the rise in

temperature observed was indeed from the combustion of H2/O2 gases contained in-

side the nanobubbles. To further confirm, the average surface heat values produced

were also plotted, as shown in Fig. 4.17 , and similar to the temperature changes ob-

served, initially a linear increase was obtained followed by a plateaued behavior. This

plateaued behavior could be explained from the pressure effect. With an increase in

frequency, the residence time for the bubble growth at the end of one cycle decreases,

and thus, the H2 and O2 gases were contained inside bubbles with much higher pres-

sures which in turn increased the combustion probability. However, above a certain

point, further increase in the pressure does not significantly increase the combustion

probability [193] and hence, a plateaued beahvior in the temperature/surface heat

values was observed. Surface heat values up to 4.0×105 W/m2 were obtained (500

kHz), which was in close agreement with the theoretical power of 4.5×105 W/m2

calculated for the H2/O2 combustion using a steady state current value of 0.28 mA

and for the 20 × 20 µm2 electrodes. However, as can be seen from Fig. 4.17, the

surface heat value obtained by Svetovoy et al. [177, 178], for a frequency of 50 kHz,

was much higher as compared to the surface heat value obtained in this work, which

could be attributed to a number of factors such as the electrode shape, separation

distance, electrode surface area, deposition quality, thickness of the metal layers and

the measurement technique used. The accuracy of the surface heat measurements,

as deduced from the temperature measurements, came out to be at least ±5.0×104

W/m2. The effect of Joule heating on the temperature changes observed was also

considered and was obtained to be negligible as compared to the amount of heat re-

leased from the H2/O2 combustion. Only 6×103 W/m2 of surface heat was generated
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from the passage of 100 µA through the Pt layer, which was much less as compared

to the surface heat values shown in Fig. 4.17. Moreover, since joule heating does

not depend on the frequency of the applied voltages, the nature of the temperature

changes observed confirms the occurrence of combustion inside the nanobubbles.

Figure 4.18.: Effect of duty cycle on the temperature of the Pt thermal sensor layer.

The particular case shown corresponds to using 20 × 20 µm2 electrodes. The voltage,

duty cycle and frequency of the applied alternating pulses were kept fixed at 7 V, 0.5

and 500 kHz, respectively.

Next, as shown in Fig. 4.18, the effect of duty cycle on the temperature of the Pt

thermal sensor layer was studied. For the particular case shown, 20 × 20 µm2 elec-

trodes were used and the voltage and frequency were kept fixed at 7 V and 500 kHz,

respectively. As can be seen, an optimum duty cycle of 0.5 was obtained which max-

imized the temperature changes. This was expected, since, at duty cycles other than

0.5, the H2/O2 gas production was not stoichiometric and as a result, the amount of

heat that could be produced was reduced. Thus, the duty cycle dependency further

confirms that the rise in temperature obtained was not because of some adverse side

effects of high frequencies but was from the combustion of H2/O2 gases.
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4.3 Nanobubble Pressure and Surface Tension

Some of the text and figures presented in this section are reproduced from {S. Jain

and L. Qiao, AIP Advances 7, 045001 (2017)} with permission of AIP Publishing.

During the nanobubble experimental study, faradaic currents up to 0.28 mA were

obtained for 20 × 20 µm2 electrodes. Then using the diffusion length and faradaic

current equation, the amount of supersaturation of gases in the water surrounding

the electrodes can be estimated. For example, for O2 gases, the diffusion length can

be approximated using the following equation:

lO2 =
√
DO2t (4.2)

In the above equation, D is the diffusion coefficient of oxygen in water (2.2×10−9

m2/s at 300 K [194]) and t is the time period of a complete cycle. For a frequency of

30 kHz (the threshold frequency to observe combustion), the diffusion length comes

out to be 270 nm. Then using the faradaic current equation, the concentration of O2

gases (CO2) in water can be estimated as follows [195]:

CO2 =
IF t

4eAlO2

(4.3)

In the above equation, IF is the faradaic current, e is the electron charge value and A is

the cross-sectional area of the electrode surface. For a frequency of 30 kHz, faradaic

current of 0.28 mA and 20 × 20 µm2 electrodes, a CO2 value of 1.35×1020 cm−3

is obtained. The supersaturation ratio (S) is then determined by dividing the CO2

value with the saturated concentration of O2 in water at 1 atm and 300 K (7.7×1017

cm−3 [196]), and it comes out to be around 175. A similar supersaturation ratio can

also be estimated for H2 gases and for the conditions considered above, a value of

400 is obtained. Thus, in the present non-reactive MD simulations, the water was

supersaturated with gases with the S values ranging from 1-850, which covered most of
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the saturation levels achieved during the experiments. Moreover, the supersaturation

effect of only one type of gas (O2) was considered, since, the qualitative behavior with

other types of gases would be similar.

4.3.1 Interaction Potential

The simulations were performed using LAMMPS [136] and three types of interactions

were considered:

Figure 4.19.: SPC/E water model.

(1) H2O-H2O Interactions: The water molecules were modeled using the extended

simple point charge (SPC/E) force field [197], an improved version of the original

SPC water model [198]. In the SPC/E force field, the water is modeled as a rigid

molecule with three point charges, with one point charge located at the oxygen atom

(-0.8476|e|) and the other two point charges at the hydrogen atoms (0.4238|e|). In

addition to columbic interactions, in the SPC/E force field, dispersive Lennard-Jones

(L-J) interactions between the oxygen atoms are also considered. The geometry of

the SPC/E water model is illustrated schematically in Fig. 4.19. The rigid tetrahe-

dral angle (H-O-H) was set to 109.470 and a bond length (O-H) of 0.1 nm was used.

Moreover, the SHAKE algorithm [199] was used to rigidify the water molecules and

was implemented within LAMMPS using the fix shake command.
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(2) O2-O2 interactions: The oxygen molecules were modeled as linear with the par-

tial charges on the oxygen atoms being zero. The equilibrium bond length was set

to 0.121 nm [200] and again, the SHAKE algorithm was used to rigidify the oxygen

molecules.

(3) H2O-O2 Interactions: The Lorentz-Berthelot mixing rules [201] were used to cal-

culate the L-J parameters, required for the interactions between water and oxygen

molecules, as given below:

σH2O−O2 =
1

2

(
σH2O−H2O + σO2−O2

)
(4.4)

εH2O−O2 =
√
εH2O−H2OεO2−O2 (4.5)

In the above equations, σ and ε are the L-J size and energy parameters, respectively,

and their values are given in Table 4.1.

Table 4.1.: L-J parameters [197,202]

Parameter H2O (O atom) H2O (H atom) O2 (O atom)

σ (Å) 3.166 0 3.094

ε (kcal/mol) 0.1553 0 0.09538

The net interaction between any two atoms (i, j), belonging to different molecules,

can be written as [203,204]:

Enet = EL−J + Ecoul (4.6)

where,

EL−J = 4εij

((
σij
rij

)12

−
(
σij
rij

)6)
for rij < rcut (4.7)
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Ecoul =
qiqj

4Πεorij
(4.8)

In above equations, q is the partial charge on an atom, r is the distance between the

centers of two atoms, εo is the electric constant and rcut is the L-J cut-off distance.

A high L-J cut-off value of 2.5 nm was used to ensure that the L-J tail-contributions

were minimum.

4.3.2 Validation of the SPC/E Force Field

In order to validate the SPC/E force field and the simulation parameters used, the

surface tension of pure water was first determined. A planar interface perpendicular

to the z-direction was used to calculate the surface tension of water, according to the

Kirkwood and Buff formula [205]:

γ = 0.5

∫ ∞
−∞

(
Pn(z)− Pt(z)

)
dz (4.9)

In the above equation, Pn (z) = Pzz (z) is the normal pressure-tensor in the z-direction

and Pt (z) = 0.5*(Pxx (z) + Pyy (z)) is the tangential pressure-tensor. At locations

far from the interface, Pt = Pn = P, thus, regions only near the interface contribute

to the integral value. A factor of 0.5 was included in Eqn. 4.9 because of the double

counting of the two interfaces of the liquid film. Next, the simulation box was binned

in the z-direction using 3d bins of sizes 7 nm x 7 nm x 5 Å. The pressure tensors

(Pxx, Pyy and Pzz) were calculated for each 3d bin by summing over the per-atom

stress quantities. Other thermodynamic properties such as density/number and tem-

perature were calculated, similarly, for each bin by summing over their corresponding

per-atom quantities. These thermodynamic properties were then averaged over time

using the LAMMPS fix ave/spatial command.
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Figure 4.20.: Initial setup of the simulation domain for pure water surface tension

calculations.

Figure 4.21.: Saturated vapor-liquid density profile.

Fig. 4.20 shows the initial setup of the simulation domain, which as can be seen, was

divided into three slabs of sizes 7 x 7 x 7 nm3, with the middle slab consisting of N

= 12,000 water molecules based on the water density at P = 1 atm and T = 300 K.

Periodic boundary conditions were employed in all the three directions and a time

step of 2 fs was used. After the initial setup of the simulation domain, the system
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equilibration to 300 K using the Nose-Hoover thermostat [145,146] with a relaxation

time of 100 fs was conducted for 2 ns. Fig. 4.21 shows the saturated vapor-liquid

density profile obtained along the z-direction after the equilibration and as can be

seen, a symmetrical profile was obtained, thus, confirming that the system has been

properly equilibrated (saturated liquid density - 0.996 g/ml and saturated vapor den-

sity - 3×10−5 g/ml)

After the system equilibration, the NVT ensemble was used to calculate the average

thermodynamic properties such as density/number, pressure tensors and temperature.

For pure water, a surface tension value of 59.83 ± 2 mN/m was obtained, similar to

the value of 63.6 ± 1.5 mN/m calculated by Vega et al. [206] using the SPC/E rigid

water model. In the same study performed by Vega et al., much better agreements

with the experimental surface tension value of 71.3 mN/m were obtained by using

the SPC/E, TIP4P/Ew, and TIP4P/2005 water models rather than the SPC, TIP3P,

and TIP4P models. Thus, because of the wide use and simplicity, all of the following

surface tension values were calculated using the SPC/E force field.

4.3.3 Surface Tension under Supersaturated Conditions

Figure 4.22.: Bubble growth and stability after the creation of the cavity: a) t = 200

ps, b) t = 1 ns and c) t = 2 ns. The particular case shown corresponds to S = 200

and the blue molecules represent O2.
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To determine the surface tension of water under supersaturated conditions, the curved

interface of a nanobubble was used instead of the planar interface. Initially, the O2

and H2O molecules (12,000) were randomly added to the simulation box of size: 7

nm x 7 nm x 7 nm. The number of initial O2 molecules added was based on the

supersaturation value desired (1 to 850). First, the system equilibration to 300 K

and 1 atm was performed for 2 ns. The relaxation time for the Nose-Hoover ther-

mostat and barostat was set to 100 fs and a time step of 2 fs was used. The L-J

cut-off value was again set to 2.5 nm and periodic boundary conditions were used

in all the three directions. After the equilibration, a cavity of diameter 4.0 nm was

created at the center of the simulation box (by deleting some of the water molecules).

The simulation was then run under the NVT conditions (300 K) until the bubble

radius attains a steady state value, after which the pressure inside and outside of the

bubble was calculated. 3d bins of sizes 5 Å x 5 Å x 5 Å were used to calculate the

pressure tensors and other thermodynamic properties. Next, assuming the validity of

the Laplace-Young equation and using the ∆P across the bubble surface along with

the equilibrated bubble radius value, the surface tension of water was determined.

Fig. 4.22 shows the bubble growth and stability after the creation of the cavity. In

the figure, only O2 molecules are shown for visualization purposes.

Four cases corresponding to the supersaturation values of 1, 200, 400 and 850 were

considered. As can be seen from Fig. 4.23, the relative surface tension value of water

was found to decrease with an increase in the supersaturation ratio. Fig. 4.24 shows

how the pressure inside a bubble changes with the bubble diameter, for different su-

persaturation values. A big drop in the bubble pressure was obtained as the value of

S was changed from 1 to 200 but after that the change in bubble pressure with the S

value was not significant. During the nanobubble combustion experiments, a thresh-

old frequency of 30 kHz was observed, which using Eqns. 4.2 and 4.3 corresponds

to a diffusion length of 270 nm and a supersaturation ratio of 175, implying that in

one cycle, bubbles with diameters as large as 270 nm could be formed. Then using
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Fig. 4.24, a corresponding pressure of 10 atm was obtained. Thus, approximately, the

pressure inside the bubble must be greater than 10 atm in order to have a possibil-

ity to observe combustion. This hypothesis will be further confirmed using reactive

molecular dynamic simulations, as discussed in the next section.

Figure 4.23.: Relative surface tension of water, γ(S)/γ(S = 1, saturated water), as a

function of the supersaturation ratio.

Figure 4.24.: Bubble pressure as a function of the bubble diameter for different su-

persaturation ratios.
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4.4 H2/O2 Combustion at Low Temperatures and High Pressures

Most of the text and figures presented in this section are reproduced from {S. Jain and

L. Qiao, The Journal of Physical Chemistry A 122, 5261 (2018)} with permission of

American Chemical Society Publishing.

In this section, the ignition of H2/O2 gases and species evolution as a function of the

initial system pressure (or bubble size) and the amount of H and O radicals added

were studied. In addition, the temperature of the H2/O2 system was not held constant

at 300 K but was allowed to be varied in order to compare the rate at which the heat

was being lost vs. the rate at which the heat was being produced from the exothermic

reactions. The resulting chemistry was quite different from macroscopic combustion,

which usually takes place at much higher temperatures of above 1000 K. For the

simulations, cubic boxes were used to represent the nanobubbles. Since, the main goal

of this work was to understand the mechanism behind the spontaneous combustion of

H2/O2 gases at room temperature, a good qualitative understanding of the initial and

boundary conditions (pressure, temperature and H/O radical concentrations) could be

obtained with the cubic boxes. Moreover, the cubic boxes reduce the computational

cost and complexity considerably.

4.4.1 Computational Method

The simulations were again performed using LAMMPS [136] and the interactions be-

tween the atoms were calculated using the ReaxFF force field [137,139], in which the

bond order between a pair of atoms is determined from their interatomic distance.

Table 4.2 lists the minimum bond order values used to identify the species produced

during the combustion process. Pair of atoms that had the bond order value greater

than the listed threshold bond order value were considered to be bonded. The partic-

ular ReaxFF force field used in this study was developed by Agrawalla [207], which

was designed to investigate the reaction kinetics of the H2/O2 system at high pressures
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and low temperatures and thus, contains information on different pathways leading

to the formation and consumption of HO2 and H2O2 molecules, which will play a

key role in understanding the reaction kinetics of nanobubbles. Moreover, this force

field has also been validated with the predictions of existing continuum-scale kinetic

models for H2/O2 combustion at high temperatures and low pressures [207].

Table 4.2.: Minimum bond order values (H2/O2 system) [138]

Atom type Atom type Bond order

H H 0.55

H O 0.40

O O 0.65

Table 4.3.: MD simulation matrix (H2/O2 system)

Case Initial % of H Initial % of O System Method

No. radicals added radicals added size (nm3) type

1 3 0 30×30×30 I

2 1 0 50×50×50 I

3 3 0 50×50×50 I

4 6 0 50×50×50 I

5 0 3 50×50×50 I

6 - 0 50×50×50 II

4 3 0 70×70×70 I

5 3 0 100×100×100 I

6 3 0 120×120×120 I
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Initially, H2 (124,200) and O2 (62,100) molecules were randomly added to the simu-

lation box in a stoichiometric proportion, which was because during the nanobubble

experimental work, the electrolysis was conducted at a duty cycle of 0.5 that gen-

erated H2 and O2 gases in stoichiometric proportions of 2:1. The simulation box

size was based on the desired initial pressure and was varied from 30 nm to 120 nm,

corresponding to the initial pressure ranging from 2 atm to 80 atm. After the initial

setup of the simulation domain, temperature equilibration under the NVT conditions

to 300 K was performed using the Noose-Hoover thermostat. The NVT equilibration

was performed for 0.5 ns with the time step and the relaxation time being 0.1 fs and

100 fs, respectively. After the NVT equilibration, the desired amount of H and O

radicals were added to the simulation box. Since, the details of the process through

which the radicals are produced at the bubble surface is not well understood, two

different methods were used to add the radicals. In the first method, the radicals

were added only initially, during the start of the combustion process, whereas in the

second method, the radicals were added continuously at regular intervals of 0.01 ns.

Moreover, for both the methods, the radicals were added only near the surface of the

simulation box (at distance < 3% of the box length). For the first method, the initial

H and O radical concentrations were varied from 1% to 6% (of the total number of

initial H2 and O2 moles present in the system), whereas for the second method, the

amount of H radicals added at each interval of 0.01 ns was based on the estimated

reaction rate constant, as given by Prokaznikov et al. [181]. Table 4.3 lists the differ-

ent cases that were simulated.

To simulate the combustion process, a non-thermostatted dynamics was used. Since,

during the experiments, nanobubbles were produced inside the water droplet, which

was at 300 K, an isothermal boundary of 300 K was assumed for the cubic boxes.

Thus, for atoms near the surface of the box (at distance < 3% of the box length), the

NVT ensemble at 300 K was used. This enforced the isothermal boundary condition

required. However, for atoms in the interior of the box, the NVE ensemble was used,
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allowing the temperature of the atoms to rise from the heat produced during the

combustion process. A time step of 0.1 fs was used with the relaxation time (for the

NVT ensemble) being 100 fs. Moreover, special precautions were made to make sure

that the NVT boundary was set on a group of atoms defined as dynamic. The atoms

were allowed to move in and out of the boundary but the NVT condition was applied

only to the atoms near the boundary. The dynamic group was updated at every time

step of 0.1 fs, and the atoms were assigned to or removed from the group depending

on their respective locations. Thus, the NVT boundary never collapsed and remained

valid throughout the simulation. Fig. 4.25 shows a snapshot of the simulation box.

Figure 4.25.: Snapshot of the simulation box. H/O radicals were added only in the

green shaded area.
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4.4.2 Results and Discussion

H2/O2 reaction characteristics at high pressures and low temperatures

Fig. 4.26 shows the species distribution as a function of time during the combustion

of H2/O2 gases. The initial H radical concentration and system pressure were set

to 3% and 30 atm, respectively. No O radicals were added initially but during the

combustion process, the formation of O radicals was observed. In a combustion pro-

cess at high temperature conditions (> 1000 K), H2O is the dominant stable species

formed. However, for the present low temperature conditions (∼ 300 K), instead of

H2O, H2O2 was the dominant stable species formed, as can be seen from Fig. 4.26.

Moreover, for combustion at macroscales, whenever an ignition is provided, chain

branching reactions are initiated and a significant rise in the temperature is observed.

However, in the present case, due to the large surface to volume ratio, most of the

energy released from the exothermic reactions was lost from the walls of the combus-

tion chamber and as a result, only a slight rise in the temperature of the reaction

products was obtained, around 50 K (for this particular case). Thus, to initiate the

combustion process at low temperatures, high pressure and a certain amount of H/O

radicals are required initially, as will be discussed later. Next, the reaction mechanism

observed for H radical addition at high pressures and low temperatures is explained

in detail [181,207]:
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Figure 4.26.: Species mole fraction as a function of time for 3% initial H radical

concentration. The initial system pressure was set to 30 atm with the box size fixed

at 50 nm. Mole fraction is defined as the number of moles of a species per total

number of initial moles of H2 and O2.
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(1) Chain initiating step: The added H radicals reacted with the H2 and O2 molecules

through the following 3 reactions:

(R1) H +O2 +M → HO2 +M

(R2) H +O2 → O +OH

(R3) O +H2 → H +OH

In reaction R1, M is the concentration of the third body and represents the overall

system concentration, which in turn can be expressed in terms of the pressure and

temperature of the system using the ideal gas law. Thus, the reaction rate for R1 is

pressure dependent and increases with an increase in the system pressure. Moreover,

reaction R1 has a much lower activation energy as compared to reaction R2 [207].

Thus, at high temperatures and low pressures, reaction R2 dominates but at low

temperatures and high pressures, reaction R1 dominates.

(2) Chain propagating step: Reactions in which at least one radical was produced:

(R4) HO2 +H → OH +OH

(R5) HO2 +H → H2O +O

(R6) HO2 +O → OH +O2

(R7) O +H +M → OH +M

(R8) H2 +OH → H2O +H

(R9) O +H2O → OH +OH

(R10) O +OH → H +O2

(R11) HO2 +H2 → H2O2 +H

(R12) OH +OH → H2O +O

As can be seen from Fig. 4.26, HO2 was the dominant intermediate product obtained,

as expected. H (except during the initial part), OH and O radicals, however, were
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present in much smaller amounts with their concentrations quickly reaching steady

state values i.e. these radicals were being consumed as soon as they were produced.

The OH radicals were produced through reactions R4, R6, R7 and R9, whereas the

H and O radicals were produced through reactions R5, R8, R10, R11 and R12.

(3) Chain terminating step: Reactions with either H2O or H2O2 in the products:

(R13) OH +OH +M → H2O2 +M

(R14) HO2 +HO2 → H2O2 +O2

(R15) HO2 +H2 → H2O2 +H

(R16) H2 +OH → H2O +H

(R17) H2O2 +OH → H2O +HO2

(R18) HO2 +OH → H2O +O2

(R19) OH +OH → H2O +O

(R20) H +OH +M → H2O +M

(R21) HO2 +H → H2O +O

Next, the intermediate radicals, according to reactions R13-21, combined to form the

stable species: H2O and H2O2. Fig. 4.27 plots the relative amount of H2O2 to H2O

as a function of time. As can be seen, significant amount of H2O2, up to 32 times

that of H2O, was produced. Reactions R14-15 uses the reactants HO2 and H2, which

were available in abundance, to produce H2O2. On the other hand, for the H2O pro-

duction, the main intermediate product required was OH, which was present in much

smaller quantities as compared to HO2 and H2. Thus, although the rate constants for

reactions R18 and R20 (required for H2O production) were much larger as compared

to the rate constants for reactions R13-15 (required for H2O2 production) [181], the

concentration of reactants available limited the rate of reactions, resulting in much

greater H2O2 production. Other chain terminating reactions requiring H and O rad-
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Figure 4.27.: Relative concentration of H2O2 to H2O as a function of time for 3%

initial H radical concentration. The initial system pressure was set to 30 atm with

the box size fixed at 50 nm.

icals as reactants are not listed as they have very small rate constant values at room

temperature.

Effect of initial H radical concentration

Fig. 4.28 shows the effect of H radical concentration on the reactivity of the H2/O2

system. In the figure, the species reactivity is defined as the rate of change of a given

species quantity per unit time i.e. dNs/dt (1/ns), where Ns is the number of particles

of a given species.The initial H radical concentration was varied from 1% to 6% to

represent the different probabilities of hydrogen dissociation at the bubble surface.

Moreover, the initial system pressure was set to 30 atm with the box size being kept

fixed at 50 nm. As can be seen, the reactivity of the system was found to increase

with an increase in the H radical concentration. This was expected, since, the greater

the amount of H radicals added, the greater would be the number of HO2 radicals
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Figure 4.28.: Effect of initial H radical concentration on the reactivity of the H2/O2

system. The initial system pressure was set to 30 atm with the box size fixed at 50

nm.

produced through reaction R1. For 3% and 6% initial H radical concentrations, a

significant amount of initial boost in the H2O2 reaction rate was observed but then

due to the heat loss, a decay was obtained thereafter. However, for 1% H radical

concentration, no significant initial boost in the H2O2 reaction rate was observed but

instead the reaction rate increased only slightly before falling down to the steady

state value. Thus, for the case of 30 atm initial pressure, at least 3% H radical

concentration was required to observe any significant H2O2 formation. Moreover, as

can be seen from Fig. 4.29, the relative amount of H2O2 to H2O was found to decrease

with an increase in the initial H radical concentration. This could be attributed to the

competition of H radicals towards the formation of H2O2 and H2O. With an increase

in the H radical concentration, the number of HO2 and OH radicals produced in the

system also increases, which in turn increases both the H2O2 and H2O production.

But since, reactions R18 and R20 have much larger rate constant values as compared

to reactions R13-15 [181], the amount of increase observed in the H2O production was
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Figure 4.29.: Relative concentration of H2O2 to H2O as a function of time for various

H radical concentrations. The initial system pressure was set to 30 atm with the box

size fixed at 50 nm.

much more as compared to the amount of increase observed in the H2O2 production.

Effect of initial system pressure

Fig. 4.30 shows the how the initial system pressure (or the box size) effects the re-

activity of the H2/O2 system. The initial H radical concentration was kept fixed

at 3% and no O radicals were added initially. As expected, the reactivity of the

system increases with an increase in the system pressure (or a decrease in the box

size). This could be attributed to the chain initiation reaction R1. With an increase

in the system pressure, the concentration of the third body M also increases, which

in turn increases the rate of formation of HO2 radicals. This increase in the HO2

concentration then translates to greater H2O2 and H2O production, as can be seen

from the reaction mechanism. For the 30 atm and 80 atm initial pressure cases, a

significant amount of initial boost in the H2O2 production was observed but for the

12 atm initial pressure case, no initial boost was obtained but instead the H2O2 reac-
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Figure 4.30.: Effect of initial system pressure on the reactivity of the H2/O2 system.

The initial H radical concentration was kept fixed at 3%.

tion rate was increased only slightly, thus, for the 3% initial H radical concentration,

the initial system pressure must be greater than 12 atm to observe combustion. In

the nanobubble experimental study, faradaic currents up to 0.28 mA were observed

for 20 × 20 µm2 electrodes. Then using the diffusion length and faradaic current

equation, for a frequency of 30 kHz (frequency above which substantial temperature

rise was obtained), a supersaturation value of 175 was obtained along with a diffusion

length of 270 nm, which using non-reactive MD simulations roughly corresponds to a

pressure value of 10 atm. Thus, the nanobubble experimental study and the present

reactive MD simulations predicted similar threshold pressure values for the combus-

tion to occur.

Fig. 4.31 shows how the relative amount of H2O2 to H2O produced is affected by

changing the initial system pressure. As can be seen, a decrease in the relative

concentration was obtained with a decrease in the system pressure. This can again

be attributed to reaction R1. With a decrease in the system pressure, the third body
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Figure 4.31.: Relative concentration of H2O2 to H2O as a function of time for various

initial system pressure. The initial H radical concentration was kept fixed at 3%.

concentration, M, also decreases, which in turn causes a decrease in HO2 formation.

Since, reactions R14-15 are directly dependent on the HO2 concentration, in contrast

to reactions R18 and R20, the decrease observed in H2O2 production was much more

as compared to the decrease observed in the H2O production, resulting in the relative

amount of H2O2 to H2O to be lowered with a decrease in the system pressure.

Effect of O radical addition

Fig. 4.32 shows how the reactivity of the system is affected when, instead of H radi-

cals, only O radicals were added. The initial concentration of the respective radicals

added was kept fixed at 3%. Moreover, the initial system pressure was set to 30

atm with the box size being kept fixed at 50 nm. As can be seen, for the case of O

radical addition, a slight increase in the system reactivity was obtained. However, for

both the cases, H2O2 was dominant stable species formed. The reaction mechanism

observed in the case of O radical addition was slightly different from the H radical ad-

dition reaction mechanism. For the chain initiation step, reaction R3 now dominates,
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since initially, significant amount of O radicals was added, which in turn produced

the required H and OH radicals. H radicals were then consumed via reaction R1

producing the main intermediate species, the HO2 radical. This mechanism could

be further confirmed by looking at the rate of consumption of H2 and O2 species in

Fig. 4.32. For the case of O radical addition, significantly more H2 molecules were

being consumed as compared to the O2 molecules, which was in contrast to the case

of H radical addition, where an opposite trend was obtained. Thus, for the O radical

addition, the main initiation was provided by reaction R3, whereas for the H radical

addition, the main initiation was provided by reaction R1.

Fig. 4.33 shows how the relative amount of H2O2 to H2O produced is affected when

instead of H radicals, only O radicals were added. As can be seen, the relative

concentration of H2O2 to H2O decreases for the case of O radical addition, which

is mostly due to an increase in the H2O production. The rise obtained in the H2O

production could be attributed to reaction R3, via which significant amount of H

Figure 4.32.: Species reactivity for H radical addition vs. O radical addition. The

initial system pressure was set to 30 atm with the box size fixed at 50 nm.
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Figure 4.33.: Relative concentration of H2O2 to H2O produced for H radical addition

vs. O radical addition. The initial system pressure was set to 30 atm with the box

size fixed at 50 nm.

and OH radicals were produced. Since, the amount of H2O molecules produced is

strongly dependent on the H and OH radical concentrations, as can be seen from

reactions R16-21, a significant rise in the H2O production was observed. In contrast,

for the H2O2 production, only a slight increase was observed. This was because HO2

radicals, instead of H and OH radicals, controlled most of the H2O2 molecules being

produced, as can be seen from reactions R13-15. Moreover, since, the rate constants

for reactions R18 and R20 were much larger as compared to the rate constants for

reactions R13-15, the increased H and OH radical concentrations effect was even much

more enhanced, and thus, a decrease in the relative concentration of H2O2 to H2O

was observed for the O radical addition as compared to the H radical addition.
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Effect of the H radical concentration and system pressure on the system

temperature

Fig. 4.34 shows how the core system temperature changes as a function of the simula-

tion time. The effects of both the initial H radical concentration and system pressure

(or box size) were considered. The core of the system represents the interior of the

simulation box in which the NVE ensemble was used to simulate the combustion

process and thus, allowing for the system temperature to increase. As can be seen,

for all the cases, initially a slight rise in the core temperature was obtained but then

because of the significant amount of heat being lost to the atoms near the isothermal

boundary, a quick drop in the temperature was observed. The amount of temperature

rise obtained was found to increase with an increase in the initial H radical concen-

tration or a decrease in the box size. This could be attributed to reaction R1, which

was the main initiation reaction producing radicals into the system. Among all the

cases simulated, the maximum temperature rise obtained was only 68 K (method I).

Figure 4.34.: Core system temperature as a function of time for various H radical

concentrations and box sizes.
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Thus, the first major conclusion that can be made is that the heat losses dominate

i.e. the rate at which the heat is lost is much greater than the rate at which the heat

is released from the chemical reactions. Second, the heat loss rate was found to be a

much stronger function of the simulation box size as compared to the initial H radical

concentration. As can be seen, for the 50 nm box, similar asymptotic temperature

profiles were obtained for both the 3% and 6% H radical addition. However, for the

30 nm box, a much steeper asymptotic slope was obtained. Similar conclusions were

made by Prokaznikov et al. [181], in which a simple heat diffusion equation was used

to predict the thermalization time, which was then found to be on the order of 0.1 ns,

much faster than the chemical reaction rates. Moreover, the thermal diffusion time

was also found to be directly proportional to the box size, again being consistent with

the results given in Fig. 4.34.

Effect of adding H radicals continuously during the combustion process

In contrast to the previous method I, where the H radicals were added only at the

beginning of the simulation, in this method II, the H radicals were added continu-

ously at regular intervals of 0.01 ns, according to the reaction rate constant given by

Prokaznikov et al. [181], to duplicate a H2 surface dissociation reaction:

K =
εvS

4V
(4.10)

In the above equation, ε represents the probability of H2 dissociation, v is the thermal

velocity and S and V are the surface area and volume of the simulation box, respec-

tively. Using a dissociation probability (ε) of 10−2, 210 H radicals were added every

0.01 ns.

Fig. 4.35 compares the rate of formation of H2O2 and H2O obtained using the two

methods (for the method I - 6% H). The simulation box size was kept fixed at 50

nm. As can be seen, for both the methods, H2O2 was the dominant final product
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Figure 4.35.: Mole fraction of H2, O2, H2O2 and H2O as a function of time. The

initial system pressure was set to 30 atm with the box size fixed at 50 nm.

formed. For the method I, initially, due to the large amount of H radicals added,

a huge spike in both the H2O and H2O2 formation was observed but after that the

molecules were produced at a much slower rate. This is in contrast to the method

II, where both the H2O and H2O2 species were formed at a much steadier rate. At

0.47 ns (corresponding to 11,000 H radicals added in both the methods), more H2O2

and H2O molecules were produced using the method II. The H2O2 production was

increased slightly but a much greater rise was observed in the H2O production. After

0.47 ns, however, one to one comparison between the two methods is not possible as

the total number of H radicals added in the method II would be much greater than

the total number of H radicals added initially in the method I.

The greater H2O production observed using the method II could be attributed to

the greater core system temperature observed, as shown in Fig. 4.36 (395 K for the

method II vs 340 K for the method I at 0.47 ns) and to the fact that every time

the 210 H radicals were added, not all were consumed via the initiation reactions

R1 and R2. Some of these H radicals also combined with other radicals that were
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Figure 4.36.: Core system temperature as a function of time. The initial system

pressure was set to 30 atm with the box size fixed at 50 nm.

already present in the system via the chain propagating and terminating reactions

producing more OH and H2O. For the method I, however, since all the H radicals were

added instantly at the beginning, reactions R1 and R2 dominated as there were not

any other radicals present in the system for the H radicals to react with. Moreover,

since the chain terminating and propagating reactions produce more heat in general

as compared to the chain initiation reactions, a greater rise in the temperature was

observed at the end of 0.47 ns using the method II.

Fig. 4.37 shows the different intermediate species formed using the two methods. As

can be seen for the method I, as expected, initially a huge rise in the HO2 and OH

concentrations were observed. However, for the method II, since the H radicals were

added periodically, the concentrations of both OH and HO2 radicals were observed

to increase much more steadily. In the HO2 concentration, however, after 0.2 ns,

a decrease was obtained, which could be attributed to reaction R4. Because of the

increased core temperature (Fig. 4.36, at 0.2 ns, method II), the rate of reaction



143

Figure 4.37.: Mole fraction of HO2, H, O and OH as a function of time. The initial

system pressure was set to 30 atm with the box size fixed at 50 nm.

R4 was also enhanced and as a result, more HO2 radicals were being converted to

OH radicals. Moreover, for the method II at 0.47 ns, much more OH and HO2

radicals were produced as compared to the method I. The greater HO2 production

in the method II could again be attributed to the higher core temperature observed,

whereas the greater OH production could be attributed to reaction R4 as explained

earlier and to the fact that every time the 210 H radicals were added, some of the

H radicals reacted with the other intermediates already present in the system, which

in turn generated more OH radicals. Another interesting observation that could be

made from Fig. 4.37 is that for both the methods, H radicals were being consumed

as soon as they were added/produced. A similar behavior in O radicals was observed

and thus, a rise in the O radical concentration was never detected during the two

methods.
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4.5 Conclusions

(1) A micro-thermal sensor based on resistance thermometry was first fabricated to

measure the temperature changes occurring during the combustion of H2/O2 gases

contained inside the nanobubbles. The bubble production as a function of the volt-

age, polarity, frequency and duty cycle of the applied square pulses was investigated.

Significant amount of bubbles were produced up to 30 kHz but after that the bubble

production decreased drastically, although the faradaic current remained unchanged,

signifying the combustion of H2/O2 gases inside the nanobubbles. Moreover, the

amount of heat released and the temperature changes measured were also found to

increase above this threshold frequency of 30 kHz and temperature changes up to

0.85 K were obtained (for a frequency of 500 kHz). In addition, for each frequency

> 30 kHz, the temperature change observed was maximized at a duty cycle of 0.5

(stoichiometric H2/O2 production). The effect of Joule heating on the temperature

changes observed was also considered and was obtained to be negligible as compared

to the amount of heat released from the H2/O2 combustion. Moreover, since joule

heating does not depend on the frequency of the applied voltages, the nature of the

temperature changes observed further confirms combustion inside the nanobubbles.

(2) Next, non-reactive MD simulations were conducted to determine how does the

surface tension of water surrounding the electrodes is affected by the presence of

dissolved external gases, which would in turn help to predict the pressures inside

nanobubbles. The surface tension of water was found to decrease with an increase

in the supersaturation ratio (or an increase in the external gas concentration), thus,

the internal pressure inside a nanobubble is much smaller than what would have been

predicted using the planar-interface surface tension value of water. For example, for

S = 200, the surface tension of water was lowered by 30%. Nevertheless, the pressures

were still very high, which could provide a suitable environment for the spontaneous

ignition and combustion to occur.
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(3) Finally, using reactive MD simulations, the possibilities of spontaneous ignition of

H2/O2 gases under low temperature and high pressure conditions were explored. The

results obtained qualitatively explained as why spontaneous combustion has taken

place inside nanobubbles for frequencies greater than 30 kHz. The effects of surface-

assisted dissociation of H2 and O2 gases and initial system pressure on the ignition and

reaction kinetics of the H2/O2 system were determined. In addition, the temperature

of the system was not held constant at 300 K but was allowed to be varied according

to the amount of heat lost/gained during the combustion process. In macroscale com-

bustion, whenever an ignition is provided, a huge rise in the temperature is observed

with H2O as the final product being formed. However, in the present nanoscale com-

bustion process, due to the large surface to volume ratio, most of the energy released

from the exothermic chemical reactions was lost from the walls of the combustion

chamber and thus, only a slight rise in the temperature was observed (∼68 K, using

method I). Moreover, instead of H2O, H2O2 was the final product formed (6-140 times

H2O). This was attributed to the low temperature and high pressure conditions under

which the chemical reactions were taking place. The system reactivity (or the rate of

H2O2 formation) was found to increase with an increase in either the initial H radical

concentration or the system pressure. Moreover, the effect of O radical addition was

also studied and similar to the H radical addition, H2O2 was the dominant final prod-

uct formed. The system reactivity, however, was slightly increased but the overall

species evolution of the intermediates remained unchanged. In addition, since the

exact mechanism through which the H radicals are produced at the bubble surface

is not known, the effect of continuous addition of H radicals (method II) vs. adding

H radicals only at the beginning of the simulation (method I) was also studied. And

again, similar to all the previous cases simulated, H2O2 was the final product formed.

However, using the method II, slightly higher temperatures and H2O production was

observed.
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Future Work

Building on the knowledge gained from the nanobubble preliminary work, the follow-

ing experiments are proposed that will help bring the nanobubble one step closer to

be used as a practical device:

1) Fabricate a device with less amount of heat loss in order to make it more efficient

and useful. In the present work, a mm-sized drop of liquid was placed above the

electrodes to conduct electrolysis, which absorbed some of the heat produced

from the nanobubble combustion. Thus, it would be more useful to fabricate a

device by etching micro-channels and reducing the amount of liquid surrounding

the electrodes. This will enable a greater rise in the temperature change to be

observed.

2) Fabricate a device with the back-side of the Si wafer etched out. This, similar

to the above recommendation, will help to increase the amount of temperature

changes that could be obtained. By etching the Si wafer, the thermal mass of

the device will be reduced which will in turn, decrease the amount of heat lost.

3) Conduct electrolysis with circular-shaped electrodes. In the present work, only

square-shaped electrodes were used, which due to their sharp edges produced a

few micro-sized bubbles even for the cases where combustion was observed in

the interior of the electrodes (i.e. for frequencies > 30 kHz). Thus, the use of

circular-shaped electrodes, due to the absence of any sharp edges, will increase

the combustion efficiency by reducing the micro-sized bubble production.

4) Analyze the water after combustion for any H2O2 production to confirm the

predictions obtained from reactive MD simulations. A number of methods can

be used for identifying H2O2 in water such as titration, spectrophotometry,

fluorescence and chemiluminescence [208].
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5. CONCLUSIONS

In this work, the burn rate enhancement of solid propellants when coupled to highly

conductive graphene-based micro-structures was demonstrated using both experi-

ments and molecular dynamic (MD) simulations. Three different types of graphene-

structures were considered i.e. graphite sheet (GS), graphene nano-pellets (GNPs)

and graphene foam (GF), with nitrocellulose (NC) as the solid propellant. In most of

the traditional burn rate enhancement studies, the chemical effect of a metal/metal-

oxides is used to improve the thermal decomposition characteristics of a propellant,

which in turn enhances the burn rate. But in this study, the physical effect of en-

hanced thermal transport was used to improve the burn rates. Only a few studies in

the literature have demonstrated this concept, thus, the knowledge gained from this

work will be beneficial for the future application of this concept in practical combus-

tion and propulsion systems.

NC-GS System

(1) Propellant layers (NC) ranging from 25 µm to 170 µm were deposited on the top

of a 20 µm thick graphite sheet. Burn rates were measured as a function of the ratio

of fuel to graphite layer thickness and an optimum fuel thickness of around 125 µm

was obtained with average burn rates up to 2.3 cm/s (3.3 times the bulk NC burn

rate). The optimum fuel thickness behavior observed was attributed to the compe-

tition between the amount of energy released from the exothermic reactions and the

amount of heat lost to the graphite sheet.

(2) The burn rates obtained were not steady but had an oscillatory profile associated

with it. The exact period and amplitude of the combustion wave oscillations were
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again found to be dependent on the thickness of the fuel layer deposited. For exam-

ple, for the fuel thickness of 25 µm, oscillation periods as high as 0.1 s were obtained.

However, as the fuel thickness was increased to 70 µm and 125 µm, oscillation periods

on the order of 0.05 s and 0.03 s were obtained, respectively.

(3) Next, the coupled NC-GS system was analyzed in detail using 1-D energy con-

servation equations along with simple one-step chemistry. Three important non-

dimensional parameters were identified that governed the burn rate enhancement

and the oscillatory nature of the combustion waves: R - ratio of fuel to graphite

thickness, α0 - ratio of graphite to fuel thermal diffusivity and β - inverse adiabatic

temperature rise. The average burn rates, and oscillation periods and amplitudes

predicted using the 1-D modeling agreed well with the experimental observations.

GNP-doped NC System

(1) For the GNP-doped NC films, propellant layers, 500 ± 30 µm thick, were de-

posited on the top of a thermally insulating glass slide with the doping concentrations

of GNPs being varied from 1-5% by mass. An optimum doping concentration of 3%

was obtained for which the burn rate enhancement was 2.7 times.

(2) The effective thermal conductivity of GNP-doped NC films were also measured

experimentally using a steady state, controlled, heat flux method using the Fourier’s

law of heat conduction and a linear increase in the thermal conductivity value as a

function of the doping concentration was obtained, with a 70% enhancement for the

GNP-NC sample having 5% wt. of GNPs.

(3) Finally, the GNPs were found to remain unburned after the combustion process.

To confirm, a TG analysis of GNPs was conducted in air and negligible weight loss

was obtained up to 870 K. Since, the maximum NC surface temperature measured

was only 613 K, the thermal stability of the GNPs obtained was expected.
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NC-GF System

(1) The effects of both the fuel loading ratio (%) and GF density on the burn rates

obtained were studied. An optimum fuel loading of 55% was obtained, however, as

a function of the GF density a monotonic decreasing trend was observed. Overall,

burn rates up to 5.5 cm/s (7.6 times the bulk NC burn rate) were obtained, which

were 2.4 and 2.9 times greater than the burn rates obtained using GS and GNPs,

respectively. Such a huge amount of enhancement was attributed to the GF’s unique

thermal properties resulting from its 3D interconnected network, high thermal con-

ductivity, low thermal boundary resistance and low thermal mass.

(2) The thermal conductivity of the GF strut walls was also measured, using the

method similar to that of the GNPs. Two GF structures of densities: 22 mg/cm3 and

11.3 mg/cm3 were considered for which the strut walls thermal conductivity values

came out to be 102 W/m-K and 271 W/m-k, respectively. The trend observed in the

thermal conductivity values was consistent with the burn rate enhancement behav-

ior, thus, confirming that the lower density GF structures grown were indeed of much

better quality.

(3) Similar to the GNPs, the GF structure remained unburned after the combustion

process with its 3D interconnected network preserved. In addition, the reusability

of the GF structure was also tested by re-depositing fuel on the GF surface after

combustion. The particular case tested was with the GF of density 18 mg/cm3 and

fuel loading of 75%. Similar burn rates were obtained using the fresh (2.1 cm/s) and

re-used (1.7 cm/s) GF structures, implying that the thermal properties of the GF

structure was only slightly changed after the combustion process.
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NC-GF-MnO2 System

(1) To further enhance the burn rates, the GF structures were coated with a tran-

sition metal oxide layer (MnO2). Burn rates of NC as a function of MnO2-NC and

NC-GF loadings were studied and an optimum MnO2-NC loading corresponding to

the maximum burn rate was obtained for each NC-GF loading, which shifted to the

right as the NC-GF loading was decreased. With the use of the GF-supported MnO2

structures, burn rate enhancement up to 9 times was obtained, which was attributed

to the coupled physical and chemical effects. The physical effect comes from the use

of the GF structure because of its superior thermal transport properties, whereas the

chemical effect comes from the addition of the MnO2 oxide layer, which increases the

chemical reactivity (thermal decomposition) of the propellant. The GF supported

MnO2 particles provided a more efficient contact between the propellant NC and

MnO2 in terms of the uniformity and surface area of the catalyst exposed. This is in

contrast to the traditional composite propellant mixtures in which a continuous con-

tact between the propellant and the catalyst is not achieved because of the random

addition of catalyst particles into the propellant solution.

(2) In addition, the TG and DSC analysis were also conducted to determine the ac-

tivation energy (E) and peak thermal decomposition (PTD) temperatures of NC for

various values of NC-GF and MnO2-NC loadings. Similar to the burn rate results

(for each NC-GF loading tested), as the MnO2-NC loading was increased, an initial

decrease in both E and PTD temperatures was obtained but above a certain MnO2

concentration, a slight rise was observed.

PETN-MWCNT System (MD Simulations)

(1) Reactive molecular dynamics simulations were conducted first to study the burn

rate enhancement of a solid monopropellant, Pentaerythritol Tetranitrate (PETN),

when coupled to highly conductive multi-walled carbon nanotubes (MWCNTs). The
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thickness of the PETN layer and the diameter of the MWCNTs were varied to de-

termine the effect of PETN-MWCNT loading on the burn rates obtained. Burn rate

enhancement up to 3 times was observed and an optimal PETN-MWCNT loading

of 45% was obtained. Moreover, the temporal distribution of the species was also

studied, which confirmed that the MWCNTs remained unburned during the PETN

combustion. Thus, these graphene-structures do not take part in the chemical re-

actions but act only as thermal conduits, transferring heat from the burned to the

unburned portions of the fuel.

(2) In addition to the reactive MD simulations, two additional non-reactive MD sim-

ulations were also conducted to better understand the mechanisms contributing to

the thermal conductivity enhancement of the composite and in turn, the burn rate

enhancement. The increased thermal transport observed among the PETN molecules

was attributed to the combined effect of high axial thermal conductivity of the MWC-

NTs and enhanced ordering of the PETN molecules around the CNTs.
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6. FUTURE WORK

In this work, the physical effect of high thermal transport, due to the addition of

graphene-based materials, was used to enhance the burn rates of a solid monopropel-

lant, nitrocellulose (NC). Three different types of graphene-based micro-structures

were tested i.e. graphite sheet (GS), graphene nano-pellets (GNPs) and graphene

foam (GF). Of all the three graphene materials, GF provided the maximum amount

of burn rate enhancement, around 8 times the bulk NC burn rate. Thus, to further

test the potential of GF structures, a thin metal oxide layer (MnO2) was thermally-

coated onto the GF structures using which, even greater burn rate enhancements were

observed (up to 9 times). This dissertation is the very first work that has investigated

the use of GF structures for the burn rate enhancement of solid propellants and thus,

the full potential of the GF structures has yet to be explored. The following are a

few experimental and numerical works proposed:

1) The amount of burn rate enhancement that could be obtained is a strong func-

tion of the chemical and thermal properties of the propellant being used, as

was shown by using simple 1-D modeling (section 2.4), thus, as a next step, ex-

periments should be conducted to test the usefulness of GF structures towards

enhancing the burn rates of different types of propellants (solids or liquids).

Moreover, a few experiments should also be conducted with propellants hav-

ing high surface burning temperatures (> 1100 K). In the present work, the

maximum NC surface temperature obtained was only 613 K, thus, by using

propellants with much higher surface temperatures, the GF structures will also

get consumed and as a result, increase the energy density of the propellant

system.
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2) Explore the high pressure effect on the burn rate enhancement behavior. Since,

most of the solid rockets operate at pressures > 100 psi, it would be beneficial

to see how does the effectiveness of GF structures changes with an increase in

pressure. For solid propellants, the burn rate can be expressed as a function

of pressure using the empirical relationship: b (burn rate) = aP n [209]. Thus,

the main objective of this part of the study should be able to determine how

does the temperature coefficient (a) and the pressure exponent (n) of a solid

propellant changes when coupled to GF structures.

3) Study the burn rate enhancement using GF structures functionalized with dif-

ferent types of transition metal oxides such as Co3O4, CuO, CeO2 and NiO, all

of which have been shown to facilitate the conversion of NO2 to NO [117,119].

However, if propellants other than NC (or in which the thermal decomposition

mechanism is different) are being considered, than the type of oxides used will

be different from the ones mentioned above.

4) Perform a numerical study to determine the effects of various parameters such as

GF porosity, pore size and sheet thickness; catalyst material and concentration;

propellant type and loading on the burn rate enhancement behavior. This will

help to support the experimental studies proposed above. Moreover, with the

use of numerical modeling, the GF structure, propellant and catalyst can all be

tailored to get an idea on the possible combinations possible, to get the desired

performance for a particular application.
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