
SENTINEL-1 WIDE SWATH INTERFEROMETRY: 

 PROCESSING TECHNIQUES AND APPLICATIONS 
by 

Yuxiao Qin  

 

A Dissertation 

Submitted to the Faculty of Purdue University 

In Partial Fulfillment of the Requirements for the degree of 

 

Doctor of Philosophy 

 

Lyles School of Civil Engineering 

West Lafayette, Indiana 

December 2018 

  



ii

THE PURDUE UNIVERSITY GRADUATE SCHOOL

STATEMENT OF DISSERTATION APPROVAL

Dr. Daniele Perissin, Chair

Lyles School of Civil Engineering

Dr. Mark Bell

School of Electrical and Computer Engineering

Dr. Julie Elliott

Department of Earth, Atmospheric, and Planetary Sciences

Dr. Ayman Habib

Lyles School of Civil Engineering

Approved by:

Dr. Dulcy Abraham

Lyles School of Civil Engineering



iii

To Yin JIANG



iv

ACKNOWLEDGMENTS

Eleven years ago, I attended a sophomore class called cartography. Back then I

was just an ignorant undergrad who was just too busy having fun and had no idea

what I would do in the future. However, when I went deeper into that course, I was

utterly humbled by the professor who taught the class. The materials were not really

hard, but she taught us with extreme carefulness and rigor. She would review all

of our reports and homework every time by herself. She would never let go even a

tiny mistake, and she would ask students to revise over and over until the work is

perfect. She is one of the few who genuinely cares about the student, and who poses

the highest standard for herself and her students. I followed her in my undergrad

research because of this. And if it is not for her, I would never walk into the field of

SAR/InSAR. Although I only had two years of time studying with her (and sadly,

I squandered a lot of time as an undergrad), professor JIAO Jian is always my role

model as a scholar. Thank you, Professor JIAO Jian.

Then I moved to the Chinese University of Hong Kong for the next level. As a

freshman in the field of SAR remote sensing, I met Dr. Daniele Perissin. There is

no needs to praise more about his passion, diligence, and professionalism in the field.

A few things could reflect how he influenced my career path. I studied and worked

with him every day for eight years. I quit my first Ph.D. in Hong Kong just to

follow him to Purdue University. He taught me from knowing nothing to becoming a

PhD. Everything I know in this field comes from him. Thank you, Professor Daniele

Perissin.

There is always my gratitude to Purdue University, an ideal place to meditate, to

learn and to research.



v

The most important thank you is reserved for my family. Eight years of graduate

studies is a long time (especially when I was always moving around and “fiddling

around” for new challenges), and I could not possibly survive it without the uncon-

ditional support of my wife, Yin. Ten years since we have been together, she rescued

me a dozen times from my breakdowns and supported me all the way along. I want

to thank my parents-in-law for their support all these years while we are not always

around. At last, the thanks go to my mum and dad. Although they didn’t like the

idea of me spending a lot of times on going to classes in ECE, they still supported me

by paying all the tuitions and living expenses. :) I guess that is what family does.

the inner voice of my mum



vi

TABLE OF CONTENTS

Page

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

ABBREVIATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xv

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvii

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Background of Sentinel-1A/B SAR Satellite Constellation . . . . . . . . 1

1.2 Significances and Challenges of Sentinel-1 . . . . . . . . . . . . . . . . . 4

1.3 Scope of this Research . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2 TOPS Mode Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Bursts Nature of Sentinel TOPS . . . . . . . . . . . . . . . . . . . . . . 9

2.3 TOPS Impulse Response Function . . . . . . . . . . . . . . . . . . . . . 12

2.4 TOPS Burst Synchronization . . . . . . . . . . . . . . . . . . . . . . . 13

2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3 Coregistration of TOPS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.2 The Coregistration Accuracy of Cross-correlation Method and Geo-
metrical Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2.1 Cross-Correlation & Rigid-Transformation . . . . . . . . . . . . 19

3.2.2 The Geometrical Method . . . . . . . . . . . . . . . . . . . . . . 23

3.3 Enhanced Spectral Diversity . . . . . . . . . . . . . . . . . . . . . . . . 26

3.4 Evaluation of the Proposed Approach with Test Sites . . . . . . . . . . 27

3.4.1 Introduction to Test Sites . . . . . . . . . . . . . . . . . . . . . 27

3.4.2 The Atacama Desert: a Long Swath with 17 Bursts . . . . . . . 28

3.4.3 The Atacama Desert: a Short Swath with 4 Bursts . . . . . . . 33



vii

Page

3.4.4 Purdue University: an Example with 24 Days Temporal Base-
line in April . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.4.5 Mt Etna: an Example with Large Topography and 123 Meters
Spatial Baseline . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.5 Further Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.5.1 Validation: Coregistration Accuracy and AOI Size . . . . . . . . 37

3.5.2 The Rotation of Slave Image . . . . . . . . . . . . . . . . . . . . 40

3.5.3 Examples of Correcting Residual Rotation Angle . . . . . . . . 42

3.5.4 DEM Related Distortions in TOPS Interferogram . . . . . . . . 43

3.5.5 The Break Down Point of Cross-Correlation Method . . . . . . 45

3.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4 TOPS Interferometric Processing Flow . . . . . . . . . . . . . . . . . . . . . 52

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.2 The “Stripmap-like” Processing Chain for TOPS . . . . . . . . . . . . . 53

4.3 The Processing Interface Design . . . . . . . . . . . . . . . . . . . . . . 55

4.4 The Interferometric Processing Flow . . . . . . . . . . . . . . . . . . . 56

4.4.1 Stitching Bursts . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.4.2 Deramp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.4.3 Coregistration and Reramping . . . . . . . . . . . . . . . . . . . 62

4.4.4 Enhanced Spectral Diversity and a Quick Implementation of
Correcting the Coregistration Error . . . . . . . . . . . . . . . . 64

4.5 Minimum Spanning Tree: Coregister and Update Multiple Images . . . 66

4.5.1 MST in Selecting coregistration pairs . . . . . . . . . . . . . . . 67

4.5.2 Updating a New Image to the Existing Stack . . . . . . . . . . . 68

4.5.3 General Considerations for Coregistering Time Series Stack of
TOPS Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.6 Two Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5 A Common Interferometric Processing Chain for TOPS and ScanSAR . . . . 76



viii

Page

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.2 Background of ScanSAR . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.3 Bursts Nature of ScanSAR . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.4 ScanSAR Impulse Response Function . . . . . . . . . . . . . . . . . . . 79

5.5 Applying TOPS Processing Chain to ScanSAR SLC . . . . . . . . . . . 81

5.5.1 Stitching Bursts . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.5.2 Deramp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.5.3 Coregistration, Reramping and Enhanced Spectral Diversity . . 86

5.6 Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6 a Practical Application with S1 TOPS and Time Series Analysis . . . . . . . 88

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6.2 Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

6.2.1 SAR Interferometry . . . . . . . . . . . . . . . . . . . . . . . . . 88

6.2.2 Time Series Analysis . . . . . . . . . . . . . . . . . . . . . . . . 90

6.3 Study Area of Interest . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.4.1 Interferograms . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.4.2 Time Series Analysis Results . . . . . . . . . . . . . . . . . . . 100

6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113



ix

LIST OF FIGURES

Figure Page

2.1 (a): An illustration of stripmap working mode. Stripmap simply works
in a “scan-and-receive-line-by-line” mode. (b): A simplification of TOPS
working mode with 2 subswath. The antenna sweeps in azimuth direction
so that in the same time a bigger area in azimuth could be scanned when
comparing with stripmap mode. The antenna then switches to the next
subswath by increasing incidence angle. For the same subswath and adja-
cent bursts, there is always a small portion of overlap to ensure the image
could be mosaicked without any gaps. . . . . . . . . . . . . . . . . . . . . 11

3.1 Interferogram of two S1A images on 2017-Nov-16 and 2017-Nov-28 from
subswath 2. For each date, 17 bursts are stitched together. (a) the In-
terferogram, multilooked by 5 in range and no multilook in azimuth, no
filter is used; (b) the cross-interferogram at only the burst overlapping
area between two consecutive bursts, after the cross-correlation method.
The color bar is from 0.5 to -0.5 radians, corresponds approximately from
0.01 to -0.01 pixel miscoregistration; (c) the cross-interferogram at the 16
burst overlapping areas in the 1D plot. The azimuth dimension is multi-
looked (summed) to get the 1D plot. The x-axis is range and y-axis is the
cross-interferogram phase; (d) the cross-interferogram after the geometri-
cal approach; (e) the 1D plot of cross-interferogram at 16 burst overlapping
areas after the geometrical approach. . . . . . . . . . . . . . . . . . . . . . 29

3.2 top: the interferogram phase difference between the proposed approach
and the established approach; bottom: the DEM from SRTM for this AOI. 30

3.3 The Interferogram of two S1B images on 2017-Nov-10 and 2017-Nov-12
from subswath 2. First row: the Interferogram, multilooked by 5 in range
and no multilook in azimuth, no filter; Second row: the cross-interferogram
at burst overlapping area in the 1D plot after the cross-correlation method.
Third row: the 1-D cross-interferogram for each burst overlapping area af-
ter the geometrical approach; Last row: the interferogram phase difference
between the proposed approach and the established approach. . . . . . . . 32



x

Figure Page

3.4 An example with Purdue University as the test site with 24 days baseline.
First row: the interferogram mutlilooked by 10 × 2 with no filter applied;
Second row: the cross-interferogram after applying the cross-correlation
method; Third row: the cross-interferogram after applying the geometri-
cal method; Last row: the difference of interferogram phase between the
proposed approach and the established approach. . . . . . . . . . . . . . . 34

3.5 An example with Mt. Etna as the test site with 18 days temporal baseline
and 123 meters spatial baseline. First row: the interferogram mutlilooked
by 10 × 2 with no filter applied and no topographic phase removed; Second
row: the DEM using SRTM; Third row: the difference of interferogram
phase between the proposed approach and the established approach. It
could be seen that the phase difference is the largest (close to 0.1 radians)
at the top of the mountain. . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.6 A comparison of initial coregistration accuracy for cross-correlation and
geometric approach as the size of AOI grows. The sample dataset comes
from the same one as in figure 3.3. All three examples shown here have
1500 lines in azimuth and consists of three bursts. (a) Interferogram of
the AOI with size 500 (range) × 1500 (azimuth); (c) Interferogram of AOI
with 1000 × 1500; (e) Interferogram of AOI with 2000 × 1500. (b), (d) &
(f) are the corresponding cross-interferogram phase at burst overlapping
area after cross-correlation approach and geometrical approach. . . . . . . 39

3.7 The effect of image rotation on the cross interferogram. A simulated ro-
tation of 0.5 millidegree will be reflected to the cross-interferogram as a
linear slope. For a simulated data with 10,770 samples in range, the cross-
interferogram phase goes approximately from 2.2 to -2.2 radians. . . . . . . 40

3.8 The estimated slope for each burst overlapping area for the data example
in figure 3.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.9 An illustration of increasing crossing angle of orbits for very long tracks. . 43

3.10 An example near Purdue University as a small test site. The AOI is 1,200
(range) × 4,000 (azimuth). First row: the interferogram mutlilooked by
10 × 2 with no filter applied; Last row: the difference of interferogram
phase between the proposed approach and the established approach; Last
row: the cross-interferogram after applying the cross-correlation method
and after applying the geometrical method. . . . . . . . . . . . . . . . . . 46



xi

Figure Page

3.11 The test case in California Central Valley. The interferograms are pro-
cessing with the proposed approach. From top to bottom, the temporal
baseline is 12, 30, 60, 90 and 150 days. For each data, the first burst
overlap area (location showed in white dash line) and the last burst over-
lap area (in yellow dash line) are shown as example. The test site has
12,000 range samples and 10,000 azimuth lines. The interferograms are
only multilooked 10 (range) by 2 (azimuth). No additional filter is applied. 47

3.12 Left: the number of available points with SCR greater than 7dB used in
cross-correlation method as a function of temporal baseline. Right: the
average reciprocal of cross-interferogram phase standard deviation in burst
overlap area as a function of temporal baseline. When the reciprocal value
approaches 0.3, the scene will be totally noisy, meaning it is very unlikely
to estimate correctly the ESD phase and slope from the data. . . . . . . . 49

4.1 A comparison between the conventional wide swath interferometric pro-
cessing flow and the proposed “stripmap-like” flow. . . . . . . . . . . . . . 54

4.2 The sketch of the interferometric processing interface for the proposed
processing chain. Left: the user interface. Right: an overview of the wide-
swath related processing steps that are implemented behind each button. . 56

4.3 The complete interferometric processing flow for TOPS (and ScanSAR,
which will be discussed in the next chapter). The color and the numbers
correspond to the processing steps in the designed interface that is shown
in figure 4.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.4 Stitching bursts using the zero doppler time tag of each target. . . . . . . . 58

4.5 The histogram of zero doppler time difference for targets in the burst
overlapping zone. A total of 117 adjacent bursts are selected for the S1A
track 27 and 135 bursts for S1B track 166. . . . . . . . . . . . . . . . . . . 59

4.6 An example of the original burst mode image and what it looks like after
the bursts are stitched together into a continuous SAR image. Top: a
subsection of the full SLC data that contains 1,500 samples in range and 5
bursts. The same ground features could be observed at the edges of burst i
and burst i+1. Middle: the stitched SLC image where the ground features
are stitched seamlessly using the time tag. Bottom: The corresponding
interferogram of the stitched SLC. . . . . . . . . . . . . . . . . . . . . . . 61



xii

Figure Page

4.7 The spectrum and spectrogram on azimuth and range direction for one sin-
gle burst of TOPS. The spectrograms are calculated in blocks of 256 pixels
and steps of 6 pixels. The frequency labels are all normalized frequency.
(a)&(b): frequency domain along azimuth direction, the original data;
(c)&(d): frequency domain along azimuth direction, after the deramping;
(e)&(f): frequency domain along range direction. Range spectrum is not
influenced by the deramp process in azimuth. . . . . . . . . . . . . . . . . 63

4.8 An example of finding MST for 5 images. The weight on edges represents
the coherence value in the burst overlapping zone. The x-axis is temporal
baseline and y-axis spatial baseline. (a) The highest coherence is 0.95 con-
nection B & D. This edge is added to ET; (b) The next highest coherence
is 0.9 connecting A & B; (c) The next highest coherence is 0.85 connecting
B & C and is added; (d) The next highest coherence is 0.80 connecting C
& D. But adding this edge to ET will form a cycle: B->D->C->B. This
edge is skipped. The next two edge with weights 0.75 and 0.70 will all
form a cycle as well, so they are also skipped. Then the edge with weight
0.65 connects D & E and does not form a cycle. At this point the spanning
tree is completed, and is shown as bold red lines in the figure. . . . . . . . 69

4.9 An example of updating MST. (a) A new vertex U is added to the existing
MST with three new edges marked as blue and connecting to three existing
vertices, C,D,E; (b) All edges in the original MST that connects C,D,E
are deleted and mark as blue as well; (c) Now all the blue edges are sorted
in descending order and Kruskal’s algorithm will be applied to the blue
edges. 0.98 is the highest weight in all blue edges, so this edge is added
to ET,add and marked as red; (d) Next is the edge with weight 0.95 and
connecting B & D; (e) Next is the edge with weight 0.88 connecting U
& E; (f) The last is edge with weight 0.85 connecting U & C. Now all
the vertices are connected, updating MST is completed. It can be seen
that the this particularly designed new MST removed two edges from the
original MST and added three new edges. . . . . . . . . . . . . . . . . . . 71

4.10 Interferogram between date 2015-Jan-21 and 2015-Feb-14. The interfer-
ogram consists of 2 SLCs, 3 subswaths and 18 bursts each subswath on
each date. The interferogram has removed topography based on SRTM.
The fringes on the interferogram is most likely due to atmospheric effects.
This area includes the Mojave desert and is an ideal site for interferometric
purpose due to its high coherence. . . . . . . . . . . . . . . . . . . . . . . . 73

4.11 The interferograms for the 2015 Illapel earthquake happened on the 16th of
September in Chile with a magnitude of 8.3. Upper image: interferogram
from ascending track, concatenating 2 SLCs on each date. Lower image:
interferogram from descending track, concatenating 3 SLCs on each date. . 74



xiii

Figure Page

5.1 A simplification of ScanSAR working mode with three subswath. Here the
color is used to highlight the time period for scanning different subswath.
Similar to TOPS, bursts in same subswath will have overlap area to make
sure a continuous SLC could be stitched. The biggest difference between
ScanSAR and TOPS is that ScanSAR do not steer antenna electronically
in azimuth direction. Antenna beam pattern is only switched between
subswath by adjusting the nadir angle. . . . . . . . . . . . . . . . . . . . . 78

5.2 The illustration of the working mode for stripmap, tops and scansar and
the amplitude gain as a function of azimuth time for one point target on
the ground. In figure (b) and (c), the green color represents the time
period that the given target on the ground (labelled in red) in scanned
under TOPS or ScanSAR modes, and the grey color is the stripmap mode
as reference. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.3 An example of the Envisat ScanSAR burst mode image and after the
bursts are stitched together into a continuous SAR image. Left: 14 bursts
of the city of Bam. Each burst is 48 lines. The system is three looked
so that one target will appear in three adjacent bursts. Specifically, one
target will appear at the right edge of the first burst, the middle of the
second burst and the left edge of the third burst. Right: the continuous
SLC image after stitching the 14 bursts together. The bright area in the
center of the image is the city of Bam, Iran. . . . . . . . . . . . . . . . . . 82

5.4 The spectrum and spectrogram on azimuth direction for one single burst
of Envisat ScanSAR. The spectrograms are calculated in blocks of 16 pix-
els and steps of 2 pixels. Upper left: the spectrogram in azimuth for one
burst. Lower left: the 1D azimuth spectrum (averaged) of a burst. Upper
middle: the spectrogram in azimuth after applying the deramping func-
tion. Lower middle: the 1D spectrum of the burst after deramp. Right:
the 2D frequency domain plot of the deramped burst. . . . . . . . . . . . . 84

5.5 Upper: The final interferogram (multi-looked by 5 in range direction)
without performing the ESD correction. Lower: the interferogram after
performing the ESD correction. . . . . . . . . . . . . . . . . . . . . . . . . 85

5.6 Interferogram and coherence map for a pair of Envisat ScanSAR images
showing the Bam earthquake happened on the 26th of December, 2003.
The example contains a full subswath. . . . . . . . . . . . . . . . . . . . . 86

6.1 A simple illustration of InSAR principle. A ground movement is measured
by means of measuring the phase difference. . . . . . . . . . . . . . . . . . 90



xiv

Figure Page

6.2 The study area of interest is drawn in the red-outlined rectangle. The three
white-outlined footprints are the three different subswaths that belongs to
track 137. The yellow-outlined with green-background box at the upper-
left corner of AOI represents a typical footprint of COSMO stripmap full
frame. The dataset concatenates 2∼3 SLCs on azimuth direction so to get
a larger area. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6.3 A plot of ascending and descending S1 dataset used in this case study.
The x-axis is the temporal baseline and the y-axis is the spatial baseline.
The plot is also a demonstration of the good orbital control of S1. . . . . . 97

6.4 Four interferograms from the middle subswath of ascending track. The
temporal baseline increases from 12 days to 84 days. The interferometric
coherence decrease exponentially as a function of time. In this AOI that
is heavily vegetated, the interferogram is almost totally noisy after 84 days. 98

6.5 The annual subsidence rate projected to slant range direction in ascending
and descending track with PSI analysis. . . . . . . . . . . . . . . . . . . . 99

6.6 Examples of local subsidence rate. Left: an oil field just to the north of
Bakersfield. Middle: subsidence of an oil and gas fields. Right: subsidence
of a section of roads. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100



xv

ABBREVIATIONS

AOI Area Of Interest

AAP Azimuth Antenna beam Pattern

CRLB Cramér-Rao Lower Bound

DEM Digital Elevation Model

DLR German Aerospace Center

ESD Enhanced Spectral Diversity

ESA European Space Agency

EW Extra Wide swath

FM Frequency Modulated

IRF Impulse Response Function

InSAR SAR Interferometry

IW Interferometric Wide swath

NASA the National Aeronautics and Space Administration

MLE Maximum Likelihood Estimator

MST Minimum Spanning Tree

PRF Pulse Repetition Frequency

PRI Pulse Repetition Interval

PSI Persistent Scatterer Interferometry

S1 Sentinel-1

S1A Sentinel-1A

S1B Sentinel-1B

SAR Synthetic Aperture Radar

SLC Single Look Complex

SNR Signal to Noise Ratio



xvi

SCR Signal Clutter Ratio

SRTM Shuttle Radar Topography Mission

SM stripmap

TDE Time Delay Estimation

TOPS Terrain Observation by Progressive Scans

TSA Time Series Analysis

WS Wide Swath

WV WaVe mode



xvii

ABSTRACT

QIN Yuxiao Ph.D., Purdue University, December 2018. Sentinel-1 Wide Swath In-
terferometry: Processing Techniques and Applications. Major Professor: Daniele
Perissin.

The Sentinel-1 (S1) mission is a part of the European Space Agency (ESA) Coper-

nicus program. In 2014 and 2016, the mission launched the twin Synthetic Aperture

Radar (SAR) satellites, Sentinel-1A (S1A) and Sentinel-1B (S1B). The S1 mission has

started a new era for earth observations missions with its higher spatial resolution,

shorter revisit days, more precise control of satellites orbits and the unprecedented

free-to-public distribution policy. More importantly, S1 adopts a new wide swath

mode, the TOPS mode as it default acquisition mode. The TOPS mode scans several

different subswaths for gaining a larger coverage. Because the S1 mission is aimed

at earth observation missions, for example, earthquakes, floods, ice sheets flow, etc.,

thus it is desired to have large monitoring areas. Although TOPS is still a relatively

new idea, the high quality data and wide application scopes from S1 has earned

tremendous attention in the SAR community.

The signal properties of wide swath mode such as TOPS are different from the

more conventional stripmap mode, and it requires special techniques for successfully

processing such data in the sense of interferometry. For the purpose of doing Interfer-

ometric SAR (InSAR), the coregistration step is of most critical because it requires a

1/1000 accuracy. In addition, processing wide swath mode requires special steps such

as bursts stitching, deramping and reramping, and so on. Compared with stripmap,

the processing techniques of wide swath mode are less developed. Much exploitations

are still needed for how to design a generic and robust wide swath interferometric

processing chain.
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Driven by the application needs of S1 wide swath interferometric processing, this

research studies the key methodologies, explores and implements new processing

chain, designs a generic wide swath processing flow that would utilize the existing

stripmap processing platform, as well as carries out preliminary applications. For

studying key methods, this study carries out a quantitative analysis between two

different coregistration methods, namely the cross-correlation approach and the geo-

metrical approach. The advantages and disadvantages for each method are given by

the author, and it is proposed to choose the suitable method based on one’s study

area. For the implementation of the new processing chain, the author proposes a

user-friendly stripmap-like processing flow with all the wide swath related process

done behind the scene. This approach allows people with basic knowledge in InSAR

and very few knowledge in wide swath mode to be able to process and get interfero-

metric products. For designing the generic process flow, the author applied TOPS’s

workflow to the other wide swath mode, ScanSAR mode and demonstrated the fea-

sibility of processing two different wide swath mode with the same processing chain.

For preliminary applications, the author shows a large number of interferometric data

throughout the research and presents a case study with multi temporal time series

analysis using a stack of S1 dataset.

This research is application oriented, which means the study serves for real-world

applications. Up to now, the processing chain and methodologies implemented in this

research has been shared by many research groups around the world and has seen a

number of promising outcomes. The recognition from others is also an affirmation to

the value of this research.
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1. INTRODUCTION

1.1 Background of Sentinel-1A/B SAR Satellite Constellation

The Sentinel-1 (S1) mission serves under the European Space Agency (ESA)

Copernicus program and consists of two identical C-band Synthetic Aperture Radar

(SAR) satellites. The first satellite, Sentinel-1A (S1A), was launched in April 2014.

Its twin, Sentinel-1B (S1B), was launched in April 2016. Up to January 2018, more

than two million S1 products were made available to the public, representing 3.4 PB

of data. Upon the launch of the S1 mission, the entire Europe are being routinely

scanned every six days per track and the majority of the rest of the world are being

scanned every twelve days per track. This has made S1 the richest SAR data source

at almost everywhere in the world. It is especially worth mentioning that, all S1 data

are free to the public. Although this is not a technical detail, the free distribution

policy is significant for promoting SAR and Interferometric SAR (InSAR), and it is

indeed opening an new era for the entire SAR/InSAR community.

Unlike any other space-borne SAR sensors that use the stripmap as the default

operating mode, S1 is the first long-term-mission space-borne satellite that operates

in the wide swath (WS) mode as its default scanning mode (another space-borne

satellite mission with wide swath mode is the Shuttle Radar Topography Mission

(SRTM) by NASA in 2000, but the mission only lasted eleven days for generating the

world wide digital elevation model (DEM) data [1]). The initiative behind using wide

swath as the default mode is to scan larger area at an acceptable pixel resolution.

Here it is worth tracing back a bit into the history of the wide swath mode. In

the conventional stripmap mode, the range width is restrained by the pulse repetition

frequency (PRF), nadir return and received window timing [2]. For the purpose of

scanning larger areas by increasing the swath width, in 1981 Tomiyasu [3] and Moore
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[4] proposed the ScanSAR mode. The name ScanSAR comes from the “scanning”

antenna in different swaths as a tradeoff to azimuth resolution. Nowadays ScanSAR is

widely implemented in most of the synthetic aperture radar (SAR) sensors, including

Radarsat, Envisat, TerraSAR-X, COSMO, and ALOS-1&2.

However, ScanSAR system is not initially designed for interferometry. It is not

until the 1990s when Politecnico di Milano [5] and German Aerospace Center [6]

started relevant work. One of the most successful ScanSAR interferometric applica-

tion is the SRTM mission in 2000 [1], where the global topography was mapped in

an eleven-days mission. In 2005, the ESA started to release ScanSAR single look

complex (SLC) products for the interferometric purpose.

Still, for a few reasons, despite the long history of ScanSAR interferometry, its

scientific studies and applications are very limited. To start with, the first generation

of ScanSAR, such as Envisat ASAR, has a very low spatial resolution (8 m slant

range × 80 m azimuth). The low resolution makes the speckle effect worse and hence

restricts the application scope for interferometry. Secondly, Envisat ScanSAR has

very limited ability to control burst synchronization [7, 8]. This will lead to the loss

in the azimuth common bandwidth [9] and the decorrelation in the interferogram.

Another issue with ScanSAR system for the interferometric purpose is the scalloping

effect [10]. In ScanSAR mode, ground targets at different azimuth positions are

illuminated by the different portion of the azimuth antenna beam pattern (AAP). As

a result, the received signal to noise ratio (SNR) becomes azimuth dependent. While

the amplitude modulation in the scalloping effect could be compensated by multilook,

it would be very unlikely to correct the azimuth-dependent SNR for interferometric

purpose [5]. A low SNR at the edges of the bursts will decrease the coherence in

interferometry. The TOPS mode is hence proposed to minimize the scalloping effect

in interferometry [10].

In the TOPS mode, the antenna sweeps in the opposite direction to a SPOT mode,

hence the name “TOPS” [10]. In the ScanSAR mode, the antenna only switches

between different subswath without any “sweeping” along azimuth. In the TOPS
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mode, the antenna “sweeps” in the azimuth direction in each subswath to gain a

larger scanning area. In TOPS mode all targets are scanned by the entire AAP, and

their amplitude gain are at the same level. There is still a minor scalloping effect in

TOPS, but it is mainly due to phase array steering and grating lobes [11, 12]. The

ESA distributed SLC data has also corrected this effect [13].

This new acquisition mode was firstly tested on the German satellite TerraSAR-X

for validation [14–16]. Then in 2014, the Sentinel-1 mission made TOPS famous by

setting TOPS as the default acquisition mode and by distributing the data for free to

the public. Comparing with Envisat ScanSAR, S1 increases the azimuth resolution

to around 20 meters, decreases revisit time to 12 days, tightens the orbital to a 200

meters tube to favor interferometry. At last, S1 achieves a perfect timing control,

baseline control and burst synchronization so that the temporal, geometrical and

spectral decorrelation could be minimized [13, 17]. The superb control of S1 burst

synchronization means that in most cases there will be no significant coherence loss

even if no filtering in azimuth is performed [9]. Unlike its ancestors, every detail in

S1 TOPS mode is aimed at doing interferometry [18,19].

Since the launching of the twin satellites in 2014, Sentinel-1 system has played

important roles with its TOPS mode in delivering interferometric product. The sys-

tem has reacted superbly fast in the events of a number of natural hazards and has

provided invaluable information. To name a few, the 2015 Chile Illapel earthquake

of magnitude 8.3 [20], 2016 New Zealand earthquake of magnitude 7.8 [21], landslide

in Maoxian County in China [22] and the urban area ground subsidence in Beijing

China [23], along with many other successful case studies. Up to now (August 2018),

the twin satellites S1A & S1B are still operating in their excellent shapes and are

keeping providing massive real time data of the earth.
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1.2 Significances and Challenges of Sentinel-1

Unlike the ScanSAR system, which was not initially designed for interferometric

purpose, TOPS is designed for delivering interferometric products as one of its top

priorities from the very beginning. For this purpose, S1 system shows its significances

in the following way:

1. Systematic acquisitions. For the old sensors, the acquisition capability is rather

limited and haphazard. On the other side, S1 maintains a systematic routine

operation that covers almost the entire land on earth. The rich dataset gives

us the opportunity to keep track of long term changes in almost any study area

on earth. What is more important is that the designed operations lifetime of

S1 is more than 20 years [24]. The long time series could give raise to a more

accurate deformation monitoring in the long run [18];

2. Wide swath coverage. In the wide swath mode, S1 scans three subswaths; In the

extra wide swath mode, S1 scans five subswaths. The large coverage provides

convenience for monitoring large scale ground movements such as earthquakes

and ice sheet flows;

3. Short temporal baseline. Temporal coherence decays exponentially [25]. For

InSAR and time series analysis, it is desired to have short temporal baseline

and high coherence. Both S1A and S1B provides 12 day revisiting time, and

the cross revisit time between S1A and S1B could be 6 days;

4. Short spatial baseline. The S1 constellation flies within a tube of 200 meters

diameter with an excellent control of orbits [13]. Shorter spatial baseline re-

duce geometrical decorrelation [26]. The combination of short temporal and

spatial baseline can greatly reduce the decorrelation effect and provide an ideal

condition for carrying out time series analysis such as persistent scatterers inter-

ferometry (PSI). As a matter of fact, ESA has even relaxed the orbital normal
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Table 1.1.
Selected Parameters for S1 TOPS SLC Product

Revisit Days 12 days (6 days for S1A-S1B)

Band C

Wavelength 5.55cm

Range Resolution 2.7-3.5m

Incidence Angle ∼30-45◦

Ground Subswath Width ∼80km

Azimuth Resolution 22m

Azimuth Bandwidth ∼ 320Hz

PRF 486 Hz

Doppler Centroid Span 4.6-5.2 kHz

Azimuth Steering Angle ±0.6◦

Burst Length 2.75s (∼20km)

Price Per Image Free

baseline a bit to allow for a better estimation of the relative height for persistent

scatterers [27].

Despite the excellent product quality of S1, there are still a few challenges in

TOPS interferometric processing:

1. Coregistration. In the stripmap mode, a miscoregistration introduces decor-

relation to the interferogram. In the wide swath mode, such as TOPS and

ScanSAR, an additional interferometric phase error is also introduced by mis-

coregistration. Meanwhile, due to the large doppler centroid that is introduced

by the azimuth steering that exceeds the pulse repetition frequency (PRF),

TOPS requires a 0.001 pixel coregistration accuracy so that the interferometric

phase error due to miscoregistration is below 0.05 radians [28]. The commu-
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nity has suggested a common workflow [28] using the geometrical coregistration

method [29] followed by the enhanced spectral diversity (ESD) method [14].

However, the coregistration accuracy of this method depends on the precision

of the orbits, thus it only works with orbits of high accuracy [29,30]. There are

still some open room for discussing other coregistration methods. For exam-

ple, it would be interesting to understand the performance of the conventional

cross-correlation-and-rigid-transformation method, which does not rely on the

orbital information at all;

2. The promotion a user-friendly wide swath mode processing package. Despite

the increasing popularity of the wide swath mode, the interferometric process

is still more complicated than the stripmap mode. For users who only have

the basic familiarity with the stripmap mode, and simply wish to derive the

interferometric product for their own earth observation applications, the burst

mode of wide swath looks quite counterintuitive. In addition, the wide swath

mode requires extra steps in the coregistration, including deramping/reramping

and ESD, that requires some fundamental understanding to the signal charac-

teristics of the wide swath mode. It is desired to have a user-friendly processing

package that could give users the interferometric products for TOPS without

any prerequisites on wide swath mode;

3. Coregistering a stack of images. The accuracy of ESD method depends on spa-

tial coherence, but coherence decays exponentially in time [25]. For time series

analysis, which requires coregistering lots of images, the temporal decorrela-

tion and error propagation becomes a critical issue for TOPS coregistration. A

few works have been carried out for this topic [31, 32], but more studies and

experiments are still desired as the S1 system are collecting more and more

images.
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1.3 Scope of this Research

This thesis focuses on a complete interferometric processing flow for the wide

swath mode. For accomplishing this goal, the study is carried out in the following

aspects:

1. Studying the different approaches of TOPS coregistration. The aim is to evalu-

ate the performance and feasibility for different coregistration approach, and to

understand the best approach depending on the processing area. This will in-

crease the robustness of TOPS coregistration for complex scenarios. Specifically,

the author proposes to study and understand the conventional cross-correlation

method followed by enhanced spectral diversity. The feasibility, correctness and

robustness of this coregistration method will be carefully studied;

2. Realizing the S1 TOPS interferometric processing flow. This part will include

studying the TOPS related issues in the processing flow and delivering high qual-

ity interferometric products out of the flow. Specifically, the author proposes

to realize a stripmap-like processing flow so that the S1 processing chain could

be integrated into an existing stripmap processing platform. The stripmap-like

flow could fully utilize all the functions that are already realized in the stripmap

processing platform, meanwhile implementing all the TOPS related process into

the platform. For the users who are already very familiar with the stripmap

mode, a stripmap-like processing flow would be more user-friendly, in the sense

that, the interface and the processing steps and the outcome (SLCs and in-

terferograms) will all be identical to the stripmap case, and all TOPS related

processes will be implemented under the hood;

3. At last, it is proposed to use the same interferometric processing flow for the

other wide swath mode, the ScanSAR mode. The aim is to develop a common

wide swath processing chain that could be used for both TOPS and ScanSAR

mode.
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The three aspects are closely related to each other. The theories, methodologies

and processing steps all serve for the purpose of studying and realizing the inter-

ferometric processing of the wide swath mode. Realizing the processing flow is for

the purpose of working with applications such as civil engineering projects and earth

observation missions. Throughout the thesis, for application purpose, a number of

interferogram examples are demonstrated in each chapter for validating the appli-

cability of the proposed study. A complete case study is also presented in the last

chapter to emphasize the powerfulness of S1 TOPS in monitoring large studying sites.

The chapters are organized in the natural order of the wide swath interferomet-

ric processing flow. Chapter two introduces the basics, mainly the TOPS working

mode and the azimuth impulse response function. All the theories, methodologies

and processing flows are based on this chapter. Chapter three studies the most im-

portant step in TOPS interferometry, the coregistration. Two different coregistration

approaches are carefully studied and evaluated. Chapter four proposes the workflow

for processing the TOPS mode from importing SLC to doing interferometry. Chapter

five extends the same processing flow to the other wide swath mode, the ScanSAR

mode. Chapter six presents a ground monitoring application in the California Central

Valley with the proposed TOPS interferometric processing flow. Chapter seven is the

summary of this study.
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2. TOPS MODE INTRODUCTION

2.1 Introduction

The TOPS mode is different from the stripmap mode in many aspects. Some

main topics with TOPS include the burst mode nature of TOPS, the deramping

& reramping process and the strict coregistration requirement. However, all these

issues essentially come down to how the image is acquired and what is the signal

representation in the TOPS system. This will be discussed in this chapter. The

TOPS burst nature and acquisition mode will be introduced in the first place; followed

by the impulse response function (IRF). Then some other factors that affect the

interferometric product quality such as burst synchronization and doppler centroid

will be discussed. The discussion in this section prepares all the necessary theory for

the coming chapters where the implementation of processing flow will be discussed.

2.2 Bursts Nature of Sentinel TOPS

Sentinel-1 could operate in four different modes: stripmap (SM), interferometric

wide swath (IW), extra wide swath (EW) and wave mode (WV). Out of all four

working modes, WV is mainly used over open ocean area. IW mode is the default

working mode over land area. EW mode is mainly for sea-ice, polar zones and certain

maritime areas including ice, oil spill monitoring and security services. SM mode is

only used for small islands plus a few routine sites for calibration purpose. The way

IW and EW work is called Terrain Observation Progressive Scan, or TOPS. The main

difference between IW and EW is that IW scans three subswaths and EW scans five

subswaths. In the following contexts, I will use the term TOPS, Wide Swath, or IW

interchangeably unless otherwise indicated.
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An illustration of TOPS burst mode with two subswaths is shown in figure 2.1(b).

The satellite starts with the first subswath. By electronically steering the antenna

back-to-forth along the azimuth direction, the scan covers a longer area in the same

scanning duration of stripmap mode (figure 2.1(a)). In TOPS mode the steering angle

usually goes from −0.6◦ to 0.6◦ in the azimuth direction. A complete antenna steering

back-to-forth is called a burst. Inside one burst the image is continuous (means the

sampling grid is even). After scanning one burst in the first subswath, the antenna

switches to the next subswath by adjusting the incidence angle. Upon completion, in

a two-subswath system, the system will then switch back to the first subswath and

scan the next burst. To make sure the final image (after stitching) is continuous and

do not have any gaps, the consecutive bursts from the same subswath will have a

small overlapping area. This means that every target inside the overlapping area is

scanned twice from different squint angles. This overlapping area is critical for the

coregistration purpose. The typical overlap is around 120 valid lines (around 2 km

on the ground). TOPS burst mode trades resolution in azimuth for broader coverage

in range. To scan more subswaths, the time duration for scanning each burst will

decrease. Hence the azimuth bandwidth will decrease. This will correspondingly

decrease the azimuth resolution.

There are two initiatives in the TOPS mode. The first one is to increase the

scanning area. Serving under the ESA’s Copernicus program, S1 is designed to be

a scientific operational system for large scale monitoring work such as land, natural

disasters mapping, etc. For such purpose it is desired to have the capability of scan-

ning larger area all at once. The IW mode can cover up to 250 km in range direction,

approximately three times of stripmap mode. The second initiative is to minimize

the scalloping effect and serve as an improvement to the ScanSAR mode [10]. The

ScanSAR mode also switches between subswaths to increase the scanning area; how-

ever its scanning mode [3] will give raise to the scalloping effect. More discussions on

ScanSAR will be carried out in chapter 5.
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(a) stripmap

(b) tops

Fig. 2.1. (a): An illustration of stripmap working mode. Stripmap simply
works in a “scan-and-receive-line-by-line” mode. (b): A simplification of
TOPS working mode with 2 subswath. The antenna sweeps in azimuth
direction so that in the same time a bigger area in azimuth could be
scanned when comparing with stripmap mode. The antenna then switches
to the next subswath by increasing incidence angle. For the same subswath
and adjacent bursts, there is always a small portion of overlap to ensure
the image could be mosaicked without any gaps.
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2.3 TOPS Impulse Response Function

TOPS impulse response function as a function of azimuth time is [33, 34]:

s(η) = sa(η) · exp
{
− j · 4π

λ
·R0

}
· exp

{
j · 2π · fηc · (η − ηc)

}
· exp

{
j · π ·Kt · (η − ηc)2

}
(2.1)

η is the azimuth zero doppler time; ηc is the beam center crossing time; sa is the

azimuth envelope of compressed target and is typically a sinc(·) function; R0 is the

slant range of closest approach to the target; Kt is the doppler centroid rate in the

focused TOPS SLC data; fηc is the doppler centroid frequency without introducing

the steering of the antenna, and could be thought of equivalent to the doppler centroid

in the stripmap case. Since TOPS is total zero doppler steered [13], fηc is very close

to zero (a measured 6.2± 19.494 Hz for S1).

Here it is worth stating a few notes regarding the IRF of TOPS:

1. This equation is the most important point in this thesis. Everything hereinafter

is based on this equation: stitching, deramping, coregistration, etc. This equa-

tion is what makes TOPS different from the stripmap mode. However, the

equation is really very simple, elegant and the only difference between TOPS

and stripmap [35] is the last term in the equation, the quadratic phase term

exp{jπKt(η − ηc)
2}. The intuitive understanding of this term is the extra

doppler introduced by the steering of the antenna along the azimuth;

2. This extra quadratic phase term is also a legitimate measurement of the slant-

range distance to the point target and it provides the real distance for the zero

doppler geometry [16]. Therefore, this term need to be preserved and can not

be discarded if one wants to do interferometry;

3. This quadratic phase term is azimuth dependent and is responsible for the high

coregistration accuracy requirement along azimuth direction. For example, in
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the presence of a miscoregistration time of ∆η in the azimuth direction, the

interferometric phase error would become 2πKtη∆η and varies with azimuth

time η. A special coregistration method, enhanced spectral diversity (ESD), is

required for perfect spectral alignment. In addition, This quadratic phase term

exceeds the PRF. By Nyquist sampling theorem, when the bandwidth exceeds

sampling rate (in complex domain), an alias occurs when resampling. To solve

this, the quadratic term and baseband term needs to be resampled separately.

This is well known as the deramping and reramping process.

For completeness, the IRF as a function of range time τ is also given [36]:

s(τ) = sr(τ) · exp
{
− j · 4π

λ
·R0

}
· exp

{
j · 2π · f0 · (cos β − 1) · (τ − τ0)

} (2.2)

sr is the range envelop of the compressed target and is also typically a sinc(·) function,

f0 is the carrier frequency, τ is range time, τ0 is the reference range position of the

impulse response, and β is the squint angle. Due to the presence of squint angle, there

is a linear phase term in range direction with slope equal to f0(cos β − 1). When β

is zero this phase ramp disappears; when β is significant, the doppler centroid varies

in the range direction. In the case of TOPS, the range phase ramp is very small due

to the small squint angle in TOPS (±0.6◦) and could be neglected [16] in general. In

later sections, it will be shown that a miscoregistration in range direction due to the

squint angle β together with a strong topology will add a small interferometric phase

bias. In most cases, the IRF in range direction for TOPS could be treated as the

same as the stripmap case. Thus in the following discussions the focus will mainly be

on the azimuth IRF unless otherwise stated.

2.4 TOPS Burst Synchronization

Burst Synchronization, azimuth spectral shift, azimuth spectral alignment and

azimuth common bandwidth all refers to the same thing, and they are essentially
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equivalent to the range spectral shift [37]. In the range direction, the spectral shift

is mainly due to the local topography (slope). Other terminologies that also refer to

the range spectral shift include range spectral decorrelation and geometrical decor-

relation. The baseline value that causes a total decorrelation (or, no range common

bandwidth) is referred to as the critical baseline. In the azimuth direction, however,

the spectral shift due to topography is quite small and could be ignored [38]. The

main contribution to the azimuth spectral shift is the squint angle and the doppler

centroid [9]. However the idea of the common bandwidth and spectral decorrelation

could be shared for both range and azimuth direction.

The essence of the common bandwidth is stated in [26, 37, 39]. In the azimuth

direction, the wide swath mode poses a more strict requirement on the burst syn-

chronization than the stripmap mode. This is because the wide swath mode usually

has a narrower azimuth bandwidth, which means that the same amount of spectral

shift will end up in a smaller percentage of the common bandwidth. For the TOPS

mode, the bursts in the master and slave images must be “synchronized” in terms

of the squint angle and the doppler centroid at any moment. Burst synchronization

determines the coherence of interferometric product. When the burst synchronization

is not ideal and common bandwidth is low, the common bandwidth filter is required

for filtering out the noise and increasing interferometric coherence.

In the TOPS system, there are two factors affecting the burst spectral alignment

in the azimuth: the doppler centroid and the timing. Looking back at equation

2.1, the variables that could cause a burst misalignment are fηc , Kt and η − ηc. A

different doppler centroid (either cause by a different doppler centroid value fηc and

Kt, or a different steering angle due to antenna mis-pointing) will shift the azimuth

spectrum and decorrelate the interferogram. On the other hand, a shift in time by

∆η, either caused by miscoregistration or burst timing mis-synchronization, could

also decorrelate the interferogram. It has been demonstrated in [40] that the TOPS

system is more robust to burst spectral alignment in both cases addressed above when

comparing with the ScanSAR mode. When it comes to a different doppler centroid,
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one could perform a common bandwidth filtering; when it comes to a slight timing

mis-synchronization, the enhanced spectral diversity method could be used to correct

this timing error.

In general, TOPS has quite an ideal burst synchronization. After the commis-

sioning phase of S1A and S1B, their doppler centroid frequency fηc are all located

quite precisely around zero [13, 41]. A number of efforts were also made to control

the burst timing and minimize the timing error, such as timing calibration [13], using

on-board schedule execution based on orbit position angle [40] and tightening the

orbital tube [42]. It has been reported that the majority of interferometric pairs from

both S1A and S1B shares a common bandwidth of greater than 90% [40, 41]. The

excellent performance for S1 system in burst synchronization and antenna steering

indicates that the azimuth common band filtering could be skipped without having

a significant coherence drop [9, 28].

2.5 Summary

This chapter introduced the burst mode of TOPS. The most important thing is

the IRF function in the azimuth direction, where the quadratic phase term introduces

an azimuth dependent doppler centroid term. This term is the result of the antenna

steering in the azimuth direction. This term is responsible for all the processing tech-

niques and methodologies required by TOPS. Then the issue of burst synchronization

and azimuth common bandwidth is mentioned. Because of the excellent system con-

trol, the common bandwidth after commissioning phase would be greater than 90%

for most of the time and the band filtering step could be skipped. The residual tim-

ing error could be corrected in the coregistration step. Overall TOPS is an excellent

system with superb performance in all aspects for interferometric purpose.
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3. COREGISTRATION OF TOPS

3.1 Introduction

This chapter discusses the coregistration of TOPS SLC images. Coregistration

is one of the important steps in InSAR. Coregistration means that the SLC images

must be “aligned” well so that the they could be compared pixel-wise for differences,

where the differences reveal ground information such as height or movement. The mis-

coregistration will cause coherence loss in the interferogram for stripmap mode [43].

Common stripmap product requires a coregistration accuracy of around 0.1 pixel to

avoid non-negligible decorrelation [43]. However, coregistration for TOPS mode has

a much stricter requirement than stripmap. In TOPS mode, the sweeping of an-

tenna introduces a quadratic doppler frequency in azimuth that exceeds the PRF.

For “aligning” this high-frequency quadratic phase term, a very high coregistration

accuracy is required. A miscoregistration will not only cause decorrelation, but will

also introduce a phase bias [16] into the interferometric product. To avoid introducing

non-negligible phase error (usually 0.05 radians) into the interferogram, a coregistra-

tion accuracy of 0.001 pixel is required. For such reasons, it is important to exploit

the suitable coregistration methods for TOPS that meets the 0.001 pixel accuracy

requirement.

There are mainly three ways of doing coregistration: cross-correlation-and-rigid-

transformation (from now on referred to as “cross-correlation method”) [37],

geometrical approach [29] and (enhanced) spectral diversity [14,44]. Cross-correlation

method firstly estimates shifts between master and slave image at different locations.

Then a rigid transformation is performed for slave image based on the estimated shifts

(or sometimes a non-linear transformation, but the discussion throughout this study

will be limited to rigid transformation due to the small orbit crossing angle of TOPS.
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This will also be discussed in section 3.2.1). Then, in recent years, with the improving

quality of satellite orbital state vectors, the geometrical approach is brought to the

table. This approach could be seen as a mapping from SAR coordinates to Cartesian

coordinates with the help of very precise orbits and DEM. The coregistration accuracy

for this approach mainly depends on the accuracy of orbital state vectors (it also

depends on the topography, e.g., an available SRTM; but due to the very small orbital

crossing angle of S1, the impact of topography to the final coregistration accuracy is

very small and SRTM is already good enough for that [14, 42]. Details will be given

in section 3.2.2). With the availability of precise orbital state vectors for S1 with

an accuracy of 5 cm [45], this approach is accepted by the current SAR community

as the initial coregistration method. Meanwhile, neither of the two aforementioned

methods could guarantee to reach the required 0.001 pixel coregistration accuracy in

azimuth direction for TOPS [9]. Thus, after the initial coregistration, the enhanced

spectral diversity method [14,44] will be applied to correct the residual coregistration

error and achieve the coregistration requirement for TOPS. ESD has been proved to

be quite robust in most of the stationary scenes [9].

ESD compares the phase differences of two images. The azimuth miscoregistration

is derived from this differential phase. Since ESD operates on phase, one should

always note the wrapped nature of phase. This means that an as-precise-as-possible

initial coregistration should be performed so that the differential phase in ESD step

is limited to [−π, π). Later into the chapter it will be shown that the [−π, π) in ESD

is equivalent to a 0.05 pixel accuracy for avoiding phase ambiguity. The current trend

for TOPS is the geometrical coregistration followed by ESD (from now on referred

to as “established approach”) when the precise orbits are available. On the other

side, the cross-correlation method followed by ESD (from now on referred to as

“proposed approach”) is rarely studied and discussed for S1 TOPS case. It is

desired to explore the feasibility of using the proposed approach, to understand if

there are some special processing steps related to the proposed approach, and to

determine if and when the proposed approach could be used as an alternative to the
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established approach with a negligible discrepancy. In fact, the features of S1 system,

such as the small temporal baseline (6 days for S1A-S1B or 12 days for S1A-S1A

and S1B-S1B), small spatial baseline (120∼200 meters tube [13]) and small orbital

crossing angle (< 0.001◦ [42]), are all in favor of the cross-correlation method, as the

quality of cross-correlation and estimation depends on good coherence and all the

merits of S1 significantly reduce the temporal and geometrical decorrelation.

For a comprehensive understanding of the proposed approach, the study is car-

ried out in two aspects: (1) to understand the coregistration accuracy of the cross-

correlation method; and (2) to evaluate if the proposed approach (cross-correlation

method followed by the ESD) could give identical interferogram with the established

approach.

Specifically, for evaluating the theoretical coregistration accuracy of the cross-

correlation method, the Cramér-Rao lower bound (CRLB) is used for showing the

lower bound on the coregistration accuracy. For validating the accuracy of the

cross-correlation method, one could read the coregistration residual from the cross-

interferogram phase in the ESD step. For verifying the correctness of the proposed

approach with respect to the established approach, one could compare the interfero-

grams from the two approaches, and check if there is a non-negligible phase.

This chapter is organized in accordance with the two aspects that are proposed

for studying. The second section discusses the theoretical coregistration accuracy of

the two methods, the cross-correlation method and the geometrical method, using the

idea of CRLB. The third section briefly describes the ESD method. The fourth section

experiments on real data for a variety of different cases. There are two purposes for

running experiments. The first one is to validate the coregistration accuracy of the

cross-correlation method by looking at the cross-interferogram. The second purpose

is to check for interferogram phase difference between the proposed approach and the

established approach. The last sections discuss a few points regarding the proposed

approach, focusing on some issues related to the cross-correlation method, such as

the topography, the orbital crossing angle and temporal baseline.
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3.2 The Coregistration Accuracy of Cross-correlation Method and Geo-

metrical Method

3.2.1 Cross-Correlation & Rigid-Transformation

The problem of coregistration is very similar to the time delay estimation (TDE)

problem in signal processing [46, 47]. In sequence, the cross-correlation method does

the following:

1. Performs the cross-correlation between master and slave image using small win-

dows at different locations;

2. Performs the maximum likelihood estimation (MLE) on the cross-correlation

between master and slave windows to estimate the offsets;

3. Estimates the transformation matrix for the slave image based on the calculated

offsets at different locations;

4. Perform the rigid transformation based on the estimated transformation matrix.

In the steps above, two estimations are performed. In the first place, one estimates

the offsets for small windows between master and slave at different locations. In the

second place one estimates the transformation matrix. The two estimations accuracy

will be discussed separately.

The Accuracy of Estimating Offsets A number of patches distributed uniformly

on master and slave images are selected for estimating the offsets. A patch is usually

a small square window of the size n (for example, 8 × 8, or 64 × 64 ). When n = 1

the patch is a point. For each patch, the offset will be estimated with MLE after
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cross-correlation. Now once can express this process in a mathematical way. Suppose

there is a mutual shift between the master and slave patch, denoted as the following:

u1[n] = s[n] + w1[n], (3.1)

u2[n] = αs[n−∆n] + w2[n], n = 1, ..., N (3.2)

γ =
E[u1u

∗
2]√

E[|u1|2] E[|u2|2]
(3.3)

where u1[n] is the master signal, u2[n] is the slave signal with offset ∆n, ∗ is the

conjugation operator, s[n] is the signal, w[n] is the speckle noise in SAR imagery, α

is the amplitude gain; γ is the coherence which is also related to the signal clutter

ratio (SCR), N is the size of the patch. ∆n is the mutual shift for this patch that

needs to be estimated. Note that in general u1 and u2 are complex signals and the

cross-correlation is carried out in the complex domain [48]. In several literatures

w[n] is assumed as the complex, zero mean stationary white noise, and then ui[n]

is referred as the stationary circular Gaussian process [29, 49, 50]. In the following

discussion, the analysis is carried out for the 1D signals as in equation 3.1 and 3.2

but the conclusions could also be expanded to the 2D case.

The MLE of the cross-correlation between u1 and u2 gives an estimated mutual

shift value denoted as ∆n̂. The CRLB of ∆n̂ is [49, 51]:

σ∆n̂ =

√
3

2N

√
1− γ2

πγ
(3.4)

The reason for using the CRLB is because the MLE is asymptotically unbiased

and efficient. Here, the CRLB could also be expressed as a function of SCR. Here it

is assumed that the master and slave patches have close enough SCR, where the SCR

is defined as:

SCR =
σ2
s

σ2
w

(3.5)

σ2
s and σ2

w are the variances of signal and noise in equation 3.1 and 3.2. Then, by

the definition of coherence in equation 3.3, and suppose that wi[n] are uncorrelated
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zero mean complex Gaussian noise [49, 50], and that s[n] and w[n] are also uncorre-

lated, then, by the definition of coherence, one would have the following [52,53]:

γ =
σ2
s

σ2
s + σ2

w

=
1

1 + 1/SCR
(3.6)

Then equation 3.4 becomes

σ∆n̂ =

√
3

2N

√
1 + 2SCR

π SCR
(3.7)

When the estimation use strong point scatterers (characterized by sufficiently high

SCR values), the lower bound become [48,54]:

σ∆n̂,point =

√
3

π

√
1

SCR
(3.8)

Comparing with equation 3.7, the
√
N in the denominator is not there due to the

central limit theorem. For strong point scatterers, SCR� 1, so that
√

1 + 2SCR/SCR ≈
√

2 ·
√

1/SCR.

It can be seen from both equation 3.4 and 3.8 that, the key factor for estimation

accuracy is the coherence/SCR. For getting a higher accuracy in estimating the offsets,

patches with higher SCR should be prioritized. The size of the patch is also important;

however, it follows the reciprocal of square root, which means when N is large enough

then increasing the patch size won’t decrease CRLB significantly.

The Accuracy of Estimating Transformation Matrix Now let’s evaluate the

accuracy for the rigid transformation step. Suppose now the offsets for a number of

points (or patches) have been calculated and denoted as ∆n̂1, ...,∆n̂m. At this point,

one could use again the MLE to estimate the coefficients of the rigid transformation

for the slave image. The 2D slave image in vector form is S2×M where M is the

number of points to be transformed; the linear transformation matrix is D2×2; the

translation matrix is t2×1, the resampled slave image is S̃2×M, then the rigid transform

is expressed in the following way:

S̃2×M = D2×2 · S2×M + t2×1 ⊗ 12×M (3.9)
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where S̃2×M is the resampled slave image. ⊗ is the Kronecker product, 12×M is a

vector with all ones. A different way of writing the transformation function without

using vectors is given in [37]. Equation 3.9 will have the following effects to the

resampled slave image [37]:

1. The Kronecker product term represents a mutual shift (on azimuth and range)

between master and slave image. In InSAR, this shift is mainly due to orbital

timing error (azimuth) and perpendicular baseline component (range);

2. The transformation matrix D2×2 could include a stretch in range and a rotation

that skews both azimuth and range.

For understanding the accuracy of the rigid transformation, the focus is on the

accuracy regarding the mutual shift and the rotation. The two cases could be rep-

resentative for SAR image coregistration and are enough for understanding the rigid

transformation accuracy in terms of CRLB. Detail regarding a more general case

could be found in [55].

For the case of a mutual shift between master and slave image, suppose there are

M points/patches used for the estimation, each has an estimated offset with variance

σ2
∆n̂. Since the M points/patches do not overlap, it is safe to assume that they

are independent, and thus the estimated offsets ∆n̂i are mutually independent. The

CRLB for estimating the mutual shift is thus given by [55]:

σS̃,shift =
1√
M

σ∆n̂ (3.10)

It can be seen from equation 3.10 that the lower bound is independent of the loca-

tions of the points. Also equation 3.10 applies to both range and azimuth direction.

Now let’s evaluate the CRLB for estimating the rotation matrix. Although in

SAR coregistration, the rotation angle is very small [37], later it will be shown that it

does have non-negligible effects on TOPS coregistration. With the assumption that
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the variance for each point on the range and azimuth directions are the same, the

following simplified CRLB could be derived [56]:

σS̃,rot =
1√∑M

i=1(s2
ix + s2

iy)
σ∆n̂ (3.11)

where six and siy are the coordinates for the ith point in S2×M. Note that by

default the rotation matrix rotates the image by an angle α about the origin of the

coordinate system. If the variances are different on the two dimensions, CRLB will

dependent on the rotation angle α [55]. Unlike the mutual shift case, rotation estimate

depends on the location of points. When six and siy are larger, CRLB is smaller. The

intuition is that points further from the rotation center will affect more in rotation

estimation. For coregistration purpose, this requires points taken from the image to

be as uniformly distributed as possible so that the estimated rotation matrix can be

more precise.

Conclusion on Cross-correlation & Resampling In conclusion, the cross-correlation-

and-rigid-transformation coregistration method mainly depends on three factors: co-

herence, number of patches, and the location of patches. The first two factors

play more important roles in the process. In the first place, it is desired to select

patches/points with coherence/SCR as large as possible. Then it is desired to select

a sufficient number of patches, M . However, since the standard deviation is propor-

tional to the inverse square root of M , at one certain point the increase of M will

play a less important role to the final accuracy determination.

3.2.2 The Geometrical Method

Another widely-applied coregistration method is the geometrical coregistration

[29]. The basic idea of geometrical coregistration is stated here. With the help of

state vectors and external DEM, each pixel (in azimuth and range coordinate) on

master and slave image could be mapped to the Cartesian reference system. One

could consequentially calculate the range and azimuth shift based on the Cartesian
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coordinates offsets. There are two advantages of this method. In the first place,

while the accuracy of cross-correlation depends largely on the availability of coherent

patches, geometrical coregistration does not depend on coherence at all. In the second

place, in this approach, the relative coregistration pixel-to-pixel is very accurate, and

the topography is being properly considered. The only residual error between master

and slave after geometrical coregistration is a constant shift in range and azimuth

that comes mainly from the orbit error [14]. This error depends on the orbit accuracy

and should be estimated and removed with ESD or conventional cross-correlation. In

addition, the accuracy of this method also depends on DEM (e.g., SRTM), but the

effect of DEM is only important when the orbital crossing angle is large [42].

The pixel offset for one point target between master and slave image in azimuth

is given in the following form [29]:

∆j =

(
∆(az)

∆
(az)
s

vs − v

)
· P

∆(az)
+ v · Saz

∆(az)
(3.12)

where ∆j is the azimuth offset (in pixel) between master and slave, ∆(az) and

∆
(az)
s are the azimuth sampling spacing (in meters) for master and slave; v and vs

are the velocity unit vectors for master and slave; P is the coordinate of ground point

(in Cartesian system), Saz is the orbital along track offset between master and slave.

It can be shown from equation 3.12 that the azimuth offset ∆j is determined by two

parts: the first term in the equation is related to the ground coordinates P, or in

other words, the external DEM. The second term in the equation, Saz, is derived

from the orbital state vectors.

In the first term of equation 3.12, αvs − vs is the orbital crossing angle. For

the same ground target, the larger the crossing angle, the larger the azimuth offset.

However, the orbital crossing angle is usually very small for TOPS (0.001◦ in the

worst case [42]). To achieve a 0.001 pixel accuracy on the azimuth direction, DEM

with accuracy less than 250m is good enough, which means SRTM is sufficiently
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accurate [42]. Thus the accuracy of azimuth offset is mainly based on the second

term. If one takes derivative in the second term to Saz for equation 3.12:

δ(∆j) =
δSaz

∆(az)
(3.13)

where δSaz is the orbital offset error along azimuth direction, and δ(∆j) is the

azimuth offset error (or, the azimuth coregistration error) in pixel. It is worth noting

that in [29] the author conducted a sensitivity analysis by considering state vectors

deterministic value and taking derivative of equation 3.12 with respect to Saz. On the

other side, one could also consider Saz a random variable and derive the uncertainty

of ∆j (as a matter of fact, some people [57] treats the orbital as a random variable).

The same conclusion could be derived.

The accuracy of precise orbit along azimuth direction is usually within 5cm and

restitute orbit along track accuracy is usually within 10cm [45]. Equation 3.13 says

that 5cm along track baseline error leads to an azimuth coregistration accuracy of

around 0.004 pixel (the azimuth sampling spacing for TOPS is around 13∼14 meters).

To achieve the same goal with strong & isolated point targets, one would need around

2,000 points with SCR 10dB. This shows the advantage of geometrical distribution:

the accuracy does not depend on neither the spatial distribution nor the SCR of

ground features. In addition, in a number of real-data cases, the along-track baseline

error of precise orbits is within 1.5cm [45], corresponds to 0.0012 pixel, which meets

the coregistration requirement of TOPS. In [58] the author claims that the geometrical

coregistration is enough for most cases of TOPS coregistration and that spectral

diversity step is largely unnecessary if the orbital precision could be achieved.

Range Dependent Residual Shifts It has been reported that the residual shifts

after the geometrical approach in cross interferogram for one burst overlapping area

is almost a constant along range direction [30,31] unless it is a non stationary scene.

The approach is then to estimate a single value of mutual shift for each burst. This

will also later be validated in the experiments.
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3.3 Enhanced Spectral Diversity

Introduction to Enhanced Spectral Diversity Suppose there is a target on the

ground with a slight miscoregistration of azimuth time ∆η in the slave image. From

equation 2.1, the interferogram will be exp{jφinterf} exp{j2πKtη∆η} where φinterf =

4π/λ · (R0,master−R0,slave). Now there are two unknown variables, φinterf and ∆η, but

only one observation at time η. The equation is underdetermined and ∆η could not

be solved.

If there is another observation at time η′, then one will have two observations at

time η and η′. With two observations and two unknowns, the system is determined

and there is a unique solution to the miscoregistration time ∆η. If one writes:

ifg = exp{jφinterf} exp{j2πKtη∆η} (3.14)

ifg′ = exp{jφinterf} exp{j2πKtη
′∆η} (3.15)

Then the cross-interferogram [59] (some literatures call this differential interfero-

gram [14]) is:

ifg ∗ ifg′
∗

= exp{j2πKt(η − η′)∆η} (3.16)

As shown in figure 2.1(b), for the same subswath, there is always a small area that

is illuminated in consecutive bursts. This means that the target inside this small area

are illuminated twice, at time η and η′ separately. One could use pixels inside this

“common area” to generate the cross-interferogram and derive the miscoregistration

time ∆η using equation 3.16.

1/1000 Coregistration Accuracy The common Doppler Centroid rate Kt of fo-

cused TOPS is around 1750Hz/s. Take (η − η′) to be 2.75s, suppose one requires a

coregistration accuracy that limits the interferogram bias to 0.05 radians, the maxi-

mum allowed miscoregistration time ∆η should be 0.05/(2π× 1750× 2.75) ≈ 1.65µs.

Taking azimuth PRF of 486Hz, the miscoregistration time would convert to 0.0008

pixel and round up to 1/1000 pixel. In conclusion, to achieve a coregistration accuracy

of 0.05 radians, a 1/1000 pixel coregistration accuracy in azimuth is required.
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Phase Ambiguity of ESD In the ESD step, if the cross-interferogram phase is

π, it corresponds to approximately 104µs or 0.05 pixel miscoregistration in azimuth.

This means that for avoiding the phase ambiguity, the initial coregistration should

achieve at least a 0.05 pixel accuracy. Remember that for the stripmap mode, a

convention of 1/8 pixel accuracy is desired [43,60].

3.4 Evaluation of the Proposed Approach with Test Sites

In this section, the performance of the proposed approach with some test sites

under different conditions will be evaluated. The focus will be on two points:

1. The first one is to evaluate the coregistration accuracy of the cross-correlation

method by checking the cross-interferogram phase in the ESD step. If the

cross-correlation method accuracy is low, then the cross-interferogram phase is

away from zero; if the cross-correlation method accuracy is high then the cross

interferogram phase is close to zero;

2. The second point is to check the interferogram phase difference between the

proposed approach and the established approach, and here the established ap-

proach is treated as the “reference result”. The aim is to test the correctness

and robustness of the proposed approach and to understand the conditions for

when the proposed approach could apply.

3.4.1 Introduction to Test Sites

For the experiment, three different test sites are used. In sequence, the three

examples are representing an ideal testing case, a generic testing case, and a case

with large topography:

1. The first test site is located at the Atacama desert in northern Chile. The

Desert is a plateau and is the driest desert in the world. From the InSAR point

of view, the site is very coherent. Even interferograms with very long temporal
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baselines (for example, a few years) could show very high coherence. The idea

is to select an ideal case as the first test;

2. The second site is a more generic one. This is a pair of data taken in the

early summer (April & May 2018) that covers Purdue University, the U.S.A.

The surroundings of Purdue University is mostly farmlands and countrysides.

There are a few towns inside the AOI connected by the highway. This dataset

has 24 days temporal baseline and 60 meters spatial baseline. The majority

of ground features is distributed scatterers, where the coherence will decrease

exponentially in time. Also, later in the discussion section, another case in the

California Central Valley is presented that shows a very similar ground feature;

3. The third site is Mt Etna in Italy. Mt Etna represents a case with large to-

pography and a relatively large spatial baseline of 123 m (in the sense of S1).

The highest point of Mt Etna can reach more than 3,000 meters where the low-

est height is close to the sea level. The aim is to test the performance of the

proposed approach when there is large height variation in the scene.

3.4.2 The Atacama Desert: a Long Swath with 17 Bursts

The first example comes from Sentinel-1A track 149, subswath 2 on 2017-Nov-

16 and 2017-Nov-28. The AOI is in the Atacama desert in the northern Chile1.

In the cross-correlation method, 40,295 points with SCR over 7dB are selected for

estimating the rigid transformation coefficients. The cross-interferogram after the

cross-correlation method and geometrical method are plotted in figure 3.1. Note

that only the cross-interferogram at burst overlapping area have a none-zero value.

Each burst overlapping area is typically around 100∼120 pixels in azimuth. The

1Dataset used for this example:
S1A IW SLC 1SDV 20171116T230610 20171116T230637 019296 020B1F BC1A
S1A IW SLC 1SDV 20171116T230635 20171116T230700 019296 020B1F FC0E
S1A IW SLC 1SDV 20171128T230610 20171128T230637 019471 0210A6 4730
S1A IW SLC 1SDV 20171128T230635 20171128T230700 019471 0210A6 D735
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Fig. 3.1. Interferogram of two S1A images on 2017-Nov-16 and 2017-Nov-
28 from subswath 2. For each date, 17 bursts are stitched together. (a)
the Interferogram, multilooked by 5 in range and no multilook in azimuth,
no filter is used; (b) the cross-interferogram at only the burst overlapping
area between two consecutive bursts, after the cross-correlation method.
The color bar is from 0.5 to -0.5 radians, corresponds approximately from
0.01 to -0.01 pixel miscoregistration; (c) the cross-interferogram at the
16 burst overlapping areas in the 1D plot. The azimuth dimension is
multilooked (summed) to get the 1D plot. The x-axis is range and y-
axis is the cross-interferogram phase; (d) the cross-interferogram after the
geometrical approach; (e) the 1D plot of cross-interferogram at 16 burst
overlapping areas after the geometrical approach.
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Fig. 3.2. top: the interferogram phase difference between the proposed
approach and the established approach; bottom: the DEM from SRTM
for this AOI.

cross-interferogram is shown in figure 3.1(b) and (d). In addition, to observe the

cross-interferogram phase variation in range direction, I multilooked the 100∼120

pixels in azimuth direction for each burst overlapping area and plot out the cross-

interferogram phase as a function of range. The results are shown in figure 3.1(c) and

(e) respectively.

In the first place, using equation 3.10, one could calculate that the coregistration

accuracy with the cross-correlation method should be approximately 0.001 pixel, or,

0.07 radians in the cross-interferogram. In figure 3.1(b) & (c), the average cross-

interferogram phase value is approximately 0.01 radians. This shows that the coreg-

istration residual more or less corresponds to the theoretical value.

In the second place, regardless the initial coregistration method used, the cross-

interferogram phases for different bursts overlapping areas are almost the same. This

means that even for a very long track (the AOI spans approximately 300 km in az-
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imuth) there is only mainly a mutual shift between the master and slave image after

the initial coregistration. In fact, it has been shown that the cross-interferogram

phase is consistent in azimuth for even much longer datasets [31]. Still, the cross-

interferogram phases in different bursts show a very small discrepancy in the magni-

tude of 0.1 radians. A number of reasons could contribute to such small discrepancy in

different bursts. The typical contributing factors could be orbit inaccuracies, timing

errors, or geophysical effects [16,28,30].

At last, the cross-interferogram phase in the geometrical method does not vary

much in range (figure 3.1(e)). This has been reported by others [14, 30, 31] as well.

On the other side, the cross-interferogram phase after rigid transformation is some-

times showing a linear trend in the range direction with a noticeable slope (figure

3.1(c)). The reason is a small rotation angle estimation error. More details are in the

discussion section.

In figure 3.2 the phase difference between the two interferograms from the pro-

posed approach (cross-correlation followed by ESD) and the established approach

(geometrical followed by ESD) is plotted. Overall, the phase difference is within 0.05

radians in most part of AOI, meaning that the difference between two approaches is

within the error margin at most parts. Still, it could be seen that the phase differ-

ence at some places exceeds the 0.05 radians margin. The places with large phase

difference have the following common characteristics:

1. They all have very large height values (comparing with the mean height of the

AOI);

2. They are all located at or near the the edges of bursts.

This non-negligible phase difference should mainly come from a miscoregistration in

the azimuth direction due to the presence of the crossing angle and the fact that the

topography is not considered during cross-correlation method [42]. Another similar

case will be presented in the subsection 3.4.5.
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Fig. 3.3. The Interferogram of two S1B images on 2017-Nov-10 and 2017-
Nov-12 from subswath 2. First row: the Interferogram, multilooked by 5
in range and no multilook in azimuth, no filter; Second row: the cross-
interferogram at burst overlapping area in the 1D plot after the cross-
correlation method. Third row: the 1-D cross-interferogram for each burst
overlapping area after the geometrical approach; Last row: the interfero-
gram phase difference between the proposed approach and the established
approach.
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3.4.3 The Atacama Desert: a Short Swath with 4 Bursts

Examples of a smaller area (range 10,000 by azimuth 6,000) is shown in figure

3.3. The two SLCs come from Sentinel-1B track 149, subswath 2 on 2017-Nov-10 and

2017-Nov-22 in the same area 2. A total of 7,795 points with SCR greater than 7dB

are selected for the cross-correlation method. The theoretical coregistration accuracy

should be on the scale of 0.15 radians on cross-interferogram. In figure 3.3, the phase

read from cross-interferogram is slightly larger than this theoretical value, but they

are still more or less at the same level of magnitude. For showing the correctness of

the proposed approach, one could see that the phase difference in interferograms is

well limited to within -0.02 to 0.02 radians.

3.4.4 Purdue University: an Example with 24 Days Temporal Baseline

in April

This example includes two S1A data in April and May with 24 days temporal

baseline and 55 m spatial baseline3. Subswath 2 covers the entire Purdue University,

and the area is typical farmland with scattered small towns (such as the university

campus). From the interferogram in figure 3.4, one can see the “blocks” that represent

different types of crops. The noisy “blocks” should indicate the fast growth of some

types of crops in April; while the coherent “blocks” could indicate no changes over

the 24 days period.

The cropped area has 12,000 pixels in range and 5,550 pixels in azimuth. The

interferogram is multilooked by 10 × 2 with no filters applied. 1,229 points with

SCR higher than 7dB are selected for estimating the rigid transformation matrix. In

theory (equation 3.8 & 3.10), this would correspond to around 0.05 pixel coregistration

2Dataset used for this example:
S1B IW SLC 1SDV 20171110T230533 20171110T230600 008225 00E8C3 1BA6
S1B IW SLC 1SDV 20171122T230533 20171122T230559 008400 00EE11 75CF
3Dataset used for this example:
S1A IW SLC 1SDV 20180419T234016 20180419T234044 021543 0251FA 381A
S1A IW SLC 1SDV 20180501T234017 20180501T234045 021718 02577C 001E
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Fig. 3.4. An example with Purdue University as the test site with 24 days
baseline. First row: the interferogram mutlilooked by 10 × 2 with no filter
applied; Second row: the cross-interferogram after applying the cross-
correlation method; Third row: the cross-interferogram after applying
the geometrical method; Last row: the difference of interferogram phase
between the proposed approach and the established approach.
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accuracy, or around 0.37 radians in the cross-interferogram. The average of the cross-

interferogram phase read from the four burst overlaps is 0.42, which is pretty close

to the theory.

Comparing with the previous case of the Atacama desert, the cross interferogram

of this example looks less coherent due to the temporal decorrelation of distributed

scatterers. However, after the cross-correlation method, the linear trend in range for

each burst overlap could still be observed and estimated despite the noise. The final

interferogram phase between the proposed approach and the established approach

shows a very small difference that is limited to within the 0.05 radians error margin.

This example shows that the proposed approach could also work well in a more generic

case.

In addition, it can be inferred from the examples that the correctness of the

final interferogram product from the proposed approach depends on how well one can

estimate the phase and slope from the cross-interferogram in the presence of the noise.

When interferogram coherence is low, the cross interferogram will be noisier, and the

estimation of coregistration residuals from interferogram will be less accurate. This

also means that, for a more robust ESD, it is desired to choose image pairs of shorter

temporal baseline and hence less temporal decorrelation effect.

3.4.5 Mt Etna: an Example with Large Topography and 123 Meters

Spatial Baseline

Mt Etna is an active volcano on the island of Sicily, Italy, and its current height

is 3,329 m. The purpose of this testing site is to understand the effect of large

topography to the proposed approach. To make this case more general, a relatively

large spatial baseline (for Sentinel-1 case) of 123 m is selected. The temporal baseline

is 18 days4. The cropped area has 19,000 pixels in range and 7,200 pixels in azimuth.

4Dataset used for this example:
S1A IW SLC 1SDV 20180126T050434 20180126T050501 020321 022B4C 48A0
S1B IW SLC 1SDV 20180213T050354 20180213T050428 009600 0114CD 9865
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Fig. 3.5. An example with Mt. Etna as the test site with 18 days temporal
baseline and 123 meters spatial baseline. First row: the interferogram
mutlilooked by 10 × 2 with no filter applied and no topographic phase
removed; Second row: the DEM using SRTM; Third row: the difference of
interferogram phase between the proposed approach and the established
approach. It could be seen that the phase difference is the largest (close
to 0.1 radians) at the top of the mountain.
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The interferogram is multilooked by 10 × 2 with no filters applied. To highlight the

location of the volcano, the topography phase is not removed from the interferogram.

In the rigid transformation, 10,054 points with SCR higher than 7dB are selected for

estimating the rigid transformation matrix.

The interferogram phase difference between the proposed approach and the es-

tablished approach shows a very similar pattern as in the case of the Atacama desert

(figure 3.2):

1. (To use the established approach as the reference, then) The interferogram

phase error correlates with the topography. The phase error is the largest at

the top of the mountain;

2. The interferogram phase correlates with the azimuth position inside the burst.

The phase error is the largest at burst edges (because the squint angle is the

largest at burst edges) and tends toward zero at the center of the burst (because

in zero doppler steering there will be no phase error from miscoregistration).

In this Mt Etna case, the phase discrepancy at the top of the mountain could

reach 0.1 radians or more. Similar to the case in section 3.4.2, this phase residual

should mainly come from the miscoregistration in the azimuth direction due to the

orbital crossing angle and the fact the cross-correlation method fails to consider the

topography during coregistration. This effect was well analyzed in [42]. The con-

clusion is that for cases with very large height variation in the AOI, the proposed

approach will introduce a non-negligible phase bias at or near burst edges by failing

to consider the DEM during coregistration.

3.5 Further Discussion

3.5.1 Validation: Coregistration Accuracy and AOI Size

ESD could not only coregister the complex number SLC images to the desired

level, but could also serve as a tool to check the accuracy of the initial coregistration
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method. If the initial coregistration accuracy is low, then the cross interferogram

phase will be away from zero; if the initial coregistration accuracy is very high then

the cross interferogram phase will be close to zero. In section 3.2.1, it is mentioned

that bigger AOI indicates more strong scatterers. More strong scatterers means a

better coregistration accuracy, and the relationship between scatterers number and

coregistration accuracy follows the law of large numbers. In this section one example

is shown to demonstrate this trend.

The same dataset used in section 3.4.3 is used in this example. A small area at

the center of subswath 2 is extracted. For validation purpose, 1,500 azimuth lines is

selected, and in range direction, I started with 500 range samples, and then double

the size to 1,000 and then to 2,000 range samples. For the three small areas, both

the cross-correlation and geometrical approach are performed before ESD. The cross

interferogram phase at each burst overlapping area is plotted to show the coregistra-

tion accuracy of initial coregistration method. It should be anticipated that, for the

cross correlation method, the coregistration accuracy increases with the area, and for

the geometrical approach, the coregistration accuracy should be independent of the

processing area.

The result is shown in figure 3.6. The coregistration accuracy of geometrical ap-

proach is shown in the lower part of figure (b), (d) & (f). No significant difference

could be observed. The coregistration accuracy of cross-correlation method is show-

ing in the upper part of figure (b), (d) & (f). It could be seen that the coregistration

accuracy is the lowest for the smallest area as the phase is furthest from zero with

a significant rotation. As the size of area grows large the coregistration accuracy in-

creases and the cross interferogram phase tends towards zero. In addition, the increase

of coregistration accuracy when increasing range from 500 to 1,000 is more significant

than when increasing from 1,000 to 2,000. Equation 3.10 says this is because the

accuracy is proportional to the square root of number of points, or equivalently, the

size of area.
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Fig. 3.6. A comparison of initial coregistration accuracy for cross-
correlation and geometric approach as the size of AOI grows. The sample
dataset comes from the same one as in figure 3.3. All three examples
shown here have 1500 lines in azimuth and consists of three bursts. (a)
Interferogram of the AOI with size 500 (range) × 1500 (azimuth); (c) In-
terferogram of AOI with 1000 × 1500; (e) Interferogram of AOI with 2000
× 1500. (b), (d) & (f) are the corresponding cross-interferogram phase at
burst overlapping area after cross-correlation approach and geometrical
approach.
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Fig. 3.7. The effect of image rotation on the cross interferogram. A simu-
lated rotation of 0.5 millidegree will be reflected to the cross-interferogram
as a linear slope. For a simulated data with 10,770 samples in range, the
cross-interferogram phase goes approximately from 2.2 to -2.2 radians.

3.5.2 The Rotation of Slave Image

In all the examples that are shown in the previous section, when using the proposed

approach, it can be seen that linear slopes appears in the range direction on the cross-

interferogram phase. The linear slope is caused by the residual rotation angle of slave

image during the rigid transformation estimation process.

For the purpose of doing interferometry, it is desired to have perfect parallel re-

peat pass satellite orbits. However, due to the eccentricity of ellipsoid earth, one

could never get a perfect parallel between the repeat pass. There will be a very small

crossing angle [42]. The crossing angle, albeit small, could introduce some error to

the TOPS interferogram. There are mainly three effects for the crossing angle: (1)

It will introduce a small amount of burst mis-synchronization and spectrum decor-

relation to TOPS [42]. The mis-synchronization could be corrected by the ESD and

the decorrelation could be corrected by applying an azimuth common-bandwidth fil-

ter (or, since the burst mis-synchronization is usually very small for TOPS, mostly
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under 5% [28, 41], one could just ignore the minor coherence loss there); (2) The

small crossing-angle post an accuracy requirement to the availability of DEM when

performing geometrical coregistration. Though the requirement is quite low, an ac-

curacy of around 300 meters in DEM is still needed to keep the interferometric phase

error under 1.5◦ [42]. (3) The last one is for the cross-correlation method. Since there

will be a small rotation between master and slave due to the small crossing angle, the

rigid transformation will estimate this rotation angle. The residual between the true

rotation angle and the estimated rotation angle will introduce this linear slope in the

cross-interferogram.

I start by simulating a small rotation between master and slave image using the

real parameters from TOPS. The steps are: (1) read the quadratic phase parameters

from a real sample dataset, specifically Kt and (η− ηc)2 [33]; (2) rotate the quadratic

phase by a small angle in the counterclockwise direction around its center point;

(3) simulate the two looks from two difference squint angles and generate the cross-

interferogram.

The simulation result is shown in figure 3.7. A rotation angle error of 0.5 mil-

lidegree corresponds to a linear slope of approximately 4.1 × 10−4 radians/sample.

In our example, the phase changes 4.4 radians in range over the 10,770 samples. To

correct the rotation error, when performing the ESD one should estimate the range

slope and compensate for the rotation angle error. Since the phase could be wrapped,

the estimation of the slope could be done with the Fourier transform. Estimating the

slope of cross interferogram phase is equivalent to find the peak of shift after Fourier

transform:

x(τ) exp
{
− j2πfrotτ

} F−→ X(f − frot)

f̂rot = arg max X(f − frot)
(3.17)

where frot is the desired slope in range for the cross interferogram. The range

slope in the cross-interferogram only depends on the residual rotation angle and does
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not depend on the mutual shift between master and slave. The bigger the rotation

angle, the steeper the slope.

According to [42], at the initial stage of S1 mission the crossing angle reaches 1

millidegree in the worst case. Later on, ESA tightened the cross angle to less than 0.25

millidegree. However, as shown in the simulation, a 0.25 millidegree rotation error

could indicate almost a full 2π phase variation along a full burst (usually around

24,000 samples in range). Even a very small estimation error in the rotation angle

could be clearly observed on the cross interferogram as a slope in range. In conclusion,

it is very necessary to estimate and correct this rotation angle estimation error when

using cross-correlation method.

3.5.3 Examples of Correcting Residual Rotation Angle

The first example is shown in figure 3.1. Although the residual rotate angle is

small, it could still be observed on the cross interferogram, and the linear trend in

range is clear when comparing with the geometrical approach. The linear slope is

estimated and removed using equation 3.17.

In examples with long azimuth (2 or more SLCs concacenated together) and cross

correlation, taking figure 3.1 as an example, the estimated slope value appears to

have a trend of increasing. The estimated slope for each bursts for this particular

example is shown in figure 3.8. An increasing trend in the slope could be observed. A

bigger slope indicates a bigger rotation angle. Since the bursts are stitched together

into a SLC data in the first place, a possible explanation of the increasing slope is the

increasing crossing angle in the orbit. Since the linear transformation is performed to

the whole SLC image, when there is an increasing crossing angle between master and

slave image, one should observe a bigger rotation angle when doing coregistration.

An illustration of this phenomenon is illustrated in figure 3.9.

Other examples of correcting residual rotation angle are shown in figure 3.3. A

very obvious linear trend in range of the cross interferogram could be observed. After
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Fig. 3.8. The estimated slope for each burst overlapping area for the data
example in figure 3.1.

Fig. 3.9. An illustration of increasing crossing angle of orbits for very long
tracks.

estimating the linear slope and applying ESD, it could be seen that the interferogram

shows negligible difference when comparing with the geometrical approach.

3.5.4 DEM Related Distortions in TOPS Interferogram

This section discusses the impact of DEM in TOPS coregistration and interferom-

etry. DEM/topography could influence the TOPS interferometric process in a number

of different ways. In this section, a few error sources when DEM is not available and

how will the absence of DEM bias the interferogram are discussed.
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The first impact of DEM is related to the crossing angle. As appears in equation

3.12, the accuracy requirement of DEM increase with an increasing crossing angle [29].

Since the crossing angle for S1 is much smaller than the case of ERS or Envisat,

the requirement on DEM is not so strict. For example, for a 0.001◦ crossing angle,

one only needs DEM accuracy of around 300 m to fulfill the TOPS coregistration

requirement [42]. In general, for flat areas with height deviation smaller than a

couple of hundred meters, one could use the earth ellipsoid model instead of SRTM.

In our example in figure 3.2 and figure 3.5 with large topography deviation, it is still

important to have the SRTM when using the established approach. More details for

TOPS case could be found in [15,42]. The general idea is that an available SRTM as

the DEM is good enough for an accurate coregistration in the established approach.

The second impact that DEM has is the azimuth positioning error due to a change

of effective velocity and squinting angle. In general, since the baseline of S1 is usually

very small, the difference between master and slave effective velocity is very small,

thus the interferometric phase difference with or without using DEM due to this factor

is negligible [38].

The last impact appears in range direction with the presence of a squint angle.

In the presence of a large height variation, say, a very high building, then there will

be a mismatch for the building during coregistration because the projection of the

building to different slant range direction will be slightly different. In stripmap case,

this slight miscoregistration in range will only cause a decorrelation. In the case

where a squint angle is presented, such as TOPS, then there will be a linear phase

ramp imposed to the IRF in range direction (equation 2.2). The linear phase ramp

will introduce a phase error if there is a slight miscoregistration in range direction as

well [30, 36]. However, the effect is very small and negligible in general. Even if for

very large height difference, since the squint angles in the TOPS mode are smaller

than 0.7◦, and also the baseline is small, thus the interferometric phase bias that is

contributed by the range miscoregistration is still very small and can be considered

negligible [36].
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3.5.5 The Break Down Point of Cross-Correlation Method

This section explores the breakdown point for correctly performing the proposed

approach. From the previous discussion, one could know that there should be two

factors in general. The first factor is whether there are enough points with high SCR

for estimating the rigid transformation matrix and avoiding the phase ambiguity in

the ESD. The second factor is whether the cross-interferogram phase is too noisy for

getting a robust estimation of the phase & slope value in ESD.

Are There Enough Points for Rigid Transformation to Avoid ESD Phase

Ambiguity? The previous calculation shows that a 0.05 pixel coregistration accu-

racy is enough for avoiding the ESD phase ambiguity. In theory, this is equivalent

to around 10 strong scatterers with SCR over 10dB. In most cases, this should be

a relatively easy goal to reach, even when one’s processing area is small. Then the

ESD step is able to compensate for the coregistration residuals (assuming that the

estimation of ESD phase & slope is correct).

Here one interferogram near Purdue University with 24 days temporal baseline

is given5. The AOI has 1,200 range samples and 4,000 azimuth lines, making it a

relatively small area. Again the majority of AOI consists of distributed scatterers. In

the cross-correlation process, 120 points with SCR over 7dB are selected for estimating

and performing the rigid transformation. This corresponds to 0.02 pixel coregistration

accuracy, or 1.2 radians in cross-interferogram phase. In figure 3.10, the average

phase from the cross-interferogram is more or less this value; but the rotation angle

estimation error in this case is larger. Still, the example shows that around 100 points

is enough for the cross-correlation method to avoid the phase ambiguity in ESD.

The difference in interferogram between the proposed approach and the established

approach is mostly limited to within 0.05 radians. A few spots still show phase

difference approaching 0.05 radians. This discrepancy should mainly come from the

5Dataset used for this example:
S1A IW SLC 1SDV 20180302T234015 20180302T234043 020843 023BEE CDC1
S1A IW SLC 1SDV 20180326T234016 20180326T234044 021193 02470B BE68
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Fig. 3.10. An example near Purdue University as a small test site. The
AOI is 1,200 (range) × 4,000 (azimuth). First row: the interferogram
mutlilooked by 10 × 2 with no filter applied; Last row: the difference
of interferogram phase between the proposed approach and the estab-
lished approach; Last row: the cross-interferogram after applying the
cross-correlation method and after applying the geometrical method.

estimation error of the ESD phase and slope, which will be discussed in the next

section.

Cross-correlation Method with Long Temporal Baseline As discussed in

previous sections, for the established approach, the coregistration residual after the

geometric approach is mainly a constant value, so that one could conveniently es-

timate one value for one burst overlapping area. However, in the cross-correlation

method, there is the rotation angle estimation error, which will be reflected as a lin-

ear slope in the range direction on the cross interferogram. The slope needs to be
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Fig. 3.11. The test case in California Central Valley. The interferograms
are processing with the proposed approach. From top to bottom, the
temporal baseline is 12, 30, 60, 90 and 150 days. For each data, the first
burst overlap area (location showed in white dash line) and the last burst
overlap area (in yellow dash line) are shown as example. The test site
has 12,000 range samples and 10,000 azimuth lines. The interferograms
are only multilooked 10 (range) by 2 (azimuth). No additional filter is
applied.
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estimated and removed. If the slope is wrongly estimated, the error will propagate

to the interferogram.

The accuracy of estimation depends on the SNR of the cross-interferogram phase,

or equivalently, the coherence. It is already well known that the coherence decreases

as spatial and temporal baseline increase. For Sentinel-1 the spatial baseline is well

controlled to a small orbital tube, so that the spatial decorrelation is not the key

factor here. In this experiment, I use the proposed approach for image pairs with

from 12 days to 150 days temporal baseline. The test site is the California Central

Valley. The Central Valley is a flat valley in the center of California, and the majority

of the valley is vegetated. The situation is very similar to the previous test case of

Purdue University. For the experiment, the image on 2018-02-01 is set as the master

and is paired up with images from 12 days to 150 days apart. Each image has 12,000

range pixels and 10,000 azimuth lines. 5 interferograms with 12, 30, 66, 90 and 150

days temporal baseline are shown in figure 3.11. The interferograms are multilooked

by 10 × 2.

The interferogram decorrelates exponentially with temporal baseline. In this ex-

ample, the 12-days-baseline and 30-days-baseline still shows a “clean” cross-interferogram,

where the slope could be well estimated with a higher significance level. Then as the

temporal baseline increase, the interferogram becomes noisier, and the estimation

of ESD phase & slope will have much lower significance level. When the cross-

interferogram is incoherent and the estimation is not precise, then the coregistration

error will be carried into the interferogram as the phase error.

Figure 3.12 shows the cross-interferogram phase standard deviation as a function

of temporal baseline. For each pair of images, the phase standard deviation is the

average for all burst overlaps in the cross-interferogram. It could be observed that the

reciprocal of phase standard deviation decays exponentially in time. At around 60

days, the value reaches approximately 0.35 and stays more or less the same afterward.

Consider a scene with complete circular Gaussian noise, then the phase should be

uniformly distributed and the phase standard deviation is π2/3, roughly around 3.3,
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Fig. 3.12. Left: the number of available points with SCR greater than 7dB
used in cross-correlation method as a function of temporal baseline. Right:
the average reciprocal of cross-interferogram phase standard deviation in
burst overlap area as a function of temporal baseline. When the reciprocal
value approaches 0.3, the scene will be totally noisy, meaning it is very
unlikely to estimate correctly the ESD phase and slope from the data.

making the reciprocal value around 0.3. This means that at around 60 days the cross-

interferogram becomes almost totally noisy and the estimated phase & slope might

not be reliable.

On the other side, although the number of points with SCR higher than 7dB

also decrease exponentially in time, after 60 days the value becomes quite stable

at around 1,000. As discussed in the last section, this number is still enough for

avoiding the ESD phase ambiguity. Thus the key to a successful coregistration is to

select pairs with short temporal baseline and coherent interferometric phase. This

test dataset shows that it is possible to get a good estimation of phase and slope for

temporal baseline shorter than 50 days. After that, the cross-interferogram might be

too noisy, and the estimation will have a lower level of significance, possibly giving a

non-negligible error to the interferogram.
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It is worth noting that, for a time series analysis, with the aforementioned dis-

cussion, it is thus not recommended to use a single-master approach to perform the

proposed approach. For retrieving coherent image pairs, one can either use the MST

graph or a redundant graph approach [31,32]. The other improvement that could be

done is to estimate the ESD phase and slope not with the full burst overlapping area,

but only with strong and coherent scatterers (that are not affected by noise).

3.6 Summary

This chapter studied the coregistration accuracy using the cross-correlation-and-

rigid-transformation method (referred to as “cross-correlation method” throughout

the chapter) and analyzed the feasibility, correctness, and robustness of coregistering

Sentinel-1 TOPS images using the cross-correlation method followed by the enhanced

spectral diversity (referred to as “proposed approach”). The idea of Cramér-Rao lower

bound is used for studying the accuracy of the two key steps in the cross-correlation

method. Based on the analysis of CRLB, the coregistration accuracy mainly depends

on the number and signal clutter ratio of points/patches that are available for the

rigid transformation. For increasing the coregistration accuracy, it is desired to have

more points with higher SCR.

In the proposed approach, the rigid transformation step will estimate a rotation

angle for the slave image. An estimation error of the rotation angle, albeit small, will

introduce a modulation in range to the cross interferogram and will be reflected as

a linear slope on the cross interferogram phase in range. For successfully performing

the proposed approach, a key step is to estimate well the starting phase and the slope,

thus to correct the rotation angle error.

To verify the correctness of the proposed approach, I compared the interferogram

from the proposed approach with the established approach (geometrical plus ESD).

The experiments show that the most important factor for success is the coherence of

cross interferogram. For example, when the area is less coherent, the estimation of
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slope in ESD might not be precise, and the interferogram might be erroneous. The

most likely contributing factor to a low coherence is the temporal decorrelation. Still,

in the two general cases (Purdue University and the California Central Valley), for

a site that is dominated by vegetated land and has 24 or 30 days temporal baseline,

the proposed approach could work well. Work well means that the interferogram dif-

ference with the established approach is mostly within the 0.05 radians error margin.

To avoid the phase ambiguity in the ESD step, the experiments show that 100

points or more is already good enough, which is relatively easy to achieve. However,

with smaller areas or less coherent areas, the question again becomes if the estimation

in the ESD step could be successfully performed.

At last, for areas with large topography variation, due to the presence of the or-

bital crossing angle, and the fact that the proposed approach failed to consider the

topography during coregistration, there will be an azimuth miscoregistration and it

will introduce a non-negligible phase error. For Mt Etna case with 123 m normal base-

line and 3,000 m height variation, this topographic miscoregistration will introduce

at most 0.1 radians interferometric error.
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4. TOPS INTERFEROMETRIC PROCESSING FLOW

4.1 Introduction

This chapter describes the technical implementation of a “stripmap-like” interfero-

metric processing flow for TOPS. In this “stripmap-like” approach, the discontinuous

bursts of wide swath mode for the same subswath are stitched into a continuous SLC

image at the very beginning of the processing chain. For users who wish not to get

into the complexity behind the wide swath mode and simply want to use the inter-

ferometric products, this implementation provides the identical processing steps and

output products to the stripmap case. This implementation designs a user-friendly

processing interface, where all the wide-swath-related processes are hidden under the

hood. In addition, this approach makes the best use of an existing standard In-

SAR processing software. In this chapter, the complete processing chain for TOPS

is elaborated and some key issues are discussed, starting from stitching, deramping

to coregistration and ESD. A quick implementation of fine coregistration during the

ESD step that does not require resampling the slave image using the conventional

method is also introduced. In addition, the minimum spanning tree (MST) graph is

proposed for deciding the coregistering sequence when processing a stack of images.

A MST updating algorithm is proposed for updating new images to the existing stack.

This chapter is organized as follows. The second section gives the background

and introduction to the proposed interferometric processing chain. The third section

introduces the design of the processing interface. The fourth section describes the

technical details behind the implementation of the TOPS interferometric processing

chain. A quick way of doing slave resample in the ESD is also introduced here. The

fifth section introduces the MST approach to coregister a stack of images. The last

section shows two interferometric examples.
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4.2 The “Stripmap-like” Processing Chain for TOPS

Despite the increasing popularity of the wide swath mode, the interferometric

process is still more complicated than the stripmap mode. For users who only have

the basic familiarity with the stripmap mode, and simply wish to derive the inter-

ferometric product for their own Earth observation applications, the burst mode of

wide swath looks quite counterintuitive. This is because the burst mode SLC is not

continuous in the azimuth (see figure 4.4), making it very different from the stripmap

case and harder to interpret. In addition, the wide swath mode requires extra steps

in the coregistration, including deramping/reramping and ESD, that requires some

fundamental understanding to the signal characteristics of the wide swath mode.

Currently, one approach that is widely adopted in the SAR community for pro-

cessing the wide swath mode (including both ScanSAR and TOPS) is to process each

burst individually and to generate the burst interferogram. The burst interferogram

is stitched into the continuous interferogram at the last step (figure 4.1). Examples

of this approach are [61] and [62] for ScanSAR, and [63] and [9] for TOPS. The ad-

vantage of this approach is that it is straightforward to think and easy to implement.

One starts by reading in the burst mode SLC image (figure 4.1). The coregistration

(with the geometrical approach [29]) and the ESD steps are all performed on the

burst SLC. It should be noted that, although there are overlapping areas between ad-

jacent bursts, they are not redundant information because they have different phase

values. For the burst SLC, the bursts are kept intact and no signals (for the overlaps

between bursts) are thrown away. Since the signals from the overlaps are required in

the ESD step, then they could be read conveniently from the (resampled) burst SLC.

The software development complexity for this approach is lower.

In this chapter, another approach is proposed, which is to generate a continuous

SLC image, identical to a stripmap SLC image, at the very beginning of the processing

chain. The initiative of this approach is to provide a more user-friendly interface

for users who do not wish to understand all the theories and processing steps of
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Fig. 4.1. A comparison between the conventional wide swath interfero-
metric processing flow and the proposed “stripmap-like” flow.

the wide swath mode, i.e., burst mode, stitching (in some literature this is referred

as “debursting” [63]), deramping, ESD, etc. Users will start by seeing the images

exactly the same as for the stripmap mode. For non-expert users, no extra steps

or knowledge is required for data processing, and no difference will be noticed in

the processing software interface. The wide-swath-related processes are implemented

under the hood. In addition, the stripmap-like processing chain would take advantage

of an existing and mature stripmap processing platform. The integration between the

proposed processing flow for wide swath and existing stripmap processor would be

more convenient in the aspects of processing platform development and maintenance.

A realization of this approach is shown in figure 4.2.

Stitching bursts into a continuous SLC as the very first step is not entirely a new

idea. In the past, some software also implemented similar ideas [64, 65]. However,

very few technical details were revealed in the reference. [59] also implemented a very

similar idea, but a lot of the details deviates from what will be discussed in this article.
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For example, in [59]’s paper the author only performed the deramping process and

modulated the signal to baseband, but in this chapter, one will still reramp the signal

after the initial coregistration. Compared with previous studies that showed similar

ideas, this chapter will focus more about the technical details in the following aspects:

1. To design the user-friendly “stripmap-like” interface for processing the wide

swath mode. As mentioned above, this interface, including the processing steps

and all outcomes will be identical to processing a stripmap;

2. In addition, a simple method is proposed for correcting the miscoregistration

that is estimated during the ESD step. This method does not require a re-

sampling of the slave SLC using the conventional interpolation methods, but

only requires a modulation in the frequency domain. This method will be more

efficient because it only requires a point-wise multiplication in the time domain.

4.3 The Processing Interface Design

Compared with the traditional approach, the proposed approach considers more

from the user experience and software development compatibility point of view. Fig-

ure 4.2 shows the designed “stripmap-like” processing interface and the basic process-

ing flow. On the left of figure 4.2 is the interface. For users, the interface, processing

steps and outcomes (SLCs and interferograms) are all identical to the stripmap case.

No wide-swath-related processing steps and products are revealed in the interface.

Anyone with the basic understanding of stripmap interferometric processing could

also process wide swath mode with this interface and processing flow, and derive

interferometric/time series analysis products. On the right of the figure is the pro-

cessing sequence of the wide-swath related steps that are implemented behind each

button. It should be worth mentioning that the proposed processing flow and the

interface are already implemented into an existing SAR/InSAR processing package,

SARPROZ [66], and is open to the public users.
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Fig. 4.2. The sketch of the interferometric processing interface for the
proposed processing chain. Left: the user interface. Right: an overview
of the wide-swath related processing steps that are implemented behind
each button.

4.4 The Interferometric Processing Flow

Figure 4.3 shows the complete proposed interferometric processing flow. Note

that the color in figure 4.3 corresponds to the colors in figure 4.2 that represent each

steps. In sequence, the proposed processing chain includes the following steps: (1)

stitching all bursts together into a single SLC image; (2) deramping the quadratic

phase of each burst; (3) conducting the initial coregistration either using the cross-

correlation method [37] or the geometrical method [29]; (4) reramping the resampled

quadratic phase back to resampled (coregistered) slave image; (5) conducting the fine

coregistration using the ESD method and compensating for the miscoregistration that

is estimated by ESD; (6) generating the interferogram. Some of the standard process

details could also be found in [9]. Next paragraphs will address some key steps, issues

and new implementations.
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Fig. 4.3. The complete interferometric processing flow for TOPS (and
ScanSAR, which will be discussed in the next chapter). The color and the
numbers correspond to the processing steps in the designed interface that
is shown in figure 4.2.

4.4.1 Stitching Bursts

As shown in figure 2.1(b), there is always an overlapping area between adjacent

bursts so that one could stitch them together seamlessly. The idea is simple. The zero
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Fig. 4.4. Stitching bursts using the zero doppler time tag of each target.

doppler azimuth time tag for each line is used for stitching. As shown in figure 4.4,

take one target standing inside the bursts overlapping area as an example. The target

would be illuminated twice at time t1 and t2. However, the zero doppler azimuth time

for this given target is unique because the zero doppler position of the satellite with

respect to the target is unique. Sentinel-1 SLC is focused to zero doppler azimuth

time and this time tag is written for every target. The zero doppler time tag could

be used to identify the same target in burst one and burst two. The stitching is done

accordingly.

Another thing to make sure is the following: for the target shown in figure 4.4,

there will be two time-tags written for this target, recorded separately in burst 1 &

burst 2. It is important to make sure that the two time tag have negligible difference

during SLC formation process. Since TOPS coregistration requires a 0.001 pulse

repetition interval (PRI) coregistration accuracy [9], the time tag difference should be

much smaller to avoid introducing extra error during the ESD steps. For validating
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Fig. 4.5. The histogram of zero doppler time difference for targets in the
burst overlapping zone. A total of 117 adjacent bursts are selected for the
S1A track 27 and 135 bursts for S1B track 166.

purpose, I took one slice of S1A that consists of 117 bursts and one slice of S1B

that consists of 135 bursts. The time difference in the unit of PRI for the same

target in burst i and i + 1 are plotted as histograms and shown in figure 4.5. The

result shows that the variations are all within 2 × 10−4 PRI, one-fifth of 0.001 PRI.

An accurate regular sampling space means that after stitching the sampling space

remains a constant and no further resampling is needed. As a matter of fact, in the

early experimental stage of S1A, it has been reported that [67] the time difference for

stitching can be as high as 0.01 pixel, which means a resampling process is needed

when stitching so that all pixels are in a common sampling grid. The issue was

reported to be resolved by ESA later on.
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At last, due to Sentinel’s burst nature, concatenating more than one consecutive

SLCs in azimuth direction for the same subswath is the same as stitching the bursts.

The way that most SLCs delivered by ESA consists of nine bursts per subswath is

merely a human-made rule. It is a trivial step to stitch consecutive SLCs in the

azimuth direction.

4.4.2 Deramp

The deramping step comes directly from IRF (equation 2.1). Again, TOPS is

total zero doppler steered, which means in equation 2.1, fηc is close to zero and

can be considered as independent of range (in reality, fηc still varies in range, but

the variation is very small and could be considered negligible [33]), so that IRF is

baseband without the quadratic term (third term). The azimuth bandwidth without

the quadratic term for TOPS is around 313Hz and the PRF is approximately 486Hz.

However, with Kt around 1750Hz/s and η− ηc taking 1.35s maximum, the maximum

bandwidth for the quadratic term is around 3200Hz, almost 7 times the sampling rate.

According to Nyquist theorem, resampling equation 2.1 directly in coregistration will

alias the signal. The solution is to separate the quadratic phase term from baseband

signal, resample them separately, and put them together afterwards. The baseband

part could be resampled without any problem. An comprehensive instruction on

deramp is given in [33].

The parameters in quadratic phase, namely Kt, η and ηc, could be precisely cal-

culated or directly read from the meta file. Then the deramping process is simply the

following:

s(η) · exp
{
− j · π ·Kt · (η − ηc)2

}
(4.1)

A plot of the spectrum before and after deramp process is shown in figure 4.7. To

emphasize the azimuth-dependent quadratic phase before deramp, the spectrogram is

also plotted in azimuth direction. A linear variation in azimuth direction in frequency

domain could be observed. By equation 2.1 one should know that the slope in figure
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Fig. 4.6. An example of the original burst mode image and what it looks
like after the bursts are stitched together into a continuous SAR image.
Top: a subsection of the full SLC data that contains 1,500 samples in
range and 5 bursts. The same ground features could be observed at the
edges of burst i and burst i+1. Middle: the stitched SLC image where
the ground features are stitched seamlessly using the time tag. Bottom:
The corresponding interferogram of the stitched SLC.

4.7(b) is equal to 2πKt. After applying equation 4.1, two things happen: (1) The

spectrum in azimuth is azimuth dependent; (2) The spectrum is restrained within

PRF. At this point the deramped slave image could be resampled aliasing-free.
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Two trivial things regarding this topic:

1. TOPS is zero doppler steered, and fηc is very close to zero. For resampling

process it is not necessary to demodulate azimuth frequency to baseband, since

the PRF of TOPS system left enough margin in azimuth bandwidth. However,

when one is using S1A or S1B data from their commissioning phase (S1A is

before September 2014, S1B is before September 2016), it has been reported

that the doppler centroid frequency could exceed 100Hz [13, 41]. In such cases

it is advised to also demodulate to baseband before the resampling process.

2. Figure 4.7(e) and (f) shows that the range spectrum is baseband. This corre-

sponds to the IRF function (equation 2.2) in range as well. No extra care needs

to be taken during the resampling process on range.

4.4.3 Coregistration and Reramping

The coregistration is already being thoroughly discussed in chapter 3. Here a few

points not discussed previously will be stated here.

As shown in the previous chapter, during the initial coregistration step, where

cross-correlation approach or geometrical approach is used, one can generally reach

an accuracy of 0.05 pixel or less depending on the quality of data or orbital state

vectors. Regardless the coregistration method that is used, the essence is to calculate

the sub-pixel offset between each targets on master and slave image. The slave image

is then interpolated using this offset map. One will first resample the deramped

baseband complex signal in 4.1. For resampling the quadratic phase, only the phase

part φ = πKt(η − ηc)2 is resampled. This is a real number and could be resampled

without getting any alias. It is because the real part is only a quadratic function with

no significant high frequency oscillations. The bandwidth is limited. The sampling

theorem could apply here. After the real part is resampled, it is wrapped inside

the exp(j·) operator and multiplied to the resampled baseband signal. This step is

referred as reramping.
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Fig. 4.7. The spectrum and spectrogram on azimuth and range direction
for one single burst of TOPS. The spectrograms are calculated in blocks
of 256 pixels and steps of 6 pixels. The frequency labels are all normal-
ized frequency. (a)&(b): frequency domain along azimuth direction, the
original data; (c)&(d): frequency domain along azimuth direction, after
the deramping; (e)&(f): frequency domain along range direction. Range
spectrum is not influenced by the deramp process in azimuth.
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4.4.4 Enhanced Spectral Diversity and a Quick Implementation of Cor-

recting the Coregistration Error

From equation 2.1, suppose now there is a miscoregistration time ∆t in the slave

image, the phase difference between master and miscoregistered slave is:

sS(η + ∆t) · s∗M(η) = sa,S(η + ∆t) · sa,M(η) · exp
{
− j · 4π

λ
·∆R

}
· exp

{
j2πfηc∆t

}
· exp

{
j2πKtη∆t

}
· exp

{
jπKt∆t

2
} (4.2)

For simplicity, it is assumed that ηc = 0 in equation 2.1 (ηc only serves as a

reference time and do not change the final conclusion). ∆R = RS
0 − RM

0 is the

difference of R0 between master and slave. In equation 4.2, there are two unknowns,

∆R and ∆t, but only one observation, sS(η+∆t) ·s∗M(η), known as the interferogram.

The system is underdetermined and there is no solution for ∆t. However, if one took

another measurement, then there are two measurements for two unknowns, then the

unique solution for ∆t could be found. In TOPS, as shown in figure 4.4, the targets

inside the burst overlapping area receives two measurements from two different squint

angles (another equivalent terminology is “two looks”. In figure 4.3, the terminology

“look” is used). With the two measurements(looks), one will be able to calculate ∆t.

Here one can denote sS(η + ∆t) · s∗M(η) as Ifg, then ESD will generate a so-called

“cross-interferogram” by the conjugate multiplication of the two measurements:

Ifg,1 ·Ifg,∗2 = A exp
{
j2πKt(η1 − η2)∆t

}
(4.3)

The complex conjugate multiplication cancels out most of the terms in equation

4.2. A is the amplitude envelop. If one denotes the phase in equation 4.3 as:

φESD = 2πKt(η1 − η2)∆t (4.4)

Now it becomes an equation with one observation and one unknown. Note that

φESD could be easily read from the cross interferogram phase. Hence the miscoregis-

tration time ∆t is derived.
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I introduce here a quick implementation of correcting the miscoregistration time

∆t without the necessity of resampling the slave image again. In the first place, note

that ∆t is usually very small. Take ∆t = 165µs as an example (corresponds to 0.1

pixel misalignment, which is 100 times the required coregistration accuracy) and fηc

as 20Hz, then in equation 4.2, πKt∆t
2 ≈ 1.5 × 10−5. This is a constant term for

the whole image with very small values. Also it is assumed that the envelop function

sa(η) do not change significantly when shifting by a small amount ∆t. Taking an

approximation by neglecting the last term with ∆t2 in equation 4.2, one could have

the following:

s(η) ≈ s(η + ∆t) · exp
{
− j2πfηc∆t

}
· exp

{
− j2πKtη∆t

}
(4.5)

Since it is assumed that the envelope function value does not change when shifting

only a small amount, they canceled out when deriving equation 4.5 from equation 4.2.

Now, by combining equation 4.5 and 4.4 one would have:

s(η) ≈ s(η + ∆t) · exp
{
− j · φESD ·

η

η1 − η2

}
· exp

{
− j · φESD ·

fηc
Kt(η1 − η2)

}
(4.6)

The last term in equation 4.6 is a constant phase term for the whole burst. This

term is usually very small and is only adding a constant phase to the full image. A

constant phase would not have any impact on the interferogram since it is already a

double-reference measurement [44]. Thus the equation becomes:

s(η) ≈ s(η + ∆t) · exp
{
− j · φESD ·

η

η1 − η2

}
(4.7)

This equation says that ESD could be applied by simply multiplying a linear phase

term as a function of azimuth time η to the miscoregistered slave image. It does not

involve any resampling process. Equation 4.7 also shows that no knowledge of the

doppler centroid rate Kt is actually required for implementation. Theoretically, this

is only true if one assumes Kt is exactly the same for the two different measurements.

In reality, the variation of Kt for two different bursts is very small, so that one could

safely consider Kt a constant value and accept this conclusion. At this point, the

complete interferometric processing flow for TOPS could be concluded.
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4.5 Minimum Spanning Tree: Coregister and Update Multiple Images

In previous sections, the focus is mainly on coregistering two images. In a time

series analysis one will need to coregister a stack of images, thus the coregistering

sequence become important. Firstly, for a long stack it is not suggested to coregister

every slave images with the master image. This is because the ESD process depends

greatly on the spatial coherence of the burst overlapping area [14], and that the spatial

coherence decrease exponentially in time [25]. In this section I propose a very simple

idea for finding the optimum sequence (in terms of the spanning tree) for coregistering

a stack of images as well as updating new images to an existing stack.

MST is a very simple idea in graph theory and is already widely used in enormous

applications, also including SAR imagery coregistration [68]. The greedy choice prop-

erty of MST makes this simple algorithm well fit for TOPS ESD and updating new

images to the already-coregistered stack. Here I want to illustrate how the properties

of MST fit the purpose of coregistration.

In a typical time series analysis, at least twenty images are required. It raises the

question of how to find the optimal sequence of coregistration pairs for performing

ESD. Another question is how to find the optimal way to update a new image to

the already-coregistered stack. MST could be a potential answer to both of these

questions. The idea come from the greedy choice property of MST, which serves to

the exact purpose of this scenario. A brief summarize of the greedy choice property

is the following: locally optimal choices lead to global optimal solution.

The greedy choice property for MST is the following. For a graph G = (V,E),

suppose one cuts the vertices into two groups, S and (V − S) . Then any least weight

crossing edge defined as e = {u, v} with u ∈ S and v ∈ (V − S) is in some MST of G

(some means when MST is not unique). The proof is given in [69].

The greedy choice of MST means the following:
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1. Suppose one always wants to select the pair with the highest coherence value

among all possible pairs. The property states that this pair (or, this edge) is in

a MST tree;

2. After the first pair is selected, if one finds the pair (edge) with the second highest

coherence value, then this pair is also in the MST tree;

3. Let’s continues with the step in finding the edges with coherence value in de-

scending order. If at one moment by adding one edge, the tree become cyclic,

then this edge should be skipped and move to the next. The tree must be

guaranteed to be a spanning tree at all time.

The above mentioned steps is actually the Kruskal’s algorithm for generating the

MST tree. It refers that all pairs with high coherence value will be guaranteed to be

in the MST tree. In other words, one will always be able to perform ESD on those

pairs with coherence value as high as possible.

4.5.1 MST in Selecting coregistration pairs

In the previous section, It has been shown that the key to ESD depends largely on

the coherence of cross-interferogram at the burst overlapping region. A simple choice

of edge weight for MST should be the coherence of cross-interferogram only at burst

overlapping area. Since the weight is a single value, one could simply take a sample

averaged coherence value as the weight. In addition, since it is needed to calculate the

“minimum” spanning tree but it is wanted to choose pairs with maximum coherence,

one could use either the reciprocal of coherence or negative of coherence as the weight

value.

Using Kruskal’s algorithm it could be seen that how the pair with highest coher-

ence in order are selected to generate the MST (in the illustrated figure, it is actually

generating the maximum spanning tree, but it is equivalent to negating the weight
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and then apply the algorithm for the minimum spanning tree). In this section the

steps of Kruskal’s algorithm in finding optimal coregistration pairs will be given:

1. For a graph G = (V,E) where V are the images and E are the edges that pairs

up images with coherence as weight. All the E in descending orders will be

sorted first. ET = ∅ is marked at the very beginning. When the procedure

finish, T = (V,ET) will be the desired MST.

2. All edges E are sorted in descending order;

3. One will start with the edge of the highest coherence value. For this edge

e = (u, v), it is added e to set ET;

4. For each time a new edge is added into ET in descending order, one needs to

run a check first: if adding the current edge to the existing tree T will form a

cycle, then this edge is discarded and move to the next.

5. The procedure stops when all the vertices are connected in the form of a span-

ning tree (a tree with no cycle and connects all vertices).

A more robust and scientific description could be found in [69]. Figure 4.8 is

an illustration of finding MST in TOPS ESD coregistration. Kruskal’s algorithm

coincide with the idea in TOPS coregistration that one always want to find the pair

with highest coherence value to minimize the coregistration error.

4.5.2 Updating a New Image to the Existing Stack

Another convenient point about MST is when updating new images. Both global

& local optimal could be easily achieved with simple updating algorithm that comes

from Kruskal’s as well. There is no necessity in re-calculating the whole graph and

only the newly added edges (that come with the newly added vertices) is needed for

the adjustment. When the updating algorithm is presented, it could be shown that

the updating algorithm also works in the sense that it always try to pick the edge



69

Fig. 4.8. An example of finding MST for 5 images. The weight on edges
represents the coherence value in the burst overlapping zone. The x-axis
is temporal baseline and y-axis spatial baseline. (a) The highest coherence
is 0.95 connection B & D. This edge is added to ET; (b) The next highest
coherence is 0.9 connecting A & B; (c) The next highest coherence is 0.85
connecting B & C and is added; (d) The next highest coherence is 0.80
connecting C & D. But adding this edge to ET will form a cycle: B->D-
>C->B. This edge is skipped. The next two edge with weights 0.75 and
0.70 will all form a cycle as well, so they are also skipped. Then the edge
with weight 0.65 connects D & E and does not form a cycle. At this
point the spanning tree is completed, and is shown as bold red lines in
the figure.

with the highest coherence weight. Before I start, there are two lemmas that validates

the whole updating algorithm [70]:

1. For a MST, T = (V,ET), if some vertices vdel ∈ V and their corresponding edges

edel ∈ ET are deleted, then the remaining graph Tdel = (V − vdel,ET − edel) is

still a MST;

2. For a MST, T = (V,ET), if some vertices vadd and corresponding edges eadd are

added to the graph. Suppose the MST for the new graph is Tadd = (V ∪ vadd,ET,add),

then ET,add ⊂ ET ∪ eadd.
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The first one says that if a vertex and the edge connecting this vertex from the

MST are deleted, the remaining part is still a MST. The proof is simple. If the

remaining part is not a MST, then there exist a MST. Thus if the deleted edge is

added back, the original graph is no longer a MST as well (because one can use the

”cut & paste” to replace the remaining part with the existed MST), this contradicts

with the fact that the original graph is MST. The second one says that the edges of

new MST must come from the edges of the original MST and the newly added edges.

This could proved using exactly the same proof by contradiction method. With these

two lemmas, the simple updating algorithm is ready to be presented here:

1. For a MST, T = (V,ET), if some vertices vadd and corresponding edges eadd are

added to the graph. Find all the existing vertices vdel ∈ V that are connected

to the new vertices, vadd = (vdel, vadd). Remove all edges edel ∈ ET that come

from those vertices vdel;

2. Now there is a new graph, Gadd = (V ∪ vadd, e ∪ eadd). Also, partial of the

graph edges are already part of the final MST tree, Tadd. Different from the

original Kruskal’s algorithm that starts with ET = ∅, here there is already a

ET,add = ET − edel to start with.

3. Then one could just run the Kruskal’s algorithm with the rest edges, eadd ∪ edel

until a spanning tree is completed.

An illustration is shown in figure 4.9. Here a new vertex U is added to the MST

that is just computed. There are three edges coming out of U. These are the eadd

and are marked blue. There are also three vertices connected to U, namely C,D,E.

Correspondingly there are three edges from the three vertices in the original MST.

These are the edel and are also marked blue. Since partial MST is also a MST by the

greedy choice property, it is not needed to compute the part ET − edel again (marked

as red in figure 4.9. So all one needs to do is to run the edges eadd ∪ edel through

Kruskal’s algorithm to get the new MST. The proof of correctness is omitted here,
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Fig. 4.9. An example of updating MST. (a) A new vertex U is added to
the existing MST with three new edges marked as blue and connecting
to three existing vertices, C,D,E; (b) All edges in the original MST that
connects C,D,E are deleted and mark as blue as well; (c) Now all the
blue edges are sorted in descending order and Kruskal’s algorithm will be
applied to the blue edges. 0.98 is the highest weight in all blue edges, so
this edge is added to ET,add and marked as red; (d) Next is the edge with
weight 0.95 and connecting B & D; (e) Next is the edge with weight 0.88
connecting U & E; (f) The last is edge with weight 0.85 connecting U &
C. Now all the vertices are connected, updating MST is completed. It can
be seen that the this particularly designed new MST removed two edges
from the original MST and added three new edges.

but it is really very straightforward with the proof by contradiction and ”cut & paste”

that is mentioned above.

It is worth mentioning that, while there are a number of MST updating algorithms,

this one is designed in particular to show that the algorithm is progressively making

local optimal choices, i.e., choosing the best coherence that is available. This again

shows that both the MST and updating algorithm coincide with the idea that one

wants to choose the maximum coherence in ESD to minimize coregistration error.

Another point worth mentioning is the following. While this particularly designed

example in figure 4.9 inserted a new image U in the middle of C,D,E to show that

how the original MST edges are altered, in real-life scenarios, people tend to update

images of only the newest. Due to the temporal decorrelation effect, it is most likely
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that the updating algorithm will simple connect the updated image to the original

MST without altering it.

At last, it is worth mentioning that there are other coregistration method for

stack of images. Another widely used idea is to use redundant graph instead of the

spanning tree [9, 31]. A redundant graph that comes with the least square method

could be more robust to estimation error in exchange for computation complexity. In

most cases where all coregistration pairs are having good coherence value, the simple

MST method works well.

4.5.3 General Considerations for Coregistering Time Series Stack of TOPS

Images

There are a few things that could introduce error to TOPS interferogram. The

first consideration is the strong ground movement in azimuth direction. The strong

azimuth movement will give interferometric phase jumps at burst edges. It should be

noted that these phase jumps are legitimate geophysical signals and should not be

considered as artifacts [10]. The other factor is atmosphere. While the atmospheric

phase screen is quite unlikely to cause interferometric phase jumps [71], the ionosphere

effect do have an impact to squinted acquisition mode such as TOPS and could create

phase jumps in interferogram [72,73]. Studies have shown that it is desired to estimate

the remove the ionospheric signal from the interferogram when the effect is strong.

There are some other factors that could bias the final interferogram, such as DEM

errors. However, for a very long stack of images, it is very likely that, in most of the

cases all such factors will be within the noise level and be averaged out in temporal

data stacking [71].

4.6 Two Examples

In this section two “classic” examples of TOPS interferogram are shown. The first

interferogram is between a pair of images that come from the early phases of S1A in
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Fig. 4.10. Interferogram between date 2015-Jan-21 and 2015-Feb-14. The
interferogram consists of 2 SLCs, 3 subswaths and 18 bursts each subswath
on each date. The interferogram has removed topography based on SRTM.
The fringes on the interferogram is most likely due to atmospheric effects.
This area includes the Mojave desert and is an ideal site for interferometric
purpose due to its high coherence.

January and February of 2015. The AOI is Las Vegas and Mojave desert in Nevada,

USA. The desert usually means a very high coherence. High coherence means the

dataset is the best candidate for testing the interferometric processing flow. The

same dataset is also presented by [59]. The results from the reference and presented

in figure 4.10 are identical.

The second example is a very good demonstration of TOPS’s capability of large

area monitoring, which is exactly what TOPS is designed and served for. On the 16th

of September, 2015, an earthquake with magnitude 8.3 hit the offshore near Illapel,

Chile. The huge impact of this major earthquake affected at least an area of 80,000
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Fig. 4.11. The interferograms for the 2015 Illapel earthquake happened
on the 16th of September in Chile with a magnitude of 8.3. Upper image:
interferogram from ascending track, concatenating 2 SLCs on each date.
Lower image: interferogram from descending track, concatenating 3 SLCs
on each date.
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km2, and the Argentina capital city Buenos Aires 1,110 km away from the epic center

could feel the the shake. In such cases, TOPS provided images from both ascending

and descending tracks. By concatenating a couple of SLCs one is able to understand

the full picture of this major earthquake and response promptly. Figure 4.11 presents

two interferograms from two different tracks. The epic center of the earthquake could

be quickly located at the center of the fringes, and by counting the number of fringes

one could quickly understand the magnitude of the earthquake. More than dozens

studies (or perhaps hundreds) have been carried out for this earthquake using Sentinel

dataset.

4.7 Summary

This chapter proposed a “stripmap-like” and user-friendly interferometric process-

ing flow for TOPS. Instead of a burst-wise processing chain, it is proposed to stitch

the bursts into a continuous SLC image at the very beginning of processing chain.

There are mainly two benefits behind this approach. In the first place, this approach

enables a more user-friendly processing interface, especially for non-sar-expert who

only wish to apply wide swath interferometry as a tool. In the second place, the pro-

posed method would fit into an existing stripmap processing chain with all the TOPS

related processing steps applied under the hood. Regarding the interferometric pro-

cessing chain, a few key issues during the processing chain are addressed, and a quick

implementation is demonstrated for the TOPS fine coregistration in the enhanced

spectral diversity step without the need to resample the slave image for the second

time. Two interferometric examples regarding TOPS and ScanSAR are shown with

this processing chain. A simple MST graph approach for coregistering and updating

a stack of S1 TOPS images is also introduced.
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5. A COMMON INTERFEROMETRIC PROCESSING

CHAIN FOR TOPS AND SCANSAR

5.1 Introduction

This chapter proposes to use the TOPS processing chain for another wide swath

mode, the ScanSAR mode. TOPS processing chain is already discussed in the pre-

vious two sections. The same methodology could apply to ScanSAR system as well,

since the two wide swath system shares a number of similarities.

This chapter is organized as follows. I will start by introducing the background

and working mode of ScanSAR, followed by its impulse response function in azimuth

direction. Then I will present each steps of how to apply the TOPS processing method

to ScanSAR. At last some ScanSAR interferometric process examples are shown for

the purpose of demonstrating the applicability of the processing flow.

5.2 Background of ScanSAR

ScanSAR system is the ancestor of TOPS mode. It is the first burst mode SAR

system that switches between subswaths in range to expand the scanning area. It

was first proposed in 1981 [3, 4], and was widely applied in a variety of sensors and

missions. Among them were the Magellan imaging radar mission to Venus; the first

and only scientific space-borne SAR system, SIR-C, that mounted all three bands

(X/C/L) on board; then Radarsat, Envisat, TerraSAR-X and now ALOS-2.

The initiative of ScanSAR system is not for interferometry, and it is not until 1990s

where Politecnico di Milano [5] and German Aerospace Center (DLR) [6] started

relative work. Then the most famous ScanSAR interferometric application is the

NASA operated SRTM mission in 2000, where the global topography was mapped
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in a 11-days mission. The SRTM is still the most widely used DEM data in science

community after almost 20 years.

ESA is the first to release ScanSAR SLC data in 2005 primarily used for interfero-

metric purpose. However, despite the long history of ScanSAR mode interferometry,

its scientific studies and applications are rather limited when comparing to stripmap

mode. A few reasons are listed here. In the first place, ScanSAR system poses a

more restricted burst synchronization requirement on interferometry. It has been

explained in previous chapter that the TOPS system is more sensitive to azimuth

spectral alignment, and it is the same for ScanSAR. Meanwhile, it requires very pre-

cise orbital control and bursts timing to achieve satisfactory burst synchronization.

For older satellite systems such as Envisat, it remains a problem to control burst syn-

chronization for delivering coherent interferometric products. In the second place, the

first generation ScanSAR, such as Envisat ScanSAR, has a very low spatial resolution

(15m by 80m), and this restricts the application scope for ScanSAR. At last, the pro-

cess of ScanSAR is very different from conventional stripmap mode. It requires more

complex processing flow than the stripmap processing chain. The imposed restriction

of high quality data and the complexity of processing methods restrained people’s

familiarity to ScanSAR data processing and application.

The promotion of TOPS system by ESA brings wide swath mode back to popu-

larity. TOPS solved most of the limitations of ScanSAR, mainly the burst synchro-

nization, spatial resolution and amplitude scalloping effect. Now since TOPS is well

known and well studied by more people, we are offered a new opportunity to go back

and improve our understanding towards ScanSAR system. New satellite system such

as ALOS-2 still use ScanSAR widely so it is still meaningful to study this system.

Although ScanSAR and TOPS works differently, they share a large portion of

similarities, and their processing methodology could mostly be shared. I will describe

the characteristics of ScanSAR, compare its similarity with TOPS and propose a

common processing chain for the two working mode.
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Fig. 5.1. A simplification of ScanSAR working mode with three subswath.
Here the color is used to highlight the time period for scanning different
subswath. Similar to TOPS, bursts in same subswath will have over-
lap area to make sure a continuous SLC could be stitched. The biggest
difference between ScanSAR and TOPS is that ScanSAR do not steer an-
tenna electronically in azimuth direction. Antenna beam pattern is only
switched between subswath by adjusting the nadir angle.

5.3 Bursts Nature of ScanSAR

An illustration of ScanSAR working mode with three subswath is shown in figure

5.1. The first significant difference between ScanSAR and TOPS is that the antenna

beam is not steered in azimuth direction in ScanSAR mode. At the very beginning,

by adjusting the nadir angle, the antenna scans the first subswath for a certain time

period. During the scanning in one subswath, the sending/receiving of pulses is

identical to the stripmap case. This process is colored as the first black satellite in

azimuth in figure 5.1. Then, the satellite adjusts the nadir angle and starts to scan the

second subswath for another certain time period. This process is colored as the first

blue satellite. Then the third subswath, as colored in orange. After all subswath are

scanned, the satellite switches back to the first subswath and scans the second burst.

This cycle continues as the satellite flies along. Similar to TOPS, the time period

for scanning each burst is carefully calculated so that there are enough overlap area
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for stitching the bursts into a continuous SLC image. Note that it is not necessary

to follow the sequence of subswath 1 to 2 to 3. For example, in Envisat ScanSAR

system, there are typically five subswath, and the scanning sequence is 1, 3, 5, 2, 4

and then back to 1.

The scalloping effect of ScanSAR is explained in figure 5.2. In stripmap mode,

every target on the ground is illuminated by the full antenna pattern, which has the

shape shown in figure 5.2(a) and shaded in green. In ScanSAR mode, every target is

only illuminated by part of the full antenna pattern, because during the other time

period the antenna is switched to another subswath for scanning. Figure 5.2(c) shows

the case of Envisat ScanSAR, where each target will be illuminated three times. This

means that the same target will appear in burst 1, 2 & 3 but at different positions

with difference amplitude gain. This is usually referred as three looks. Note that

for the target that appears at burst edges, the received echo from the target will

have the minimum gain and minimum SNR. This is referred as the scalloping effect.

As a comparison, it could be seen in figure 5.2(b) that in TOPS mode all targets

are illuminated by the complete antenna beam pattern, thus the scalloping effect in

TOPS mode is minimized. The only difference between tops and stripmap is that

tops scans a target for a shorter time period, and thus smaller azimuth bandwidth.

At last, in both ScanSAR and TOPS system, the beam center crossing time (time

of the amplitude gain peak) is generally not equal to zero doppler time, which means

an additional doppler centroid will be introduced to their impulse response function

in azimuth direction (figure 5.2(b) and 5.2(c)).

5.4 ScanSAR Impulse Response Function

ScanSAR and TOPS share a lot of similarities. In the first place, both system

works almost the same in range direction as the stripmap mode. There is a minor

and negligible modulation in range in TOPS mode; for ScanSAR system the signal

direction in range direction should be equivalent to stripmap. Hence all the discussion
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(a) stripmap (b) tops

(c) scansar

Fig. 5.2. The illustration of the working mode for stripmap, tops and
scansar and the amplitude gain as a function of azimuth time for one point
target on the ground. In figure (b) and (c), the green color represents the
time period that the given target on the ground (labelled in red) in scanned
under TOPS or ScanSAR modes, and the grey color is the stripmap mode
as reference.
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below regarding ScanSAR will be focused in azimuth direction. In the second place,

both system sacrifice azimuth bandwidth for a larger scanning range. In the third

place, both IRF in azimuth direction could be considered as SAR signal system in

presence of the squint, so that their IRF should be identical. As an example, for the

ESA focused Envisat ScanSAR SLC product, the IRF on azimuth direction is [74]:

s(η) = sa(η − ηc) · exp
{
− j · 4π

λ
·R0

}
· exp

{
j · 2π ·Kaηc · (η − ηc)

}
· exp

{
j · π ·Ka · (η − ηc)2

}
(5.1)

If one compare this equation to IRF of TOPS as in equation 2.1, it could be seen

that the two IRF shares a striking resemblance. The only differences are: (1) In

ScanSAR’s IRF the envelop is centered at ηc. This is the mathematical expression for

the scalloping effect, as we can see that the targets at burst edges will have smaller

amplitude value since sa(·) is usually a sinc(·) function; (2) In TOPS system the

azimuth FM rate is represented as Kt where its derivation is given in [33], but in

ScanSAR system the azimuth FM rate is represented using Ka to show distinction.

Ka is the azimuth FM rate also in the stripmap mode. Except these two points, the

rest are the same. This similarity determines that the processing flow for the two

systems could be used interchangeably.

5.5 Applying TOPS Processing Chain to ScanSAR SLC

The complete ScanSAR processing chain is given in figure 4.3. The process is

firstly designed for TOPS but it will be shown here that the same chain could serve

also for the purpose of ScanSAR interferometric process.

5.5.1 Stitching Bursts

A typical ScanSAR burst is much shorter than TOPS burst. For example, one

burst in Envisat ScanSAR consists of 48 lines. In the meta data, the zero doppler
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Fig. 5.3. An example of the Envisat ScanSAR burst mode image and after
the bursts are stitched together into a continuous SAR image. Left: 14
bursts of the city of Bam. Each burst is 48 lines. The system is three
looked so that one target will appear in three adjacent bursts. Specifically,
one target will appear at the right edge of the first burst, the middle of the
second burst and the left edge of the third burst. Right: the continuous
SLC image after stitching the 14 bursts together. The bright area in the
center of the image is the city of Bam, Iran.

azimuth time for each line will be given and is used for stitching together the bursts

using the method described in section 4.4.1.

Envisat ScanSAR system is three looked. Multilooks in ScanSAR system is the

guarantee to a continuous SLC after stitching. Combining multi looks could also
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reduce the scalloping effect. Theoretically, a three-look system with 48 lines means

that one could stitch the SLC using either the first 16 lines, the middle 16 lines or the

last 16 lines. However, different from the case of TOPS, where one can stitch using

either looks, it is suggested to always use the middle 16 lines for stitching purpose.

The reasons are:

1. Due to the scalloping effect, the lines in the middle have highest SNR and

the lines at the edge have the lowest SNR. For interferometric purpose, it is

proposed to select the lines with higher SNR and hence higher coherence;

2. There are always a few lines at the very edge with zero value. For Envisat

ScanSAR, approximately 8 out of the 48 lines are zero-padded data so that the

size of bursts are consistent. If one stitches using the first or last 16 lines, then

the lines with zeros will show up in the stitched SLC.

5.5.2 Deramp

Again, to comply with Nyquist sampling theorem, ScanSAR IRF need to be der-

amped to baseband before doing the resampling process in coregistration. Note that

since Envisat ScanSAR system is not total zero-doppler steered, thus for resampling

purpose one need to remove both the quadratic phase and the linear modulation

phase when deramping. The proposed deramping process is the following:

s(η) · exp
{
− j · π ·Ka · (η − ηc)2

}
· exp

{
− j · π ·Kaηc · (η − ηc)

}
(5.2)

Figure 5.4 shows the deramping process of a sample burst from the same data

in figure 5.3. Figure 5.4(a) & (c) is the azimuth spectrogram and spectrum before

deramping. The azimuth bandwidth is much higher than the system PRF, thus

the spectrum is under-sampled and severely aliased. Figure 5.4(b) & (d) is after

applying the deramping function using equation 5.2. The azimuth bandwidth become

baseband and is limited to PRF. Remember that in TOPS system the PRF (486Hz) is
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Fig. 5.4. The spectrum and spectrogram on azimuth direction for one sin-
gle burst of Envisat ScanSAR. The spectrograms are calculated in blocks
of 16 pixels and steps of 2 pixels. Upper left: the spectrogram in azimuth
for one burst. Lower left: the 1D azimuth spectrum (averaged) of a burst.
Upper middle: the spectrogram in azimuth after applying the deramp-
ing function. Lower middle: the 1D spectrum of the burst after deramp.
Right: the 2D frequency domain plot of the deramped burst.

significantly higher than azimuth bandwidth (∼300Hz), so that there is some tolerance

if the doppler centroid is shifted by a little. Here it can be seen in figure 5.4(b), (d) &

(e) that the PRF is just right above the azimuth bandwidth with almost no margin

left. This means that one need to know (or estimate) precisely the doppler centroid

and make sure that the azimuth spectrum is totally baseband and aliasing-free before

resampling process.
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Fig. 5.5. Upper: The final interferogram (multi-looked by 5 in range direc-
tion) without performing the ESD correction. Lower: the interferogram
after performing the ESD correction.
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Fig. 5.6. Interferogram and coherence map for a pair of Envisat ScanSAR
images showing the Bam earthquake happened on the 26th of December,
2003. The example contains a full subswath.

5.5.3 Coregistration, Reramping and Enhanced Spectral Diversity

The coregistration, reramping and ESD steps are really just replicates of TOPS

case. The steps are identical to TOPS case and will not be discussed here furthermore.

It is only worth mentioning that due to the presence of the quadratic phase term that

exceeds the PRF, ESD is also a must for a ScanSAR system [44]. Figure 5.5 shows

the interferometric with and without applying the ESD.
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5.6 Example

In this section one pair of ScanSAR interferometric products are processed after

implementing the ScanSAR processing chain. The fringe is shown in figure 5.6 and it

records the Bam earthquake happened on the 26th of December, 2003 with magnitude

6.6. The master and slave images are taken on the 21th of September, 2003 and 8th

of February, 2004 respectively. Despite of the large temporal baseline, a good burst

synchronization (91% [75]), a small normal baseline (137 m) and the fact that the AOI

is located at a deserted area all reduced other correlation factors. The interferogram is

multilooked by 6 in range direction so that the resolution on two directions are similar.

The azimuth resolution is 80 m. The earthquake pattern is explicitly revealed by the

interferogram.

5.7 Summary

This chapter proposed to use the TOPS processing chain for ScanSAR interfero-

metric process. The reason that this could work is due to the resemblance between

TOPS and ScanSAR IRF in azimuth direction. Some key steps in ScanSAR process-

ing are discussed in this chapter such as stitching bursts and burst deramping. The

trivial difference between TOPS and ScanSAR mode is also presented. At last, one

example of Envisat ScanSAR interferogram is shown to demonstrate the applicability

of applying TOPS interferometric processing flow to ScanSAR system.
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6. A PRACTICAL APPLICATION WITH S1 TOPS AND

TIME SERIES ANALYSIS

6.1 Introduction

After all the methodologies and processing flows from previous chapters, a case

study is presented in this chapter. For the purpose of demonstrating the large coverage

and rich dataset of S1, a relative large area of interest, the San Joaquin Valley, is

selected for estimating the velocity of ground subsidence for a period of three years

with the time series analysis. This chapter will start with a very basic introduction

of time series analysis methods. The study area of interest will then be introduced.

The results will be presented at last.

6.2 Methodology

In this section, the very basic and necessary details in InSAR and time series

analysis is presented. More details could be find in [76].

6.2.1 SAR Interferometry

As shown in equation 2.1, the phase can be defined as a function of the target

distance from the sensor (in the following discussion, without loss of generality, the

doppler centroid is all assumed to be zero):

φ =
4π

λ
R (6.1)

The interferogram is the difference of the master and slave image phase. Written in

math, it is the conjugate multiplication of complex two dimensional arrays between
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coregistered master and slave image. Denoting the master image as IM and slave

image as IS, the interferogram is

Ifg = IM · I∗S (6.2)

where Ifg means the interferogram. While the conjugate multiplication gives a com-

plex array containing magnitude and phase, only the phase of the interferogram is

used for quantifying displacements. The magnitude, if filtered, is what known as the

spatial coherence. With reference to equation 6.2, the interferometric phase can be

written as the phase difference between the two acquisitions:

∆φM,S =
4π

λ
(RM −RS) =

4π

λ
∆R (6.3)

This is the simplified but famous equation of how interferogram works: if a target

moves away from the satellite a distance of ∆R between the master and slave acqui-

sition time, it will be reflected to the interferogram as a phase change of ∆φ. The

SAR satellite system is able to measure ∆φ and derive ∆R from it. An illustration of

this is shown in figure 6.1. The illustration also explains that the sensitivity of SAR

measurement is independent of the distance and is proportional to wavelength.

Under actual conditions, the path difference, ∆R, is a combination of several

factors, including sensor-target distance change, variations in the atmospheric water

vapor content at the time of master and slave image acquisitions, etc. In particular,

the sensor-target distance can be affected either by a different acquisition geometry

or by a target displacement. These factors, representing target displacement, terrain

topography, atmospheric delay, and signal noise, are summed up as follows:

∆φ = ∆φdisplacement + ∆φheight + ∆φflatten + ∆φatmosphere + ∆φnoise (6.4)

The objective of InSAR analysis is to extract the term ∆φdisplacement by removing

the other phase terms. A high-resolution DEM can be used to estimate and remove

∆φheight, and a high resolution orbital state vector can be used for ∆φflatten term.

There is no practical way to estimate the atmospheric contribution based on only a

few interferograms, however, time series analysis (TSA) involving at least 20 images

can be used to filter out random effects of the atmospheric delay.
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Fig. 6.1. A simple illustration of InSAR principle. A ground movement is
measured by means of measuring the phase difference.

6.2.2 Time Series Analysis

In early 2000’s, The Politecnico di Milano proposed the persistent scatterer inter-

ferometry (PSI) technique [77]. PSI is based on the idea that analyzing a long series of

SAR images makes it possible to identify targets that do not change their electromag-

netic signature throughout the entire dataset (referred as the persistent scatterers,

or PS). Such targets are not affected by temporal or geometric decorrelation. Their

phase can be quantified as a function of the acquisition parameters (normal and tem-

poral baseline). By analyzing these PS points, it is possible to observe that height,

displacement, and atmospheric delay show different spectral characteristics as a func-

tion of normal and temporal baseline and as a function of space. Therefore, the

separation and estimation of various phase components is possible through the time

series analysis.
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Phase Equation PSI is a relative measurement technique. All the calculated pa-

rameters (height and velocity) are relative to some stable reference point contained

within the AOI. Now I will briefly illustrate the basic idea of time series analysis. The

objective of PSI is to estimate the height and relative displacement of targets. By

selecting a stable reference point among various targets of interest and analyzing the

interferometric phase of a selected point p, equation 6.4 can be expressed as follows:

∆φi,k(p) = ∆φdisplacement
i,k (p) + ∆φheight

i,k (p) + ∆φflatten
i,k (p) + ∆φatmosphere

i,k (p) + ∆φnoise
i,k (p)

(6.5)

where the indices (i, k) denote the interferometric image couple, with k being the

master image and i representing generic image of the dataset. The interferometric

phase terms consist of the following contributions: displacement, height, flat terrain,

atmospheric delay, and signal noise.

Height Term In the first place, the flat terrain term can be estimated from the

orbital data. The height term has a linear relationship to the normal baseline, which

can be rewritten by making explicit the dependency of the height ∆h(p) on the target

of interest p and the dependency of the normal baseline B
(i)
n on the ith image of the

dataset (the notation ∆ is used here to denote the height difference between reference

point o and given point p):

∆φheight
i,k (p) =

4π

λ
· B

(i)
n ·∆h(p)

Rk · sin θk(p)
(6.6)

Since λ, θk(p) and Rk are all known constants and do not vary with respect to

different slave images, thus they can be grouped into a single constant, as follows:

∆φheight
i,k (p) = C

(i)
h ·B

(i)
n ·∆h(p) (6.7)

where C
(i)
h is a constant and ∆φheight

i,k is a function of spatial baseline B
(i)
n and target

height h(p).

Displacement Term A common way to model the displacement term is to assume

that it is linear over time. ∆v(p) is defined as the relative velocity of point p with
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respect to the reference. B
(i)
t represents the temporal baseline between the master

and slave image, resulting in the expression for displacement defined as follows:

∆φdisplacement
i,k (p) =

4π

λ
·B(i)

t ·∆v(p) = C(i)
v ·B

(i)
t ·∆v(p) (6.8)

which basically states that the displacement equals to the product of time and velocity.

Atmosphere Term The fourth term in the phase equation represents the atmo-

spheric delay. The atmospheric delay has a decorrelation range of several hundred

meters. In PSI analysis, one will construct a graph connecting only close points so

that this term is negligible. Then for estimating the height and velocity of all points

with respects to only one reference point, a graph inversion will be applied in ways

such as least square. For the purpose of illustrating the basic idea of time series

analysis this term is put aside in the following discussion.

Noise Term The noise term in equation 6.4 is estimated from model residuals. It

is a good indicator of target point stability and reliability.

Estimating Height and Velocity: an Optimization Problem There are 5

unknown terms to solve in equation 6.4. The flat terrain could be solved in the first

place, and atmospheric terms can be considered negligible for points close to each

other, leaving the displacement, the height and the noise terms to consider. Under

such consideration, after each term ∆φi,k(p) is examined for the generic point p inside

a small area, the problem reduces to a set of N − 1 equations where N is the number

of images, and the unknowns are height ∆h(p) and velocity ∆v(p) in the linear space

(B
(i)
n , B

(i)
t ).

The set of N-1 equations cannot be solved by the least square approximation

method because the phase ∆φ is wrapped to [0, 2π), thus making it a non-linear

system. The workaround is to use optimization algorithms. The proposed solution

involves the maximization of the periodogram in which height and velocity represent
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2-dimensional frequencies to be scanned [77]. To illustrate this concept, equation 6.4

can be rewritten as follows:

∆φi = C
(i)
h ·B

(i)
n ·∆h+ C(i)

v ·B
(i)
t ·∆v + ∆φnoise

i (6.9)

The objective is to find a set of (∆h,∆v) such that for each image i and given

∆φi, the total noise term ∆φnoise
i is minimized. Since the phase is periodic, which

means that radiance 2π is equivalent to radiance 0, the problem cannot be simplified

by minimizing
∑

∆φnoise
i . Instead, the solution is to maximize the following term:

1

N − 1

N−1∑
i=1

exp{jφnoise
i } (6.10)

where 1/(N−1) is the normalization factor. If there is no noise (in a perfect idealized

situation) this value will reach its maximum at 1. To express equation 6.10 in a more

rigorous form, the periodogram ξ(∆h,∆v) is defined as follows:

ξ(∆h,∆v) =
1

N − 1

N−1∑
i=1

exp
{
j
(
∆φi − C(i)

h B
(i)
n ∆h− C(i)

v B
(i)
t ∆v

)}
(6.11)

This expression is equivalent to equation 6.10. The solution is provided by ξ(∆h,∆v)

that maximizes the absolute value of the periodogram. Mathematically, it can be

expressed as follows:

(∆ĥ,∆v̂) = arg max
(∣∣∣ξ(∆h,∆v)

∣∣∣) (6.12)

The maximum absolute value of the periodogram is called the temporal coherence,

defined as follows:

ξ(p) =
∣∣∣ξ(∆ĥ,∆v̂)

∣∣∣ (6.13)

Temporal Coherence Temporal coherence is a very important parameter for iden-

tifying persistent scatterers. It provides a measure of reliability of results. From the

definition of temporal coherence, when the model driven by equation 6.12 matches the

observed interferometric phase, the noise phase term ∆φnoise
i tends to zero, and the

temporal coherence approaches 1. If the model does not match the observed phase,



94

the argument of the periodogram will be random and the temporal coherence will be

low. When a target has low contribution from the noise term, good estimate of ve-

locity and height can be determined, with the temporal coherence value approaching

1. On the other hand, when a target is not stable (e.g., vegetation, farm land), the

phase of the target will appear to be random and the noise contribution to the phase

term will be dominant. In this case it is difficult to arrive at a robust estimation of

velocity and height since the temporal coherence will be close to 0. Therefore, the

temporal coherence estimate can be used to determine if a potential target is actually

a persistent scatterer. Implicit in the above considerations is the number of images

N used in the analysis. Low number of images in a dataset will bias the temporal

coherence to higher values, making it difficult to distinguish between stable and noisy

points. In general, the more images, the better the estimate. The analysis becomes

significantly more accurate as the number of available radar images increases.

6.3 Study Area of Interest

A brief introduction to the San Joaquin Valley Subsidence For this case

study the California San Joaquin is selected. The San Joaquin Valley is part of the

California Central Valley and is a very flat valley that dominates the geographical

center of California. The Central Valley is 60 to 100 km wide and stretches approxi-

mately 720 kms from north to south. The valley is known as California’s single most

productive agricultural region and one of the most productive in the world, providing

more than half of the fruits, vegetables and nuts grown in the United States. The

agricultural relies heavily on the irrigation system. Despite the fact the valley is close

to the sea, the state is famous for its semi-arid condition and suffers from droughts

from time to time. The irrigation system thus depends heavily via an extensive

system of reservoirs and canals, surface-water diversions and extensive groundwater

withdrawal. This extensive withdrawal has caused water levels to decline on the west



95

side of the southern two-thirds of the Central Valley, also known as the San Joaquin

Valley [78,79].

The ground subsidence due to groundwater withdraw could be traced back to

the 1920’s. A famous photo shoot in 1977 [80] shows that one spot subsided almost

8.5 meters from 1925 to 1977. In drought seasons, over pumping groundwater for

agricultural supply will lead to aquifer-system compaction. Another consequence

is the land subsidence due to the permanent aquifer-system storage loss. Indeed,

the recent drought in 2007-2009 and 2012-2015 has resulted in an alarming rate of

subsidence, where the most critical places have reached 30cm-60cm per year. Until

the current time the subsiding trend persists. It is critical to keep a close monitoring

to the subsidence in real time.

Why I select this AOI The reason for picking this area as the studying site is for

demonstrating the power of S1 in monitoring a large study area. The San Joaquin

valley starts from Sacramento at north and stretches all the way to Bakersfield, the

distance in north-south is almost 400 km, the distance in west-east could reach 150

km at most and the area is approximately 52,000 km2. Only a wide swath system

has the capability to monitor the entire area with only a few images (for the same

date acquisition). As shown in figure 6.2, the three white rectangles represents the

three subswaths in track 137 of S1 TOPS. For covering the entire San Joaquin Valley,

17 bursts (2 SLCs) from each subswath are stitched together. The middle and right

subswaths could almost covers the entire valley. The large area of the San Joaquin

Valley makes it a very good candidate to demonstrate the power of TOPS’s wide

coverage. As a comparison, the green footprint in the upper-left corner of S1 footprint

in figure 6.2 is the footprint of a Cosmo Skymed X-band stripmap image. It could

be seen that to monitor the same area, one would need almost 60 stripmap images

to cover the same area in red rectangular box - which is the footprint of only 2 SLC

images!



96

Fig. 6.2. The study area of interest is drawn in the red-outlined rectangle.
The three white-outlined footprints are the three different subswaths that
belongs to track 137. The yellow-outlined with green-background box at
the upper-left corner of AOI represents a typical footprint of COSMO
stripmap full frame. The dataset concatenates 2∼3 SLCs on azimuth
direction so to get a larger area.

Dataset In this case study, both descending and ascending track are used for the

analysis. Figure 6.2 shows the footprint in the ascending track.

For ascending track 137, a total of 175 SLC data from 55 different dates were

used for the analysis. Images on the same dates are easily concatenated on azimuth

direction due to the way TOPS acquires data. Each subswath have 17 bursts. The

dataset is from April 2015 to April 2017. The majority temporal baseline of the

dataset is 12 days. For descending track 144, a total of 215 SLC data from 69

different dates were used, spanning from November 2014 to September 2017. Each

subswath have 15 bursts for covering the entire valley.
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(a) Ascending (b) Descending

Fig. 6.3. A plot of ascending and descending S1 dataset used in this case
study. The x-axis is the temporal baseline and the y-axis is the spatial
baseline. The plot is also a demonstration of the good orbital control of
S1.

6.4 Results

6.4.1 Interferograms

Four interferograms taken from the middle subswath of the ascending track are

shown in figure 6.4. The purpose is to show the temporal decorrelation of the San

Joaquin Valley. As a heavily vegetated area, the temporal decorrelation become quite

obvious after 24 days and become almost totally noisy after 84 days. At this moment,

only the S1 system could provide such rich dataset with an average 12 days revisit

time. And only with such rich dataset and small temporal baseline (not to mention

the small spatial baseline contributes to the coherence as well) could one perform a

PSI analysis successfully in such heavily vegetated area.
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Fig. 6.4. Four interferograms from the middle subswath of ascending
track. The temporal baseline increases from 12 days to 84 days. The
interferometric coherence decrease exponentially as a function of time. In
this AOI that is heavily vegetated, the interferogram is almost totally
noisy after 84 days.
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(a) Ascending

(b) Descending

Fig. 6.5. The annual subsidence rate projected to slant range direction in
ascending and descending track with PSI analysis.
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Fig. 6.6. Examples of local subsidence rate. Left: an oil field just to the
north of Bakersfield. Middle: subsidence of an oil and gas fields. Right:
subsidence of a section of roads.

6.4.2 Time Series Analysis Results

The PSI analysis method that is described in the previous section is used for the

time series analysis. With the rich S1 dataset, it is proposed to simply use the star

graph configuration for the time series analysis. The result is shown in figure 6.3.

The most severe subsidence zone could be found between Fresno and Bakersfield.

The “red” subsidence zone could be clearly observed from both tracks and the annual

velocity reaches almost 300 mm/year in satellite slant range direction. Translating

to vertical subsidence, this could mean a rate of almost 400 mm/year. Another

subsidence zone that is less severe could be found at the north of Fresno, where the

maximum velocity could reach approximately 100 mm/year in slant range direction.

The two subsidence zones have existed for a long time [81]. The newest data from S1

shows that those areas are keeping the subsiding rate with no signs of stopping. The

major cause of the subsidence is the lasting drought and the exceeding extraction

of ground water due to the drought [78, 79]. In addition, there are a number of oil

fields located in the San Joaquin Valley. Oil fields are known for causing local ground

subsidence. A few smaller subsidence zone could be found at the local oil fields. Two
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examples are shown in the left and middle of figure 6.6. In fact, the subsiding zones

shown in this section are all known in the past by other sensors [81–83]. The results

from S1 only verified the subsiding is still ongoing.

One thing to notice is the discrepancy between the results from ascending and

descending tracks. A couple of factors would contribute to this issue. In the first

place, when there is not only vertical but also horizontal movement, the projection

of movement to different tracks would be different. With two tracks one could po-

tentially decompose the local movement into horizontal and vertical movement. It

should also be noticed that the incidence angle varies with subswaths and tracks.

The projection to different incidence angles would also be different. For the purpose

of showing the subsiding trend it is enough to show the results as in figure 6.3, but

for understanding better both the direction and velocity of the subsidence, one could

combine results from two tracks and derive such results. In figure 6.2 one could see

that the scatterers are sparser in the valley and denser in the surrounding deserted

and mountainous area. In spite of S1’s rich dataset that decreased the temporal

decorrelation, since a star graph is used in the PSI analysis, such vegetated area as

this AOI still restricts the availability of coherent persistent scatterers. This is a

known limitation to PSI analysis in vegetated area. The approach to work around

this limitation is the small baseline subset method. In the small baseline method,

one will use a small-baseline graph instead of the star graph to increase coherence.

However, one should be careful with the combination of such method and S1 dataset.

S1 data have rather small baselines even after ESA relaxed the restriction of S1’s

orbital tube exactly for the purpose of PSI analysis [27]. Such small baselines would

introduce bigger error in height estimation. Using a small baseline approach means

both small temporal baseline and small spatial baseline. If the parameters are not

well estimated, the error would propagate in the graph inversion step and introduce

significant bias to the final result. This is also why in the case study I start with the

PSI analysis: a longer temporal baseline would make it more precise in estimating

the velocity.
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6.5 Summary

In this chapter, a case study for the subsidence in San Joaquin Valley, California is

conducted. The basics of SAR interferometry and PSI analysis is introduced, followed

by the PSI process results of S1 for San Joaquin Valley subsidence. The process result

reveals several subsidence zones with alarmingly large subsiding rate. The case study

is a suitable application with Sentinel-1 TOPS dataset, and it shows the proposed

processing chain discussed in the previous chapters is applicable and practical.
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7. SUMMARY

This thesis discussed and realized the complete Sentinel-1 wide swath interferometric

processing workflow. A number of aspects are being thoroughly discussed, such as

comparing the two different coregistration approaches, proposing the stripmap-like

processing flow for TOPS and extending the TOPS workflow to ScanSAR. All the

works were aiming at one goal, which is to realize a generalized and robust Sentinel-1

processing system that would serve better in applications in civil, earth observation

and other practical fields. Specially, the significance of this work includes the follow-

ing:

1. Proposed the feasibility of doing coregistration using the cross-correlation-and-

linear-transformation method plus the enhanced spectral diversity. In addition,

the quantified comparison between the cross-correlation coregistration method

and the geometrical coregistration approach was presented. Coregistration is

the most important steps in Sentinel-1 interferometric processing, however there

are still doubts on what approach to use and what is the performance of each

approach. In this work the advantages and disadvantages of each approach are

carefully evaluated, and the scenarios for where each approach works best are

studied;

2. Proposed a stripmap-like processing flow for Sentinel-1 TOPS. While some of

the existing platforms process TOPS data bursts by burst, the author proposed

to stitch the bursts at the very beginning to get a stripmap-like SLC image.

The most important reason is to fit the TOPS processing flow to the exist-

ing and mature stripmap processing platform. Since the ultimate aim of the

research is to serve for applications, the idea is also to provide user friendly

processing interface and processing flow. The proposed workflow will give the
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users the identical interfaces and products as in processing the stripmap mode

with all the wide-swath related processes implemented under the table. With

the realization of this workflow, any non-SAR-experts working on their appli-

cations with minimum InSAR knowledge would be able to process and analyze

S1 TOPS data without learning the complex theories behind TOPS;

3. Extended the TOPS processing chain to the ScanSAR system. ScanSAR sys-

tem is still widely used, thus it is still useful to adopt the aforementioned two

proposals to the ScanSAR processing chain as well. This work started with En-

viSAT ScanSAR system and presented the feasibility of sharing the processing

flow between TOPS and ScanSAR system;

4. Experimented with the TOPS processing chain for the time series analysis in

the California Central Valley. The experiment is a demonstration of how one

can use the TOPS rich dataset and large coverage to monitor a very large area

with satisfactory results.

All of the proposed methodologies and process workflows are validated with large

amount of real data so that the work is practical and applicable. In addition, the con-

tent of this thesis is implemented as a processing package into an existing SAR/InSAR

processing package, SARPROZ [66], and is open to the public users. The processing

package is capable of processing S1 TOPS and Envisat ScanSAR. The development of

this processing package is both for validating the robustness of proposed workflow and

for utilizing the power of S1 dataset in real world applications. It should be worth

mentioning that the processing package already helped other research groups with

their own S1 dataset and AOI, and some of their works are already published [84–90].

The works from other groups are also approvals of this thesis, since successful appli-

cations of S1 TOPS interferometry in civil, earth observation and other aspects is the

final goal of this work. The future work will also focus on the continuous development

of wide swath processing chain.
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