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ABSTRACT

Liu, Bohao Ph.D., Purdue University, May 2019. Propagation and Control of Broad-
band Optical and Radio Frequency Signals in Complex Environments. Major Pro-
fessor: Andrew M. Weiner.

A complex environment causes strong distortion of the field, inhibiting tasks such

as imaging and communications in both the optical and radio-frequency (RF) region.

In the optical regime, strong modal dispersion in highly multimode fiber (MMF) re-

sults in a scrambled output field in both space (intensity speckles) and time (spectral

and temporal speckles). Taking advantage of the pulse shaping technique, spatial and

temporal focusing has been achieved in this thesis, offering potential opportunities for

nonlinear microscopy and imaging or space-division multiplexed optical communica-

tion through MMF. In the RF regime, multipath effect in wireless RF channel gives

multiple echoes with random delay and amplitude attenuation at the receiver end.

Static channel sounding and compensation with ultra-broadband spread spectrum

technique resolves the issue by generating a peaking signal at the receiver, signifi-

cantly improving the signal-to-noise/interference performance. However, the limited

communication speed in the static approach makes it challenging for sounding and

compensation in a dynamic channel. Here, we achieve real-time channel sounding

and compensation for dynamic wireless multipath channel with 40 µs refresh rate by

using a fast processing field programmable gate array (FPGA) unit, providing po-

tential opportunities for mobile communications in indoor, urban, and other complex

environments. Furthermore, by combining broadband photonics and RF radar tech-

nologies, a high depth and transverse resolution wide bandwidth (15 GHz) W-band

(75 - 110 GHz) photonic monopulse-like radar system for remote target sensing is

demonstrated, offering prospects for millimeter wave 3-D sensing and imaging.



1

1. INTRODUCTION

Can we see through and communicate through a complex scattering environment?

The answer is more than ‘yes.’ It turns out that the complexity gives us more power-

ful ‘eyes’ and ‘ears’ than what a transparent world offers. We are not simply seeing

and communicating through the complex scattering environment, but seeing and com-

municating more securely with significantly enlarged channel throughput. In the field

of optics, research interest in multimode fiber (MMF) imaging and communication

has increased over the last few years. Different from the widely used standard sin-

gle mode fiber (SMF), an MMF can support multiple optical modes with different

propagation performances, such that each different mode families travel with different

group velocities (modal dispersion). When manufactured to support numerous modes

(usually done by designing a large core diameter), the field after propagating through

the MMF will be distorted in space and in time with random substructures, result-

ing in spatial speckle patterns for single frequency input, and temporal and spectral

speckles for short pulse input, which makes MMF a much more complex medium than

SMF.

Similar to modal dispersion in an MMF, each scattering path in an RF wireless

channel can be viewed as a guiding mode. Therefore, an radio-frequency (RF) channel

with rich multipath scattering will result in a received field with random amplitude

attenuation and time delay—unlike a direct RF channel with few or no scatters. For

this reason, the multipath (modal dispersion) effect has become a research subject,

both in RF wireless channels and in optical scattering medium. In addition to over-

coming the limitation from modal distortion, utilizing the multipath randomness will

be crucial to exploit the full capacity of both MMF (optical) and RF wireless channels.

In this dissertation, we will explore the multipath effects in both optical and RF

domains. In optical domain, the optical pulse shaping technique for field characteriza-
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tion and pulse compensation at an MMF’s output surface provides us the capability to

deliver ultrashort pulses through the highly scattering medium. In RF domain, using

RF arbitrary waveform generation (AWG) techniques, high-speed characterization

and compensation of dynamic RF wireless multipath channel is achieved, extending

our work from static channel to more complicated dynamic channel. By combining the

optical pulse shaping technique and traditional radar theory, we further extend our

work to the W-band range (75–110 GHz). A W-band monopulse-like radar scheme is

demonstrated and a photonic phase shifter is applied to generate sum and difference

interference patterns over extremely wide bandwidth, up to 15 GHz. The photonic

radar system is then used for high depth and transverse resolution targets detection

and sensing.

The remainder of this document will be structured as follows: in Chapter 2, we

will introduce a method for characterizing an MMF field at its output surface, where

the optical field is scrambled both spatially and temporally by modal dispersion; in

Chapter 3, we discuss the multipath effects in RF wireless channels and will demon-

strate an scheme for sounding and compensating dynamic channel links; in Chapter

4, we discuss the W-band monopulse-like radar system with ultrabroad bandwidth

via photonic assisted AWG; in Chapter 5, we discuss the experimental demonstration

of the W-band photonic radar in a high resolution remote targets sensing system:

and in Chapter 5, we review the accomplished work and point the future research

directions for each topic.

1.1 Space-Time Focusing in a Highly Multimode Fiber via Optical Pulse

Shaping

Scattering of waves has been extensively studied in RF wireless transmission [1–3]

and acoustics [4–6], for which direct time domain measurements are possible. In

optics, direct measurements of the field are ruled out due to the much higher frequen-

cies. However, it is well known that strong distortion of the optical wavefront results
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in a noise-like field, with intensity speckle patterns in space in the case of a single-

frequency input light [7]. Taking advantage of spatial light modulator technologies,

wavefront shaping [8–12] has been applied to overcome spatial distortions in strongly

scattering bulk materials, thereby achieving spatial control of the diffusive light. For

the case of broadband input light, speckle also arises in time and frequency; different

random substructures in the time and frequency dimensions are seen at each specific

output location [13,14]. The intensity correlation of speckle patterns with frequency

has been studied for characterization of the scattering impulse response [15,16]. Ex-

periments in [17–20] demonstrated spatiotemporal focusing of ultrafast pulses through

bulk scattering medium via wavefront shaping techniques. Such experiments open up

possibilities for enhancing two-photon nonlinear processes and improving microscopy

in turbid samples.

Propagation through multimode fibers (MMF) can also lead to speckle-like phe-

nomena in space, frequency, and time. Here, the distortions arise from the superpo-

sition of different guided modes and modal dispersion. Aside from their traditional

use for short distance communication links, MMFs have received significant recent re-

search attention for coherent image transmission [21,22], mode-division multiplexing

for high speed optical communications [23,24], quantum research [25], and multimode

complex nonlinear optics [26–28]. Overcoming and utilizing speckle-like distortions

caused by modal dispersion scattering in MMFs is of interest for such applications.

Inspired by wavefront shaping experiments in bulk scattering materials, spatial focus-

ing through MMF has been achieved using wavefront shaping controlled by different

methods such as transmission matrix measurements [25, 29, 30] and optical phase

conjugation [31]. This has led to a potential for medical-use endoscopes with im-

proved resolution and compactness, and with all-optical (vs. mechanical) scanning

control. In connection with broadband light, correlation techniques have been used to

study the frequency dependence of intensity speckle patterns at the output of MMFs,

and to realize a MMF-based spectrometer [32, 33]. Techniques for characterizing the

time domain output of MMFs illuminated by ultrashort pulses input were reported
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in [34,35]. In [36,37], ultrashort pulses were delivered through MMF via a wavefront

shaping technique, in which short pulses transmitted through and distorted by the

MMF interfere with an ultrashort reference pulse to form a time-gated digital holo-

gram containing spatial phase information. The short pulses were delivered by the

spatially shaped reference counterpropagating through the same MMF with spatial

mode-selective phase conjugation process. Such work has promise for nonlinear op-

tical imaging through fiber and may have relevance for optical communications in

MMF.

Here, for the first time to our knowledge, we perform reference-free characteri-

zation of spectral and temporal speckles at different spatial positions on the output

face of a MMF, and achieve space-time focusing involving all the excited propagating

modes. Transform limited pulses are formed locally at the MMF output by compen-

sating the spectral phase response via optical pulse shaping [38, 39]. The concept

is analogous to our group’s work on temporal shaping of ultrawideband RF wireless

signals for temporal and spatial focusing in strong multipath channels [40], but now

extended for the first time into the optical regime.

1.2 Ultrabroadband RF Wireless Multipath Channel

For wireless RF communication, the link performance depends heavily on the

propagation channel. In indoor, urban, or other cluttered environments, the chan-

nel is usually dominated by multipath [41]; that is, the transmitter and receiver are

connected by a large number of scattering and multiple reflection paths of different

lengths. In the time domain, the received signal consists of a large number of ap-

parently random short echoes, which have delays and attenuation due to the paths

they took in their propagation from the transmitter (Tx) to the receiver (Rx). In

the frequency domain, the impulse channel response is highly structured, including

a multiple of apparently random deep fades. Moreover, the detailed substructures of

the channel response in the time and frequency domains vary rapidly with displace-
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ment of the antennas, hence leading to the topic of spatial and temporal channel

characterization and focusing.

The recent emerging Ultrawideband (UWB) technology [1] is an effective solu-

tion to the multipath problem due to the large frequency bandwidth compared to

conventional narrowband systems. The detailed structure of a channel response in

the frequency domain is proportional to the inverse of the delay spread (hundreds of

nanoseconds). That is, a UWB system with several GHz bandwidth is fine enough to

resolve the multipath components at the receiver. Combining signal processing and

arbitrary waveform generation (AWG) techniques, the multipath channel can be char-

acterized (channel sounding) and compensated, which states the multipath immunity

of the UWB system. Besides, UWB also provides other significant advantages such

high data rates (RF link capacity grows linearly with increasing bandwidth) [42], high

precision for location and ranging applications (high temporal resolution and ranging

resolution) [43].

Static channel characterization (channel sounding) and compensation of a UWB

multipath channel has been achieved in our group’s previous experiments with dif-

ferent AWG schemes (electronics and photonics) [40,41,44–47]. In channel sounding,

a spread spectrum linear chirp signal is broadcast by Tx and a received signal is

recorded at Rx. The channel response is then calculated by deconvolution. The mea-

sured channel response from the channel sounding process is then used to calculate

the precompensation waveform for transmission. The transmitted precompensation

will self-compress after propagating in the multipath wireless channel from Tx to

Rx. The channel compensation gives a strongly peaked, bandwidth limited short

pulse signal at Rx, which significantly enhances the peak-to-average power ratio and

the signal-to-noise/interference. Notably, because the channel response varies rapidly

with location, a compensation waveform is unique to a certain Tx-Rx location pair,

bringing up new potentials for selective or covert transmission. However, the strong

spatial dependence of the channel response gives rise to challenges for dynamic chan-

nels involving mobile antennas or a time-varying environment.
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In this work, channel sounding and compensation for dynamic channel with 40 µs

update rate is achieved. Our approach implements spread spectrum channel sounding

on an electronic processing unit comprising of fast analog-to-digital (AD) and digital-

to-analog (DA) converters tightly coupled to a high-end field-programmable gate

array (FPGA). The approach with the FPGA eliminates unavoidable latency and

communications bottlenecks with general-purpose test equipment such as arbitrary

waveform generators and oscilloscopes. With 6 GHz total bandwidth and ∼ 30µs

processing time, our platform offers potential opportunities for enhanced performance

(signal-to-noise/interference, covertness potential) of mobile or dynamic broadband

RF signaling over multipath channels.

1.3 Ultra-Broadband Photonic Monopulse-Like Radar for Remote Sens-

ing

The research related to millimeter wave (MMW) and subterahertz (sub-THz) has

developed significantly in recent decades. Besides circumventing the congestion of

lower radio-frequency (RF) bands, higher frequency RF regions offer access to broader

bandwidths for applications such as ultrahigh-speed wireless communication [48–53],

high-resolution ranging [54–56], and electromagnetic imaging [57, 58]. Also, conven-

tional imaging and sensing systems working in the frequency region below 30 GHz

require large apertures [59], making tasks such as small target detection and high

resolution imaging problematic, requiring more complicated systems like synthetic

aperture radar (SAR) to improve performance [60, 61]. However, the update rate

will be affected by the motion speed of the SAR system. In the MMW region from

30 to 300 GHz (1 cm to 1 mm), a small aperture inherited from the small wave-

length combined with high depth resolution provided by the ultra-broad bandwidth

makes it competitive in important applications such as personnel screening [54], self-

driving vehicles [62], and intelligent driver assistance systems [63]. To further attain

high angular resolution for high resolution 3-dimensional (3-D) imaging, the quasi-
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optics approach based on MMW/THz lens and parabolic mirror has been demon-

strated [54,55,64]. In this approach, the MMW beam is focused, hence increasing the

transverse resolution. However, the working distance with high transverse resolution

is limited due to focusing. Monopulse radar is a more effective solution to enhance

transverse spatial resolution while keeping the working distance only affected by sys-

tem signal-to-noise ratio (SNR) [63,65]. Previously widely demonstrated and applied

in monopulse tracking [66,67] in traditional radar systems, beamforming in monopulse

radar switches between sum and difference far-field pattern of a simple transmitter

array (two/four elements for transverse spatial resolution in one/two dimensions), in

which a sharp destructive null is obtained in the center for difference pattern and a

constructive peak is obtained for sum pattern. It is worth mentioning here, difference

pattern is the key to detecting the sign of angular displacement in a tracking system,

hence emphasizing the importance of the phase shifter in a monopulse radar system.

However, the traditional electronic MMW phase shifter, which is the essential part

to generate and switch between sum and difference pattern, has difficulty handling

ultra-broadband waveforms, bringing difficulty to the high transverse monopulse sys-

tem for acquiring high depth resolution. Photonic beamforming with true time delay

(TTD) is an alternative solution to eliminate the pulse distortion and frequency(time)

dependent far-field patterns (the squint phenomenon) that arise in transmitter arrays

with traditional phase shifters. It has been demonstrated in phase array antenna

systems [68, 69] but again with limited bandwidth (up to 1 GHz). The limitation

for attaining a high resolution 3-D sensing system now breaks down to the lack of

versatile ultrabroadband waveform generation and phase shifting.

The recently developed photonic-assisted arbitrary waveform generation (AWG)

technique [70, 71] has paved the way for versatile RF-AWG both at baseband fre-

quencies [72–76] and at frequencies extending to the low MMW region [3, 77]. Such

photonic approaches also provide notable advantages against traditional electronic ap-

proaches with high bandwidth, low timing jitter and phase-noise performance [78,79],

immunity to electro-magnetic interference (EMI), cost-effective and low propagation



8

loss radio-over-fiber (RoF) signal distribution [80]. By applying the optical pulse

shaping technique incorporated with frequency-to-time mapping (FTM) theory [3,38],

combined with the state of art high-power near-ballistic uni-traveling-carrier photodi-

ode (NBUTC-PD) based photonic transmitter-mixer (PTM) [81], high quality wave-

forms with large bandwidth-to-time product can be generated and transmitted in a

MMW radar system. In this work, build up from our group’s previous achieved high

resolution ranging system [56] in W-band (75 - 110 GHz), an ultrabroad bandwidth

photonic monopulse radar system with 15 GHz bandwidth (80 - 95 GHz) has been

demonstrated. Beamforming of sum and difference patterns are achieved and a remote

sensing system for multiple targets detection with high ranging and transverse reso-

lution is demonstrated. To the best of our knowledge, this is the first demonstration

of a ultra-broad bandwidth monopulse-like photonic radar system.
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2. MMF CHARACTERIZATION AND PULSE

COMPENSATION

2.1 MMF Background

Highly multimode fibers support a large number of propagating modes. From

geometrical-optics point of view, different ray traces propagate through the fiber

with various angles to the axis of the guide. Therefore, the travelling lengths of the

rays vary with the angles of propagation, which results in different path delays as

they travel from fiber input to output. Other than the geometrical-optics approach,

a more accurate electromagnetic analysis by solving Maxwells equations [84] for an

MMF system can be performed. The multiple solutions to the equations show there

are multiple modes propagating, each with a different group velocity. By either

argument, the optical field at any MMF ouput surface point is a sum of multiple

individual contributions. Given a long enough path difference (more than 2π) and

a coherent enough input source, the highly structured interference effects will be

observed in the intensity distribution across the end of the guide (speckle pattern).

Figure 2.1(a) shows an example of a speckle pattern at the MMF end surface. A highly

multimode fiber (Thorlabs FG200LCC) with 200µm core diameter is used. For input

coupling, the collimated light is focused into the MMF in free space by a lens. At

the output, a speckle pattern is recorded by an infrared (IR) charged-coupled device

(CCD) camera. The coherent source is a continuous wave (CW) laser that works at

optical C-band (1530–1565 nm) and in this measurement, the wavelength is around

1550 nm.

Portions of the results in this chapter have been published in Refs. [82] and [83].
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Fig. 2.1: Multimode fiber (a) speckle pattern at fiber output surface with single fre-
quency input, and (b) time spread with broadband mode-locked laser input. Speckle
pattern is acquired by an IR CCD camera and time spread is acquired by a sampling
oscilloscope after photoelectric conversion by a fast photodetector. In (b), red trace
is the impulse response of the photodetector with femtosecond pulse input, and blue
trace is MMF time spread due to modal dispersion.

As introduced in section 1.1, the speckle pattern at the MMF output is frequency-

dependent and it also decorrelates as the frequency of the input source is detuned

farther away. In the time domain, the spread of time delays associated with various

paths is related to the frequency dependence of the speckle pattern. Figure 2.1(b)

shows the example of the time spread when the input is a broadband femtosecond

source. In order to simplify the pulse measurement process for time spread obser-

vation, a 25 m MMF is used and the ∼ 1 ns delay spread can be observed after

photoelectric conversion using a 20 GHz photodetector (∼ 50 ps response time). The

goal of this experiment is to focus the light both spatially and temporally at the MMF

output by characterizing the MMF impulse response and pulse compensation.

2.2 Intensity Speckle Frequency Correlation

The relation between the frequency correlations of the intensity speckles and the

MMF output field temporal spread is discussed in the section. The superposition of

modes at the output of a MMF gives rise to speckle effects. For sufficiently narrow-

band input light, a highly structured noise-like intensity distribution may be observed



11

Fig. 2.2: (a) (i) Nine examples of the intensity speckle pattern at the MMF output,
using a single frequency input laser and 0.25 nm wavelength steps. An animation of
the MMF intensity speckle patterns with the laser stepped over a 2 nm wavelength
range with 0.01 nm increments can be found in the supplementary material in [83].
The MMF fiber length is 25 meters.

across the MMF output surface [7]. Due to modal dispersion, such speckle patterns

are frequency/wavelength dependent, which means different input optical wavelengths

result in different MMF output intensity distributions. Figures 2.2(a) to (i) and the

animation file (see Media 1 in [83]) show an example of frequency dependent intensity

speckle patterns recorded using a tunable continuous wavelength (CW) laser as the

input source. As discussed in [7], the frequency dependence of the speckle pattern

is related to the fiber length, since the phase differences between the various MMF

modes are expected to scale with the fiber length. This results in different interfer-
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Fig. 2.3: Normalized intensity speckle correlation functions C(∆λ) with different
MMF fiber length.

ence structures. Likewise, the spread in the time delays is determined by the fiber

length and the difference in the group velocities of the various modes. In general,

the frequency-dependence of the speckle patterns can be used to estimate the delay

spread of the output MMF field. In particular, the decorrelation width of the speckle

in frequency (or wavelength) is inversely proportional to fiber length and the total

delay spread. The intensity speckle correlation function [15,32] is given by

C(∆λ) =
〈[I(λ)− 〈I(λ)〉][I(λ+ ∆λ)− 〈I(λ+ ∆λ)〉]〉

〈I(λ)〉〈I(λ+ ∆λ)〉
(2.1)

where I(λ) is the speckle intensity distribution at a particular wavelength λ and the

angle brackets stands ”〈〉” for averaging over space.

Figure 2.3 shows the intensity speckle correlation functions for various fiber lengths.

The decorrelation width at C(∆λ) = 0.5 is approximately 0.01 nm (1.25 GHz) for the

longest (25 m) piece of MMF. The inverse of the frequency correlation width is 800 ps,

which is roughly consistent with the time spread observed for the 25 m MMF shown

in Fig. 2.1(b). This corresponds to 32 ps per meter. The wavelength-dependent

decorrelation of the speckle patterns is also shown for shorter fiber lengths of 0.5 m, 1
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m, and 2 m. Generally, we observe the expected trend: the speckle decorrelates more

rapidly for longer fibers, with correlation bandwidth very roughly inversely propor-

tional to fiber length. For example, for the 0.5 m fiber, 50% decorrelation occurs for

∆λ of 0.33 nm. Note however that the time spread and the correlation width are

expected to depend on the spectrum of excited modes. In turn, the modes excited

depend on the details of the input coupling to the MMF, which was not identical in

all the measurements. Furthermore, the degree to which different spatial modes of

the MMF couple with each other is also known to affect the time spread [85]. For

the four fiber lengths considered here, the MMFs are necessarily wrapped in different

physical forms, since the positions of the input and output coupling stages are fixed.

This may also cause variation in the time spreads between MMF samples. For these

reasons, the scaling of the frequency correlations shown in Fig. 2.3, and the rela-

tion between time spread reported in the following sections and frequency correlation

width reported in this section, should be viewed as illustrative but not exact.

2.3 Characterization and Compensation via Pulse Shaping - Experimen-

tal Setup and Method

The experimental setup for MMF characterization and pulse compression is shown

in Fig. 2.4. Unlike the speckle pattern measurements in Fig. 2.1, here we use a 1-

meter length of the same MMF with a different launch condition to limit the temporal

spread to below 20 ps, which fits within the time aperture of the pulse shaper (Finisar

WaveShaper 1000S). A mode-locked fiber laser is used as the input optical field, with

its spectrum band-pass filtered to pass 1534 1550 nm (2 THz bandwidth) in order

to fit in the quasi-phase matching acceptance bandwidth of the nonlinear waveguide

in the following intensity autocorrelator. (The same filtered, mode-locked fiber laser

is used as the input for Fig. 2.1(b).) The distorted output field is sampled spatially

by a SMF, spectral shaped by a pulse shaper, and then measured by an intensity

autocorrelator. It is worth mentioning that the second harmonic generation (SHG)
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Fig. 2.4: Experimental setup of optical field characterization and pulse compensation.
MMF, multimode fiber; ML laser, mode-locked laser; BPF, band pass filter; EDFA,
erbium doped fiber amplifier; LCM, liquid crystal modulator; BS, beam splitter; A-
PPLN, aperiodically poled lithium niobate crystal; PMT, photomultiplier tube.

in the intensity autocorrelator is achieved by using an aperiodically poled lithium

niobite (A-PPLN) waveguide, offering significant advantage in the second harmonic

generation sensitivity [86].

As for the characterization of the MMF impulse response at a specific output

location, H(ω) = |H(ω)|ejφ(ω), a pulse shaping technique is applied to retrieve the

spectral phase φ(ω), and to implement spectral phase compensation, i.e., applying

[−φ(ω)] on the pulse shaper. Second harmonic generation is used to guide the phase

compensation; the spectral phase is adjusted to maximize the SHG yield (either using

just one arm of the autocorrelator or setting the autocorrelator delay to zero). This

phase retrieval method can also be applied to other type of optical sources such as

electro-optic(EO) comb [87,88].

In detail, the spectrum of the output field is equally divided into N sections with

ωk = ω0 + (k−1)∆ω (k is a positive integer), N = 100 in this experiment, in order to

have fine enough spectral resolution (20 GHz, 0.16 nm) for resolving the spread in the

time domain. The spectral phase is characterized section by section, starting from

section 3. (Note that the spectral phase has two degrees of freedom, which define the

pulses group delay and overall phase; these do not affect the pulse shape or the SHG
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reading and need not be characterized for our purposes.) For example, the phase

value of frequency section k, ωk, is characterized after the phase values of previous

k-1 sections are already acquired and compensated by programming the pulse shaper,

while sections k+1 to section N are blocked. In this case, the MMF output field can

be written as

EMMF =
k−1∑
i=1

Eie
jωit + Eke

jωkt (2.2)

where Ei = |Ei|ejφi . In general, we write the phase at frequency ωi as φi = φ̃i +

φi,shaper, where φ̃i is the phase after the fiber and φi,shaper is the phase applied by the

pulse shaper. Here we take φi = 0 for i ≤ k − 1, which corresponds to the assump-

tion that all frequencies ωi < ωk have already been phase compensated. Assuming

broadband phase matching, second harmonic intensity may be written as

ISHG =(EMMFE
∗
MMF )2

=(
k−1∑
i=1

Eie
jωit + Eke

jωkt)(
k−1∑
i=1

Eie
jωit + Eke

jωkt)

(
k−1∑
i=1

E∗i e
−jωit + E∗ke

−jωkt)(
k−1∑
i=1

E∗i e
−jωit + E∗ke

−jωkt)

(2.3)

ISHG can also be written as

ISHG = ISHG,0 + ISHG(φk) (2.4)

where ISHG,0 term is independent of φk, and ISHG(φk) is dependent on φk. The

second-harmonic intensity signal recorded in the experiment is the time average of

ISHG. We write is as

〈ISHG〉 = 〈ISHG,0〉+ 〈ISHG(φk)〉 (2.5)
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where 〈· · · 〉 represents the time average. From Eq. 2.3, by taking terms from each

bracket that are not related to φk (from frequency section 1 to k− 1) or taking terms

that can have φk cancelled out. We have

ISHG,0 =
k−1∑
a=1

k−1∑
b=1

k−1∑
c=1

k−1∑
d=1

EaEbE
∗
cE
∗
de
j(ωi+ωb−ωc−ωd)t

+ 2|Ek|2
k−1∑
a=1

k−1∑
b=1

EaE
∗
b e
j(ωa−ωb)t + |Ek|4

(2.6)

After time average, the fast-varying terms (any term with ejωt when ω 6= 0 ) will be

filtered out. We now have

〈ISHG,0〉 =
k−1∑
a=1

k−1∑
b=1

k−1∑
c=1

k−1∑
d=1

EaEbE
∗
cE
∗
d

∣∣∣∣
a+b=c+d

+ 2|Ek|2
k−1∑
a=1

k−1∑
b=1

EaE
∗
b

∣∣∣∣
a=b

+ |Ek|4

=
k−1∑
a=1

k−1∑
b=1

|Ea|2|Eb|2 + 2|Ek|2
k−1∑
a=1

|Ea|2 + |Ek|4

(2.7)

It is a constant offset of the second-harmonic intensity signal 〈ISHG〉. The key infor-

mation is included in ISHG(φk). From Eq. 2.3. it can be written as

ISHG(φk) =Ek

k−1∑
a=1

k−1∑
b=1

k−1∑
c=1

EaE
∗
bE
∗
c e
j(ωk+ωa−ωb−ωc)t

+ Ek|Ek|2
k−1∑
a=1

E∗ae
j(ωk−ωa)t + E2

k

k−1∑
a=1

k−1∑
b=1

ej(2ωk−ωa−ωb) + c.c.

(2.8)

Since ωk > ωa and 2ωk > ωa +ωb, after time averaging, 〈ISHG(φk)〉 can be written as

〈ISHG(φk)〉 =Ek

k−1∑
a=1

k−1∑
b=1

k−1∑
c=1

EaE
∗
bE
∗
c e
j(ωk+ωa−ωb−ωc)t

∣∣∣∣
k+a=b+c

+ c.c. (2.9)
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Information on φk is contained in the 〈ISHG(φk)〉 term. Note that, the time average

in Eq. 2.9 picks out frequency combinations for which ωk + ωa − ωa − ωb = 0. Since

φi = 0 for i ≤ k − 1, we have

〈ISHG(φk)〉 =cosφk · 2|Ek|
k−1∑
a=1

k−1∑
b=1

k−1∑
c=1

|EaEbEc|
∣∣∣∣
k+a=b+c

(2.10)

Thus, the acquired SHG intensity read by the lock-in amplifier shows a simple sinu-

soidal dependence with respect to the phase value applied by the pulse shaper. In

this experiment, 8 equally spaced phase values, between 0 and 2π, are applied on

each frequency section. This results in 8 corresponding SHG intensity values which

over-sample the cosφk function. Therefore, by performing an FFT of the SHG data,

the MMF spectral phase response φ̃k can be retrieved with a resolution limited only

the experimental signal-to-noise. Then the negative value of the phase retrieved is

applied by the pulse shaper, ensuring that φ̃k + φk,shaper = 0. This finishes the kth

section and we repeat this procedure for the remaining sections.

Figure 2.5 shows normalized intensity autocorrelation measurements of the output

of the 1-m MMF, both with and without spectral phase compensation. The data are

in close agreement with simulated results calculated from the measured power spec-

trum and retrieved phase information. Here the background is subtracted for display

reasons. The autocorrelation in Fig. 2.5(a) has a broad envelope with a narrow spike

in the middle, with a roughly 2:1 peak to envelope contrast in the background-free

case (3:2:1 peak to envelope to background contrast with the background retained).

This is the signature of a finite duration noise burst [89], as expected for a tem-

poral speckle field caused by modal dispersion broadening. The 15-ps-width of the

broad envelope suggests a total broadening of 10 ps. After spectral phase compen-

sation, the output field is compressed back to the transform-limit, Fig. 2.5(b), with

2:0 autocorrelation contrast ratio in the background-free case (3:1 before subtracting

the background) and 670 fs full width at half maximum (FWHM) autocorrelation
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Fig. 2.5: Experimental and simulation results for MMF output optical field character-
ization and pulse compensation. (a) Intensity autocorrelation trace of MMF output
field (MMF impulse response) in experiment (blue) and in simulation (red). (b) In-
tensity autocorrelation of compensated pulse in experiment (blue) and in simulation
(red). Simulation results are calculated based on the measured power spectrum and
characterized phase response.

width. The peak SHG signal after pulse compression is increased by about an order

of magnitude compared to the SHG signal of the noise-like output field.

2.4 Spatial and Temporal Focusing at Two Output Locations

In a MMF with strong modal dispersion effects, the temporal and frequency speck-

les are expected to decorrelate rapidly in the spatial coordinate. We tested this expec-

tation by using a standard SMF mounted on a translation stage to sample the field at

two locations on the output surface of the MMF separated by 10 µm, as shown in Fig.

2.6. The MMF channel responses at the two output spots are plotted in Fig. 2.7 in

both frequency and time domains. The autocorrelation data in Fig. 2.5 corresponds

to output 1 in Fig. 2.7. The output field at any specific spatial spot acquires ran-



19

200 𝜇𝑚

8 𝜇𝑚

10 𝜇𝑚

spot1

spot2

(b)

𝑥

𝑦

𝑧

SMF

MMF(a)

Fig. 2.6: Schematic diagrams for (a) MMF output sampling and (b) 2 output spots
characterization and compensation

dom substructures in both time (temporal speckle) and frequency (spectral speckle).

The temporal and spectral profiles are of course related by the Fourier transform.

Comparison of the temporal and spectral profiles at the two output locations show

a similar character but quite distinct details, confirming the expected decorrelation.

The channel impulse responses shown in Figs. 2.7(c) and 2.7(d) are calculated from

the power spectra measured by an optical spectrum analyzer (OSA) and the phase

responses characterized via pulse shaping. As can be seen, multiple copies of trans-

mitted pulses are received, with random attenuation (amplitude), delays and phases.

A time delay spread of 10 ps can be observed at both output locations, but with

different substructures. These data resolve the temporal speckles, which are averaged

out in the photodetector measurements of Fig. 2.1(b). The multiple deep fades in

the power spectra of Figs. 2.7(a) and 2.7(b) are a manifestation of the speckle in

frequency and are in analogy with the deep fades that occur in strongly multipath

RF channels [1, 44].

The decorrelation of the MMF channels at different output locations is further

proven by focusing a transform-limited ultrafast pulse in space and time. As seen in

Figs. 2.8(a)-2.8(d), when the pulse shaper is programmed to compensate the chan-

nel response corresponding to output 1, a strong peak will appear on the intensity

autocorrelation trace measured at output 1, whereas the intensity autocorrelation

measured at output 2 indicates a noise-like field. Conversely, when the pulse shaper
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Fig. 2.7: Spectral speckles and temporal speckles at two different output locations
separated by 10 µm. (a) and (b) Spectral speckles at output location 1 and at output
location 2 power spectra (blue solid) are measured using optical spectrum analyzer
(OSA) and phases (red dot) programmed on the pulse shaper are used to compensate
the output fields. (c) and (d) Temporal speckles at output location 1 and at output
location 2 the impulse responses are calculated from the frequency responses shown
in (a) and (b) by inverse Fourier transform.

is configured to compensate the channel corresponding to output 2, the field at output

1 remains noise-like, with compression observed at output 2. Note that the peak val-

ues of the solid traces in Figs. 2.8(b,c) are normalized to the peak values of the traces

in Figs. 2.8(a,d), respectively. The dotted traces in Figs. 2.8(b,c) are zoomed-in in

the vertical scale to better display the 2:1 peak to envelope contrast of the noise-like

fields. The spatially selective peaking in a specific input-output channel demonstrates

space-time focusing of the MMF system. In this case, the transmitted information

can be encoded for compression at a specific output spot, while the peak intensity

remains low and potentially more difficult to detect at other output locations. This

capability may bring opportunities for covert sharing of a MMF for multiple com-

munications channels. To summarize, we have demonstrated space-time focusing of

broadband ultrafast pulses distorted by modal dispersion in a multimode fiber. Our
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Fig. 2.8: Spatial and temporal focusing at MMF output surface using spectral phase
compensation. (a) and (b) The optical field at output 1 is compensated the field at
output 1 is a transform limited pulse whereas the field at output 2 remains noise-like.
The solid trace in (b) is normalized to the peak value in (a). (c) and (d) The optical
field at output 2 is compensated the field at output 2 is a transform limited pulse
whereas the field at output 1 remains noise-like. The solid trace in (c) is normalized
to the peak value in (d). The dotted lines in (b) and (c) are zoomed vertically.

approach uses phase compensation in the spectral domain (pulse shaping) and does

not require interference with a reference field. Furthermore, although the current re-

port employs a commercial pulse shaper constructed from discrete components, pulse

shapers can also be realized on chip [90–92], opening possibilities for highly com-

pact shaper-MMF modules. In contrast, wavefront shaping techniques rely on spatial

light modulators, which are inherently free-space components. This work could con-

tribute to new opportunities for nonlinear microscopy and imaging or space-division

multiplexed optical communications through multimode fiber.
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3. DYNAMIC WIRELESS MULTIPATH CHANNEL

SOUNDING AND COMPENSATION

3.1 Multipath RF Wireless Channel Sounding and Compensation

As briefly introduced in Section 1.2, multipath is a propagation phenomenon in

which the transmitted signals reach the receiver via different paths and interactions in

a complex surrounding such as indoor, urban, or other cluttered environments. Char-

acterizing the propagation of a static ultrawideband (UWB) RF multipath channel

(channel sounding) has been largely studied in our group’s previous experiments.

The channel impulse response in the time domain is denoted by h(t) and the channel

frequency response H(f) can be defined as following

H(f) = F{h(t)} = |H(f)|ejφ(f) (3.1)

Figure 3.1 shows a schematic diagram of the channel sounding process for finding

h(t). A spread spectrum linear chirp waveform, shown in Fig. 3.2(a) as an example, is

generated by the electronic arbitrary waveform generator (AWG) and is broadcasted

by the transmitter (Tx). At the same time, the received signal is recorded at receiver

(Rx), shown in Fig. 3.2(b). Next, the channel response h(t) and H(f) can be calcu-

lated by deconvolution. Figure 3.2(c) and Fig. 3.2(d) is an example pair of h(t) and

H(f). The delay spread in h(t) and the numerous deep fades in H(f) indicate strong

multipath effects.

Time reversal (TR) and phase compensation (PC) are two examples of broad-

band RF channel compensation techniques. For TR, the precompensation waveform

vinTR(t) fed to Tx is the time reversed channel impulse response. Mathematically, its

Fourier transform is H∗(f).

vinTR(t) = h(−t) (3.2)
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VinTR(f) = F{vinTR(t)} = F{h(−t)} = H∗(f) (3.3)

The received signal at Rx (Fig. 3.3(b) in red solid) is the convolution of the trans-

mitted waveform with the channel impulse response. And in the frequency domain,

it is the magnitude squared of the channel’s frequency response.

VoutTR(f) = F{vinTR(t) ∗ h(t)} = F{h(−t) ∗ h(t)} = H(f)H∗(f) = |H(f)|2 (3.4)

It can be viewed as a pre-matched-filter [40], focusing the power of different frequencies

into a specific time. This gives the maximum peak voltage with fixed transmitted

power because the spectral phase of the received signal is compensated signal in the

Fig. 3.1: Experimental setup of broadband channel sounding. Amp, amplifier; LNA,
low noise amplifier; Tx, transmitter; Rx, receiver.

(a)

(b)

(c)

(d)

Fig. 3.2: Spread spectrum channel sounding, adapted from [45], and channel response,
adapted from [93]. (a) Broadband linear chirp signal sent to Tx. (b) Received wave-
form at Rx. (c) Impulse response of a non-line-of-sight (NLOS) indoor environment
over 150 ns time window. Inset, zoom-in of power delay profile over 10 ns window.
(d) RF power spectrum and unwrapped spectral phase of channel frequency response.
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(a) (b) (c)

Fig. 3.3: PC and TR compensation results in NLOS environments, adapted from [40].
(a) Impulse response of NLOS omi-directional antennas over 200 ns time window.
Inset: magnification of the first 10 ns of the impulse response. (b) Received responses
from TR and PC channel compensation experiments over the channel presented in
(a). (c) Zoom-in of the main peaks shown in (b).

frequency domain. However, the squaring of the spectral magnitude downgrades the

side lobe suppression performance, especially compared to PC.

The principle of PC can be explained as compensating the spectral phase of the

impulse response without squaring the magnitude. The pre-distorted waveform vinPC

is generated by conjugating the spectral phase φ(f) with the inverse Fourier transform.

VinPC(f) = F{vinPC(t)} = e−jφ(f) (3.5)

Therefore, the spectrum of the final compensated signal can be expressed as Eq. 3.6,

again with zero spectral phase.

VoutPC(f) = VinPC(f)H(f) = e−jφ(f)|H(f)|ejφ(f) = |H(f)| (3.6)

Example results for TR and PC compensation are shown in Fig. 3.3

3.2 Dynamic Channel and Processing Architecture

Rapid updating of the channel information and the precompensation waveform

design will be essential in the case of mobile communications. In this work, we
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Fig. 3.4: Experimental setup for ultrabroadband dynamic channel sounding and mul-
tipath precompensation with rapid update. TR, transmitter-receiver module; PA,
power amplifier; LNA, low noise amplifier.

demonstrate sounding and precompensation of UWB multipath channels on a time

scale suitable for mobile operation. First of all, a brief estimation of the required

updating speed for sounding and precompensation is needed. Imagine a receiver an-

tenna moving at 36 km/h, much faster than we are likely to encounter at least in a

typical indoor environment. With highest frequency of 10 GHz (3 cm wavelength),

the decorrelation of the channel should become significant a wavelength away (3 cm).

Therefore, it is required to update the channel information and the precompensa-

tion waveform for every 1 cm of displacement. This means the update speed is not

slower than 1 ms, far beyond the processing speed of the conventional equipments

used in the previous section’s static channel techniques. In order to achieve rapid up-

date to keep peaking and signal-to-noise/interference enhancement at the receiver, a

commercially available module (Curtiss-Wright CHAMP-WB-DRFM) comprising of

high-speed analog-to-digital conversion (ADC), digital-to-analog conversion (DAC),

and FPGA (Xilinx Virtex 7) units that are tightly coupled is exploited to break

communications bottlenecks.

Figure 3.4 shows the experimental configuration. Different from our previous setup

shown in Fig. 3.1, here we use transmit-receive (TR) modules with fast time switching

for bidirectional transmission. The whole TR1 block is placed on a moving cart for
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mobile communication while the location of TR2 block is fixed. TR1 and TR2 are

set for non-line-of-sight (NLOS) configuration for a more field-use case with densely

multipath. First, TR2 is set to broadcast spread spectrum chirp signal generated by

RF-AWG and TR1 starts as a receiver. Once TR1 receives a signal past the pre-set

power threshold, the sounding process is initiated and executed for channel response

calculation by the processing unit. The transmitted chirp waveform is pre-stored in

the memory of processing unit. Next, the precompensation waveform is calculated and

generated by DAC. A control signal is also processed by the processing unit and sent

to the RF switch in order to set TR1 as a transmitter to transmit the precompensation

waveform. After transmitting, TR1 is switched back to receiving mode by a control

signal from DAC. Meanwhile, TR2 is turned into a receiver soon after transmitting

the chirp waveform for sounding and waits to receive the compensated peak signal.

The RF switch at TR2 is controlled by a signal with 40 µs time period, which means

that the communication speed is at least 25 thousand symbols per second.

The overall architecture of FPGA-based sounding and compensation for dynamic

ultrabroadband RF wireless channels is shown in Fig. 3.5, and the processing time

for each step is shown in Table 3.1. The hardware implemented in the FPGA is

designed using SystemVerilog (a hardware description language) and the development

environment was provided by Curtiss-Wright and Xilinx. The timing and the data

flow of the algorithm are explained in the following, with reference both to the Curtiss-

Wright electronics processing unit and to the external equipment (RF-AWG and real-

time oscilloscope):

Channel sounding.

Time domain switches are set to allow transmission from RF-AWG to electronics

processing unit. This portion of the operation takes place during ∼ 6 µs.

• The ADC is used to capture an incoming signal for the channel sounding opera-

tion. The incoming signal is the sounding waveform generated the RF-AWG and
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distorted by transmission through the multipath channel. Generally the sound-

ing waveform generated by the RF-AWG is chosen to be a 6 GHz bandwidth,

80 ns linear up-chirp. During the sounding process, the up-chirp waveform is

retransmitted every 170.67 ns (2048 time samples) for a total of 16 transmis-

sions.

• The ADC controller receives the data sampled by the ADC. Given that the

clock of the FPGA is 375 MHz, 32 samples are loaded into the ADC controller

in each clock period to achieve 12 giga samples per second (GS/S)

• The averager block averages together successive length-2048 vectors (corre-

sponds to successive 170.67 ns periods of the repeated sounding waveform)

captured by the ADC. The intent is to suppress noise and interference both for

purposes of recognizing when a sounding signal is present and then to extract

the channel response.

• When the averaged received signal achieves a specific value, the Threshold De-

tection block recognizes that a sounding signal is present. The averaged received

signal is then presented to the FFT block.

• The FFT block is implemented using an IPCore provided by Xilinx Vivado.

This block is configured to process the forward Fast Fourier Transform in a

high throughput mode. The input of this block is the filtered and averaged

received signal comprising a length-2048 vector. The output contains 2048

complex values corresponding to the frequency spectrum of the received signal.

• The inverse of the complex spectrum of the transmitted sounding waveform (the

chirp signal), denoted 1/X(ω), is calculated in advance offline and is stored in

a memory based on look-up tables (LUTs).

• A complex multiplier block multiplies the complex frequency spectrum of the

received signal with 1/X(ω) retrieved from memory. The result of this mul-
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Time 
Reversal

Fig. 3.5: Block diagram of processing architecture realized in the FPGA for channel
sounding and compensation.

tiplication corresponds to the channel frequency response and completes the

channel sounding part of the cycle.

Channel compensation

Time domain RF switches are now set to allow transmission from the electronics

processing unit (TR1) to the real-time scope (TR2). For the following discussion

in this section we assume time reversal is used. A similar flow can apply phase

compensation with only minor modifications. This portion of the operation takes

place over ∼ 34 µs.

• For channel compensation, the time reversal process is implemented by changing

the sign of the imaginary part of each complex value in the channel frequency

response.
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• The output of the time reversal block H∗(f) is sent to the FFT block, which

is configured to perform the inverse fast Fourier transform. The output of this

process is called the phase precompensated signal (vinPC(t) in Eq. 3.5).

• The DAC controller receives the digital representation of the precompensated

signal h(−t) and sends it to the DAC, which finally generates the analog sig-

nal that can be amplified and then applied to the antenna to carry out the

bidirectional, precompensated transmission.

The total processing time is ∼ 30µs as shown in Table 3.1. An additional 10 µs

time budget is allowed here as the time period for each handshaking is set to be 40

µs. This is 25 times faster than 1 ms updating time estimated at the beginning of

this section.

Table 3.1: Processing Time

Block Processing time
Data transfer between FPGA and ADC/DAC 47 ns

Threshold detection 5.33 ns
Averager 5.33 ns

FFT (2048 vector) 18 µs
Multiplication 16 ns

IFFT (2048 vector) 11.5 µs
Total channel sounding and compensation 29.6 µs

3.3 Time-Domain Reciprocity Verification

As can be seen from section 3.2, this system is designed under the assumption

of reciprocity between the two transceiver antennas. Therefore, the rest results of

the reciprocity for this bidirectional experimental scheme are discussed in this sec-

tion. The reciprocity test measurements use the AWG and realtime oscilloscope for

waveform generation and recording, together with the components (time domain RF

switches, amplifiers, antennas) purchased for the testbed. The high speed FPGA
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Fig. 3.6: Time-domain reciprocity test. (a) Environmental layout and position of
the two antennas. (b) Time-domain waveforms measured in forward and backward
propagation directions (relative to the direction in which channel sounding was per-
formed). The forward (blue) and backward (red) waveforms are very close, confirming
time-domain reciprocity. Inset: channel response without compensation.

processing unit is not available at this point. Two channel compensation experiments

are performed with two transceiver antennas placed at two rooms separated by two

walls ( 10 m separation), as shown in Fig. 3.6(a). Channel sounding is only per-

formed once, with AWG connected to antenna 1 as the transmitter and the received

waveforms is received by antenna 2, recorded by the realtime scope. The information

from channel sounding received waveforms is used to process the channel response.

The multipath response has total time duration around 80 ns, as shown by the in-

set of Fig. 3.6(b). For channel compensation, the AWG is programmed for spectral

phase compensation. It is first performed in the forward direction; the compensation

waveform is applied to and broadcast by antenna 1 and received by antenna 2, the

same direction as the channel sounding operation. Next, channel compensation is

performed in a backwards and reciprocal direction; the entire multipath environment

stays the same except the positions of the AWG and the realtime scope are switched,

so that the compensation waveform is applied to and broadcast by antenna 2 and
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received at antenna 1. In both cases, a strong highly compressed peaking signal is

received at the receiver antenna. The actual waveforms are nearly identical in both

forward and backward transmission cases, confirming the time domain reciprocity.

3.4 Static Channel Sounding and Compensation with FPGA-based Pro-

cessing Unit

After setting up the FPGA-based processing unit, we first perform channel sound-

ing and compensation using the static approach. Here, both transceiver antennas are

held at fixed locations resulting in a time-invariant propagation channel. The linear

chirpped sounding waveforms are generated by the AWG and broadcast by antenna

1. The signal received at antenna 2 is digitized by the ADC; the channel response is

extracted by Fourier transform processing and deconvolution algorithms calculated

offline; and the precompensation waveform is generated using DAC, amplified, and

applied to antenna 2. The peaking waveform received back at antenna 1 is recorded

by the realtime scope. For these tests, the two antennas are about 5 meters apart

and separated by one wall. Both time reversal and phase compensation precompen-

sation algorithms are applied here. Channel sounding and compensation results are

shown in Fig. 3.7. Figure 3.7(a) shows the calculated time domain channel impulse

response. Fgiure 3.7(b) and Figure 3.7(c) show the waveforms received with prec-

ompensation for time reversal and phase compensation, respectively. In both cases

sharp, narrow peaks are obtained. The peaks repeat periodically because the prec-

ompensation waveform is generated and broadcast periodically, repeating at 6 MHz

rate. The peaks have higher amplitude for time reversal (matched filter), but the

peak to average power ratio and sidelobe suppression are better for phase compen-

sation – both of which are expected. These results verify successful operation of the

FPGA-based processing unit for channel sounding and precompensation under static

channel conditions.
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Fig. 3.7: (a) Channel sounding and compensation realized using FPGA-based pro-
cessing unit. (a) Deconvolved channel response. (b,c) Compensation achieved under
(b) time reversal and (c) spectral phase compensation.

3.5 Dynamic Channel Compensation

A demonstration of dynamic channel compensation is performed. During the

experiment, it is possible to maintain compensation with peaking at the receiver
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under dynamic conditions. The experiment runs in our laboratory room and the

corridor. TR2, the stationary antenna connected with RF AWG and oscilloscope, is

kept in a lab room while TR1 and the whole FPGA processing unit is placed on a

cart moving along the corridor. Antennas positions with floor plan are shown in Fig.

3.8. The total motion distance of the cart is about 10 meters and the moving speed

of the cart is around 1.2 km/h (0.33 m/sec). Two sets of selected data are plotted

in Fig. 3.8, one with real-time updating channel information (center column in Fig.

3.8) and the other one with fix channel information (left column in Fig. 3.8) of only

one specific TR1-TR2 link just for comparison. From the result, the system is able

to maintain a strong time reversal peak over the full range of motion examined. In

contrast, when the channel response was only measured for one position and keeping

this compensation waveform, a time reversal peak can only be observed when the

cart is very close to the position where sounding is performed, meanwhile stating the

localization property of a complexed multipath RF channel.

In summary, we implement the UWB multipath wireless channel sounding and

compensation on a dynamic channel. With the help of a FPGA processing unit,

we demonstrate an updating rate up to 25 KHz. To the best of our knowledge, no

experiment of this type have been previously reported.
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Fig. 3.8: Waveform recorded at receiver end with unchanged compensation waveform
(left column) and real-time updated compensation waveform (center column). Right
column, floor plan; Blue triangle dot, moving antenna (TR1); Red circle dot, static
antenna (TR2)
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4. ULTRABROAD BAND PHOTONIC PHASE SHIFTER

FOR W-BAND MONOPULSE RADAR BEAMFORMING

4.1 Photonic-Assisted Arbitrary Waveform Generation

As previously discussed in section 1.3, photonic-assisted RF-AWG techniques

based on Fourier transform optical pulse shaping [38] and frequency-to-time map-

ping (FTM) are exceptionally powerful and provide more competitive performance in

terms of generated signal complexity (extremely high bandwidth) and stability (low

phase noise). Figure 4.1 shows a simplified experimental layout of photonic-assisted

RF-AWG, and a schematic diagram visualizing the generic implementation of FTM.

The spectrum broadband optical short pulse is first tailored to the targeting shape

via the pulse shaping technique. After being stretched in time by first order disper-

sion (quadratic spectral phase, resulting in linear frequency dependent delay) when

propagating along the dispersive element (normally single mode fiber or dispersion

compensating fiber), the short pulse in the time domain will be a scaled replica of

Portions of the results in this chapter have been published in Refs. [94].

(a) (b)

Fig. 4.1: RF-AWG based on optical spectral pulse shaping and frequency-to-time
mapping (FTM), adapted from [3]. (a) Schematic diagram of the generic setup. (b)
Illustration of frequency-to-time mapping in a dispersive element.
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Fig. 4.2: FTM-based microwave arbitrary waveform generation using a reflective op-
tical Fourier transform pulse shaper, adapted from [74]. (a) Filtered optical spectrum
showing chirped modulation. (b) Measured time-domain RF waveform showing cy-
cles at 1.25, 2.5, and 5 GHz with great resemblance with shaped optical spectrum
in (a). (c) Corresponding broadband RF power spectrum.

the tailored power spectrum. Propagating an optical field ain(t) through a quadratic

dispersive element with added spectral phase ψ2 gives the output optical field aout(t)

aout(t) ∝ e
−j( t2

2ψ2
)

∫
ain(t′)e

−j( t
′2

2ψ2
)
e
−j( tt

′
ψ2

)
dt′ (4.1)

When dispersion ψ2 is large enough compared to the time aperture of the input optical

pulse. The e
−j( t

′2
2ψ2

)
term inside the integral in Eq. 4.1 can be dropped, fulfilling the

far-field condition. In this case, the remaining terms in the integral display a Fourier

transformation. The intensity of the output optical signal can be written as

|aout(t)|2 ∝ |Ain(ω = − t

ψ2

)|2 (4.2)
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Fig. 4.3: Generating down-chirp RF waveform over frequencies from baseband to 41
GHz with time aperture of 6.8 ns, corresponding to a time-to-bandwidth product
(TBP) of 280, adapted from [3]. (a-c) Waveforms from conventional frequency-to-
time mapping. Generated RF waveform is badly distorted and certain frequencies
are strongly attenuated. (d-f) Waveforms from near-field frequency-to-time mapping
(NF-FTM). An undistorted chirp signal is obtained and the RF spectrum extends
smoothly out to 41 GHz with less than 5 dB roll-off in respect to the 4 GHz frequency
component.

The output optical intensity |aout(t)|2 can be converted to an RF waveform via photo-

detection. An example of arbitrarily generated broadband RF waveform is shown in

Fig. 4.2, acquired from our group’s previous work [74]. However, when the far-field

condition fails due to lack of dispersion amount, the generated RF waveform will

suffer a significant distortion, shown in Fig. 4.3(b). Therefore, near-field frequency-

to-time mapping (NF-FTM) approach is introduced in [3] to overcome the far-field

limitation. In this case, the pulse shaper is programmed to yield a complex envelope
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aNF−FTM(t) = aFTM(t)e
j t2

2ψ2 (4.3)

As shown in Figure 4.3(e), an undistorted target broadband RF waveform is

achieved via NF-FTM compared to the distorted case in Fig. 4.3(b) via conven-

tional FTM. Detailed discussion can be found in [3] for near-field virtual time lens

correction. Such approach provides the possibility of pushing the photonic-assisted

AWG from conventional lower RF frequency band to higher frequency region such as

W-band AWG.

4.2 Photonic Phase shifter Setup for W-band Monopulse-Like Radar Ar-

ray

The W-band antenna array experimental setup, shown in Fig. 4.4, consists of three

parts: photonic-assisted AWG, fast photo-detection, and wireless antenna channel.

User defined optical profiles, which later through photodetection turn into desired

W-band waveforms, are generated by the NF-FTM technique discussed in previous

section. It has been shown that the W-band waveforms generated in this way show low

phase noise and timing jitter [56]. In the experiment, the optical pulse from the laser

source is stretched in time by the dispersive fiber, with 37.5 ps/nm total dispersion.

After an input pulse passes through the dispersive fiber, it is splited into two arms

by a fiber splitter and spectrally shaped by two pulse shapers. Therefore, the two

optical waveforms in the time domain are the stretched replicas of the tailored power

spectra. The two pulse shapers in our setup are programmed independently, each

with 500 super-pixels, covering the entire optical C-band (5 THz bandwidth with

10 GHz spectral resolution). The optical signals from the photonic-assisted AWG

are converted to millimeter-waves (MMWs) by two uni-traveling carrier photodiode

(UTC-PD) based waveguide-coupled photomixers (one homemade [50], one commer-

cial (NTT Electronics IOD-PMW-13001)). These two waveguide photomixers are

connected to two horn antennas which are placed side-by-side, separated by ∼ 2 cm,
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Fig. 4.4: Experimental arrangement of photonic phase shifter for monopulse radar.
EDFA, erbium doped fiber amplifier; PD, photodiode; AWG, arbitrary waveform
generation; UTC-PD, uni-traveling carrier photodiode based waveguide-coupled pho-
tomixer; PA, power amplifier; Tx, transmitter; Rx, receiver; LNA, low noise amplifier;
LO, local oscillator; d = 2 cm, R = 3 m.

to serve as the transmitter array. A third horn antenna, which sits on a swing arm

controlled by a programmable translation stage, located 3 meters away and facing

the two transmitters, serves as the receiver. All three antennas are identical with the

same 20 dB antenna gain across the full W-band.

To illustrate the photonic assisted AWG, we program the optical pulse shaper

to generate a linearly chirped W-band waveform, covering 80 to 95 GHz with 1.5

ns time duration and 4 ns repetition period. For simplicity, only one transmitter

is enabled for demonstarting W-band waveform generation. Figure 4.5(a) shows the

down-converted signal at the receiver (Rx) antenna (with zero angular displacement),

recorded by a real-time oscilloscope with a sampling rate of 50 GS/s. The mixer, with

∼ 17 GHz intermediate frequency (IF) bandwidth, down-converts the received chirp

signal to 2–17 GHz when the local oscillator (LO) frequency is set to 78 GHz. The

reconstructed W-band waveform shown in Fig. 4.5(b) is calculated offline by directly
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(a)

(c)

(c)

Fig. 4.5: Photonic-assisted AWG via NF-FTM in W-band. (a) W-band chirp signal
from a single transmitter and its instantaneous center frequency, measured at the
receiver end after down-conversion, showing 15 GHz bandwidth. Transmitted chirp,
80–95 GHz. LO frequency, 78 GHz. (b) Reconstructed received W-band chirp signal
and its instantaneous center frequency. (c) Spectrogram of (b).

up-converting the spectrum of the waveform shown in Fig. 4.5(a) by the LO frequency

and inverse Fourier transforming.

4.3 Sum and Difference Interference in Broadband W-band Monopulse

Chirped Radar

We now demonstrate operation of the 2-element antenna transmitter array. In-

phase and out-of-phase interference is first investigated in the time domain. The

two pulse shapers are programmed to generate the W-band waveforms described in



41

(c)(a)

(b) (d)

Sum Mode

Diff. Mode

Fig. 4.6: Far-field antenna array measurement in the time domain. (a) Down-
converted waveform at Rx when Tx1 on Tx2 off (green), Tx1 off Tx2 on (purple).
Feeding waveforms for Tx1 and Tx2 are in phase. (b) Similar to (a) but feeding
waveform for Tx1 and Tx2 are out of phase. (c) Down-converted sum (black solid)
and difference (black dash) interference waveforms at Rx when both Tx are switched
on. (d) Spectrum analysis of received signal. Black solid, Tx1 and Tx2 are in phase
and both switched on. Black dash, Tx1 and Tx2 are out of phase and both switched
on. Green solid, Tx1 on and Tx2 off. Purple solid, Tx1 off and Tx2 on.

the last section, but with either the same or opposite polarities. The transmitted

waveforms are measured one at a time at the receiving antenna, which is set to the

center of the transmitter axis with angular offset θ = 0◦, as shown in Fig. 4.4. The

down-converted RF waveforms are shown in Fig. 4.6(a) for the same polarity and in

Fig. 4.6(b) for the opposite polarity. The ability to impose a uniform π phase shift

(polarity change) across the entire 15 GHz bandwidth is clearly visible. Figure 4.6(c)

shows the down-converted received waveforms with both transmitters operating si-

multaneously. For the same polarity case (black solid), constructive interference of

the two transmit signals across the entire waveform is observed; for the opposite po-

larity case (black dash), destructive interference occurs. The destructive interference

trace shows minimum amplitude over the entire time aperture, while the amplitude

of the constructive interference trace doubles that of the single-transmitter case. In

addition, the RF power spectra over the down-converted frequency band are obtained

via offline computation and displayed in Fig. 4.6(d). The average extinction ratio
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dBm
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dBm

Fig. 4.7: Far-field antenna pattern measurement. (a,b) Far-field (3 m) broadband
antenna array pattern with Tx1 and Tx2 in phase. Polar plot with log scale in (a)
and Cartesian plot with linear scale in (b). (c,d) Far-field (3 m) broadband antenna
array pattern with Tx1 and Tx2 out of phase. Polar plot with log scale in (c) and
Cartesian plot with linear scale in (d). The measured powers at θ = 0◦ are 22.1 µW
and 0.65 µW for in-phase and out-of-phase transmission, respectively; the power at
θ = 0◦ with only a single transmitter enabled is 5.81 µW .

over 2-17 GHz (corresponding to 80-95 GHz in the W-band) between the in-phase

(black solid) and the out-of-phase (black dash) is 15.96 dB. Moreover, the amplitude

doubling shown in Fig. 4.6(c) in solid black appears in Fig. 4.6(d) in the form of 6

dB gain between the in-phase interference (black solid) and the single-Tx (green solid

and purple solid) power spectra.

To illustrate spatial manipulation of the far-field antenna pattern, the previously

described chirps are measured at the receiver using a W-band power meter, which

gives the W-band power integrated over frequency (time). The far-field pattern is

acquired by step-wise sweeping the receiver antenna over an arc, from θ = −30◦ to

+30◦ with a 0.25◦ angular increment. The measurement is conducted in both the sum

and difference scenarios. The obtained results are plotted in Figs. 4.7. In the sum
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interference case, both the polar (Fig. 4.7(a)) and Cartesian (Fig. 4.7(b)) plots show

a constructive peak at the center. On the contrary, when the transmitters broadcast

chirps with the opposite polarity, a null is observed at θ = 0◦, shown in Fig. 4.7(c)

and (d). An extinction ratio of 15.31 dB between the sum and difference patterns at

θ = 0◦ is observed, in excellent agreement with the extinction ratio estimated from

the time domain data (Fig. 4.6).

In summary, we use photonic-assisted arbitrary waveform generation and waveguide-

coupled UTC photomixers to drive a two-element antenna array with 15 GHz chirp

waveforms in the W-band frequency region. By changing the relative polarity of the

drive waveforms, we have achieved constructive and destructive interference of the

on-axis radiation with 15 dB average contrast over 80-95 GHz. Far-field antenna ar-

ray patterns are also acquired, proving the capability of focusing energy in different

spatial directions by changing the phase between two broadband transmit waveforms.

4.4 Off-Axis Time Domain Waveforms

Furthermore, time domain waveform measurement is performed, especially when

two receivers are placed symmetrically to the center axis (Tx array boresight). The

absolute value of the Rx angular displacement can be obtained through both sum and

difference received waveforms. However, only difference received waveform contains

the opposite phase feature when Rx positions are symmetric to the transmitter center

axis.

The W-band linear chirped waveform can be written as C(t). When sum pattern

are transmitted, we have two antenna broadcast waveform with same polarity.

Tx1sum(t) = C(t) (4.4a)

Tx2sum(t) = C(t) (4.4b)
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±𝟕. 𝟐𝟓°

±𝟑. 𝟎𝟎°

±𝟒. 𝟕𝟓°

(a) (b)

(c) (d)

(e) (f)

Fig. 4.8: Far-field off-axis antenna time domain waveform measurement. Received
waveforms for difference pattern when Tx1 and Tx2 are set out of phase with Rx
located with angular offset (a) ±3◦, (c) ±4.75◦ and (e) ±7.25◦. Received waveforms
for sum pattern when Tx1 and Tx2 are in phase with Rx located with angular offset
(b) ±3◦, (d) ±4.75◦ and (f) ±7.25◦. Under difference transmission mode, the received
waveforms at angular displacements symmetric to center axis have opposite polari-
ties, π phase shift along entire frequency bands. Under sum transmission mode, the
two received waveforms at symmetric angular displacements overlap with each other,
possessing the same phase feature

When sum transmission mode is switched to difference transmission mode, polarity

of second transmitting antenna is flipped while the other transmitting antenna stays

unchanged. We have

Tx1diff (t) = C(t) (4.5a)

Tx2diff (t) = −C(t) (4.5b)

In the case that the receiving antenna Rx is placed at positive angular displacement

θ = θ+, the additional arrival time delay for transmitted Tx1 and Tx2 waveforms to



45

reach Rx comparing to the case that Rx is placed at center axis (θ = 0) is defined as

t1 and t2, respectively. For the received sum and difference waveforms, we have

Rxsum(t, θ+) = Rxsum(t, t1, t2) = C(t− t1) + C(t− t2) (4.6a)

Rxdiff (t, θ+) = Rxdiff (t, t1, t2) = C(t− t1)− C(t− t2) (4.6b)

When the receiving antenna is placed at negative angular displacement, symmetric

to θ+, we have θ = θ− = −θ+. The transmitted waveforms Tx1 and Tx2 exchange

their arrival delays comparing to θ+ case. Therefore, the received waveforms can be

written as

Rxsum(t, θ−) = Rxsum(t, t2, t1) = C(t− t2) + C(t− t1) (4.7a)

Rxdiff (t, θ−) = Rxdiff (t, t2, t1) = C(t− t2)− C(t− t1) (4.7b)

From Eq. 4.6 and Eq. 4.7, we have

Rxsum(t, θ) = Rxsum(t,−θ) (4.8a)

Rxdiff (t, θ) = −Rxdiff (t,−θ) (4.8b)

The relation given by Eq. 4.8 is proved in experiment by taking the off-axis wave-

forms shown in Fig. 4.8. Both sum and difference waveforms are recorded with

three symmetric angular displacement pairs. The π phase shift for difference received

waveforms can be clearly observed, as well as the overlapping for the sum received

waveforms, which is expected.

The off-axis measurement proves the property of the broadband phase shifting

on difference transmitted waveforms, in order to acquire the angular displacement

in a target detection and remote sensing monopulse-like system with high transverse

resolution.
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5. ULTRABROAD BAND PHOTONIC W-BAND

MONOPULSE RADAR FOR HIGH RESOLUTION

TARGET DETECTION

5.1 A Brief Introduction of Monopulse Radar Application

A target can be seen by a radar if it enters the main antenna beam. A search

radar normally gives larger error when determining target direction, because it always

assumes the target is situated in the direction of center axis of the antenna beam. The

straightforward way for tracking is to move the antenna cross the target direction and

mark the pointing direction that returns the maximum echo signal. However, such

crude method suffers from thermal noise errors and target fluctuation errors (cross-

section change of the target). Monopulse radar technique is a better solution to

antenna tracking systems, featuring high transverse resolution. Comparing to other

tracking systems, such as lobe switching and conical scan, a monopulse system offers

several advantages. For example, the monopulse approach is capable of producing

a measurement based on a single pulse, so it is immune to echo fluctuation and

scintillations. Also, there is no restriction on the pulse repetition rate due the single

pulse measurement. Furthermore, the sum channel receives echo at full antenna gain;

therefore it does not suffer a crossover loss [66].

In transmission mode, two (or four) feeds are used to generate two (or four)

beams at squinted angles. Taking the two-feed case as an example, both feeds will

be in phase, as radiation pattern represented by the purple area shown in Fig.5.1,

which is called Σ or sum pattern. In reception mode, the antenna pattern is given

by the two blue areas in Fig. 5.1. The difference of two received signals is used to

estimate the azimuth of the target more exactly. In detail, microwave circuitry is used

to process the received signals of both separate antennas. Sum of all feeds Σ (purple
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𝜃
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Fig. 5.1: Principle of a monopulse tracking system

trace in Fig.5.1) and difference channels ∆ (blue trace in Fig.5.1) will be processed.

The output of the difference channels, normalized to the sum channel, is used as an

error signal to determine the angular deviation. The sum and difference channels can

be expressed as

Σ(θ) = G(θ − θ0) +G(θ + θ0) (5.1)

Σ(θ) = G(θ − θ0)−G(θ + θ0) (5.2)

where G(θ) is the single beam radiation pattern and θ0 is the squint angle of the

individual beam. A four feed monopulse circuitry is shown in Fig. 5.2. The math

is similar to two-feed system with an additional degree of freedom, offering precise

angular resolution in both elevation and azimuth directions. It subtracts the output

of the left pair from the output of the right pair to sense any unbalance in the azimuth
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Fig. 5.2: Microwave-comparator circuitry used with a four-horn monopulse fed,
adapted from [67]

direction. It also subtracts the output of the top pair from the output of the bottom

pair to sense any unbalance in the elevation direction [67].

5.2 Received Waveforms and Compression in Photonic Monopulse-Like

Radar Systems

Here, the photonic monopulse-like system discussed in last chapter is applied

to achieve target detection. Note that, there is a difference between this photonic

monopulse radar system comparing to the traditional monopulse tracking system.

Here, different antenna blocks are used as transmitter array and receiver, as shown

in Fig. 5.3, instead of using one antenna block and switching between transmission

and reception modes. The receiver block shown in Fig. 4.4 is relocated close to the

transmitter array, as displayed in Fig. 5.3(a). Now, the mechanical swinging arm is
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used to move a target metal plate (4 inch by 4 inch) along the 3-meter radius arch.

This target is marked as target 1 in Fig. 5.3(b) and Fig. 5.4(a). A second identical

size target marked as target 2 in Fig. 5.3(b) and Fig. 5.4(a) will be placed when

testing the system’s ability of multi-targets sensing. When target 1 is moving, target

2 will be fixed. High transverse resolution is demonstrated by detecting the angular

displacements of the moving target 1 and high ranging resolution is demonstrated by

processing the depth displacement between target 1 and target 2. However, all the

received waveforms shown in this section are obtained with only target 1 present and

target 2 absent. The method and results for multi-targets sensing will be discussed

later in this thesis.

Figure 5.4(b) shows the destructive and constructive interference effect when the

target is placed at the center axis of the transmitter array (antenna boresight), which

corresponds to the results shown in Fig. 4.6 for the center axis time domain waveforms

measurement. Also, similar to the off-axis measurement results shown in Fig. 4.8,

sum and difference received waveforms at a pair of symmetric angular displacements

are shown in Fig. 5.4(c) and 5.4(d). Again, the expected polarity shift in difference

received waveforms and overlapping in sum received waveforms can be clearly seen.

These results indicate that this photonic monopulse radar system has the ability to

detect the angular displacement of a target with high transverse resolution.

In order to perform high depth and transverse resolution target detection, wave-

form compression is performed to better resolve the target(s). That is, the cross-

correlation function of the received waveforms is calculated by applying a refer-

ence waveform xref (t). The compression is first performed to the down-converted

waveforms. Here, the reference waveform is generated using the sum echo waveform

Rxsum(t, θ = 0) shown in Fig. 5.4 (b). Note that, a carrier phase shift is needed to

optimize the correlation peak because the down-converted waveform cannot preserve

the original W-band carrier (20 ps sampling rate for the 50 GS/S realtime scope),

and a carrier phase offset will be added to the off-axis down-converted waveforms
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(a) (b)

(c)

Tx1 Tx2

Rx

Target1

Target2

Fig. 5.3: (a) Transmitter and receiver antenna blocks for target detection. Tx1 and
Tx2 are separated in horizontal direction with 2 cm. Rx is placed at transmitter
array center axis. (b) Targets placed at far-field, 3 meters away to the transmitter
and receiver block. (c) Received echo power when transmitter array radiating sum
and difference pattern, with only target 1 being place in the far-field, showing similar
performance when the receiver is placed at far-field in Fig. 4.7

due to the slight time change or jitter. Here we define Rxsum(t, θ = 0) = Re{X(t)}.

Therefore, the reference waveform can be expressed as

xref (t) = Re{X(t)eφ(θ)} (5.3)

where φ(θ) is a carrier phase shift applied, varying with the sum of difference trans-

mission mode and target angular displacement pairs.

Compression results when the target is located at ±3.1◦ are shown in Fig. 5.5.

In this case the reference waveform for sum and difference received waveforms can be

written as xref,sum(t) = Re{X(t)eφsum(θ=3.1◦)} and xref,diff (t) = Re{X(t)eφdiff (θ=3.1◦)}.
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Fig. 5.4: (a) Experimental scheme for target(s) detection. Example received wave-
forms, (b) received sum and difference waveforms off the reflection from a single target
located at center axis, (c) received difference waveforms off the reflection from a single
target located at ±3.1◦, and (d) received sum waveforms when the single target is
located at ±3.1◦.

After compression, the two compression peaks for sum waveforms are both positive.

However, negative peak and positive peak are obtained when using the same difference

transmission mode reference waveform for difference received waveforms at plus and

minus angular displacement. This indicates the opposite phase feature included in the

the difference received waveforms, as expected from the previous analysis in Section

4.4. Compression results with two other angular displacement pairs are also shown

here, in Fig. 5.6 and Fig. 5.7. Note that the sign changes on difference compression

waveforms preserve and but the amplitudes vary at different angular displacements.
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Fig. 5.5: Received sum and difference waveforms and compression at symmetric an-
gular displacement pair ±3.1◦. (a) Received sum waveform when the target locates
at negative angular displacement; (b) Compression of (a). (c) Received sum wave-
form when the target locates at positive angular displacement; (d) Compression of
(c). (e) Received difference waveform when the target locates at negative angular
displacement; (f) Compression of (e). (g) Received difference waveform when the tar-
get locates at positive angular displacement; (h) Compression of (g). The correlation
peak polarity shift between (f) and (h) indicates the sign difference of the angular
displacement.
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Fig. 5.6: Received sum and difference waveforms and compression at symmetric an-
gular displacement pair ±2.0◦. (a) Received sum waveform when the target locates
at negative angular displacement; (b) Compression of (a). (c) Received sum wave-
form when the target locates at positive angular displacement; (d) Compression of
(c). (e) Received difference waveform when the target locates at negative angular
displacement; (f) Compression of (e). (g) Received difference waveform when the tar-
get locates at positive angular displacement; (h) Compression of (g). The correlation
peak polarity shift between (f) and (h) indicates the sign difference of the angular
displacement.
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Fig. 5.7: Received sum and difference waveforms and compression at symmetric an-
gular displacement pair ±1.3◦. (a) Received sum waveform when the target locates
at negative angular displacement; (b) Compression of (a). (c) Received sum wave-
form when the target locates at positive angular displacement; (d) Compression of
(c). (e) Received difference waveform when the target locates at negative angular
displacement; (f) Compression of (e). (g) Received difference waveform when the tar-
get locates at positive angular displacement; (h) Compression of (g). The correlation
peak polarity shift between (f) and (h) indicates the sign difference of the angular
displacement.
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5.3 Target detection

This system can then be used for remote sensing with high depth and transverse

resolution. From Fig. 5.4 (a), under the far-field condition, the radiated waveforms

arriving at different times with a difference of ∆t at target 1, between waveforms

transmitted by Tx1 and waveforms transmitted by Tx2, can be written as

∆t =
d sin θ

c
(5.4)

where d is the distance between two transmitter antennas, θ is the angular displace-

ment, and c is the speed of light. The time period of a 87.5 GHz (waveform carrier

frequency in this work) single frequency W-band waveform is 11.43 ps, meaning the

20 ps scope sampling time is not enough to precisely retrieve the target angular dis-

placement information via waveform compression, and that explains why a carrier

phase offset has to be added on when generating the reference waveform in order

to optimize the compression peaks on the down-converted waveforms. Therefore, in

this section, all the waveforms are processed in W-band after reconstruction via up-

conversion, including the reference waveforms for compression. The waveforms used

to generate reference waveforms are shown in Fig. 5.8. The difference waveforms

Tx1diff (t) and Tx2diff (t) are exactly out of phase (π phase shift along the entire

broadband chirp waveforms), and the sum waveforms Tx1sum(t) and Tx2sum(t) are

in phase. We also have

Tx1sum = Tx1diff (t) (5.5a)

Tx2sum = −Tx2diff (t) (5.5b)

Note that the amplitude responses are different for Tx1(t) and Tx2(t) because the

two UTC-PD photomixers used here are not identical, as shown in Fig. 5.8. Since the

reference waveforms for compression are calculated from the experimental data with

such difference in amplitude response, we don’t assume Tx1sum(t) = Tx2sum(t) and
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(a)

(b)

(c)

(d)

Fig. 5.8: W-band reflected chirp waveforms used to generate reference waveforms
for compression. The waveforms are obtained when the target is located at center
axis. (a) The reconstructed W-band waveforms Tx1sum(t) and Tx2sum(t) when only
a single transmitter antenna is operating under sum transmission mode, the insets
show the same polarity on received waveforms from each single transmitter antenna
and the waveform chirping; (b) The original down-converted waveforms recorded by
the realtime scope and used for up-conversion in (a). (c) The reconstructed W-
band waveforms Tx1diff (t) and Tx2diff (t) when only a single transmitter antenna
is operating under difference transmission mode, the insets show polarity switch on
two waveforms under difference transmission mode; (d) The original down-converted
waveforms recorded by the realtime scope and used for up-conversion in (c).

Tx1diff (t) = −Tx2diff (t). The reference waveform used to compress sum received

echo waveforms can be written as

xref,sum(t) = Tx1sum(t) + Tx2sum(t) (5.6)

it is used to obtain ranging information as shown in the work of [56]. The workhorse

for angular displacement detection is a series of difference reference waveforms cal-
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culated with respected to the single waveform arriving time difference ∆t. These

reference waveforms can be written as

xref,diff (t,∆t) = Tx1diff (t−∆t) + Tx2diff (t) (5.7)

As can be seen from Fig. 5.1(a), Eq. 5.4, and Eq. 5.7, when the target angular

displacement θ is negative, waveforms radiated by Tx1 arrive before waveforms radi-

ated by Tx2, hence resulting negative arriving time difference ∆t. When the target

angular shift θ is positive, waveforms from Tx2 arrives first and the sign of ∆t is

overturned. Because the two transmitted waveforms in difference mode are different

(π phase shift), the generated difference reference waveforms are unique with different

∆t.

To compress the waveforms in W-band, again cross-correlation calculation is per-

formed here

Xcorrsum(τ) = xref,sum(t) ? Rxsum(t) (5.8a)

Xcorrdiff (τ,∆t) = xref,diff (t,∆t) ? Rxdiff (t) (5.8b)

The target detection system is first used to detect a single target. We have the target

metal plate (shown in Fig. 5.3(b)) moving along the 3-meter arc, trying to detect the

angular displacement. Figure 5.9 shows three example results for the single target de-

tection experiments. In this experiment, via cross-correlation, we apply the difference

reference waveforms to compress the received difference waveforms reflected from the

target. The angular displacement information can be retrieved based on the ∆topt

which furnished the best compression xref,diff (t,∆topt). The three xref,diff (t,∆topt)

waveforms are shown in Fig. 5.9(a), Fig. 5.9(c) and Fig. 5.9(e), with the targets

located at three different angular position respectively. The corresponding corre-

lation peak value with varying ∆t value for reference waveforms is shown in Fig.

5.9(b), Fig. 5.9(d) and Fig. 5.9(f). ∆topt designates the best matching reference

waveform to the actual received waveform. Hence, via Eq. 5.4, angular displace-
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ment value can be found. The retrieved angular displacement values (−1.06◦,−0.65◦,

and +1.91◦) match the angular displacement measured by the mechanical method

θmechanical (−1.0◦,−0.6◦, and +2.0◦). Fig. 5.10 shows more results of the retrieved

angular displacements when the single target is setup at different angular positions

by the mechanical arm.
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(c) (d)

(e) (f)

Δ𝑡

Δ𝑡𝑜𝑝𝑡 = −1.700 𝑝𝑠

𝜃 = −1.06°

𝜃𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 = −1.0°

𝜏

𝑋𝑐𝑜𝑟𝑟𝑑𝑖𝑓𝑓(𝜏, Δ𝑡𝑜𝑝𝑡)

Δ𝑡

Δ𝑡𝑜𝑝𝑡 = −1.050 𝑝𝑠

𝜃 = −0.65°

𝜃𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 = −0.6°

𝜏

𝑋𝑐𝑜𝑟𝑟𝑑𝑖𝑓𝑓(𝜏, Δ𝑡𝑜𝑝𝑡)

Δ𝑡
Δ𝑡𝑜𝑝𝑡 = +3.075 𝑝𝑠

𝜃 = +1.91°

𝜃𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 = +2.0°

𝜏

𝑋𝑐𝑜𝑟𝑟𝑑𝑖𝑓𝑓(𝜏, Δ𝑡𝑜𝑝𝑡)

Fig. 5.9: Compression for single target angular displacement sensing, with three angles
shown here. (a) Compression using xref,diff (t,∆topt) in W-band when target is at θ =
−1.06◦. (b) Maximum correlation coefficient with different ∆t value of xref,diff (t,∆t).
(c) Compression using xref,diff (t,∆topt) in W-band when target is at θ = −0.65◦.
(d) Maximum correlation coefficient with different ∆t value of xref,diff (t,∆t). (e)
Compression using xref,diff (t,∆topt) in W-band when target is at θ = +1.91◦. (f)
Maximum correlation coefficient with different ∆t value of xref,diff (t,∆t).

Next, we test the system’s ability of detecting multiple targets. As shown in Fig.

5.3 and Fig. 5.4, target 1 can scan along a 3-meter arc with a fixed range and target

2 is fixed when target 1 is moving along the arc. First, compression using cross-

correlation is performed to the received sum waveform using sum reference waveform
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Fig. 5.10: Retrieved angular displacements vs. mechanical angular displacement
setup.

𝜃1,𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 = +2.0°
𝑋𝑐𝑜𝑟𝑟𝑑𝑖𝑓𝑓(𝜏, Δ𝑡𝑜𝑝𝑡)

Target 1 Target 2

Δ𝑡𝑜𝑝𝑡,1 = +3.00 𝑝𝑠

𝜃1 = +1.86°

Δ𝑡𝑜𝑝𝑡,2 = −0.650 𝑝𝑠

𝜃2 = −0.40°

Δ𝑡𝑜𝑝𝑡,1

Δ𝑡𝑜𝑝𝑡,2

Target 1
Target 2

Target 1

Target 2

0.330 ns
5.0 cm

𝑋𝑐𝑜𝑟𝑟𝑠𝑢𝑚(𝜏)
(a)

(b) (d)

(c) (e)

Fig. 5.11: Two targets remote sensing with high depth and transverse resolution. (a)
Compression using xref,sum(t) in W-band for calculating the range difference between
the two targets and locating the correlation peak temporal locations of the two targets
for angular detection. (b) Maximum correlation coefficient in difference mode with
varying ∆t value of xref,diff (t,∆t) for target 1. (c) Maximum correlation coefficient in
difference mode with varying ∆t value of xref,diff (t,∆t) for target 2. (d) Compression
using xref,diff (t,∆topt) in W-band and locating the angular displacement of target 1
as θ = 1.86◦ (e) Compression using xref,diff (t,∆topt) in W-band and locating the
angular displacement of target 2 as θ = −0.40◦

.
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from Eq. 5.6. The compression result is shown in Fig. 5.11(a). By reading the peak

temporal locations, we can calculate the range distance between the two targets,

which is 5.0 cm in this example. Since the peak positions will not change when

the compression mode is switched from sum mode to difference mode, we can then

optimize the two correlation peaks separately in difference mode, using the method

discussed in the single-target case. The optimization process of finding ∆topt for each

individual target is shown in Fig. 5.11(b) and Fig. 5.11(c). The retrieved angular

displacement values for target 1 and target 2 are +1.86◦ and −0.40◦ respectively

(target 1 is configured at θmechanical = +2.0◦ by the mechanical moving arm). The

corresponding xref,diff (t,∆topt) compression waveform in difference mode is shown

in Fig. 5.11(d) and Fig. 5.11(e) for target 1 and target 2. respectively. Note

that, the peak amplitudes for the same target are different in different compression

results, because difference compression waveforms are selected in order to retrieve

angular information, but their positions in horizontal axis τ are unchanged. For Fig.

5.11(d), when the peak value of target 1 is optimized, the peak value of target 2

is nearly reduced to the noise value, which is expected as that reflects the angular

position difference of the two targets. Furthermore, the method is applied to the

entire dataset — two targets with fixed range offset, but target 1 moving along an

arc over ±4◦, and target 2 is fixed close to the center axis. The retrieved angle and

range information is shown in Fig. 5.12. In each dataset, the fixed target (target 2)

shows both constant range and angular displacement and the moving target (target

1) shows constant range but linearly varying angular displacement, corresponding to

the angles set by the robotic positioner.

As shown in Fig. 5.13, the closest depth distance achieved by this system is 1.4

cm, roughly corresponding to the 15 GHz waveform bandwidth. Note that in Fig.

5.13(a), when the two targets are 1.4 cm apart in range, we have smaller number

of valid total data points. The reason is for some of target 1 and target 2 position

points, we cannot clearly resolve two separate correlation peaks after compression, as

shown in Fig. 5.13. Hence, 1.4 cm is the system limit in ranging.
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𝜃2 = −0.4 ± 0.25°

5.0 cm

Fig. 5.12: Remote targets sensing with high depth and angular resolution. Two
targets have fixed range offset, but target 1 moving along an arc over ±4◦, and target
2 is fixed close to the center axis.

1.4 cm

𝜃2 = −0.2 ± 0.25°

Invalid data

𝜃1,𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 = +2.5°

Target 1

Target 2

0.112 ns
1.7 cm

𝑋𝑐𝑜𝑟𝑟𝑠𝑢𝑚(𝜏)

𝜃1,𝑚𝑒𝑐ℎ𝑎𝑛𝑖𝑐𝑎𝑙 = −1.0°

Fail to resolve 

two targets

(a) (b)

(c)

Fig. 5.13: Remote targets sensing with high depth and angular resolution. (a) Two
targets have fixed range offset (1.4 cm), but target 1 moving along an arc over ±4◦,
and target 2 is fixed close to the center axis. (b) The compression waveform when
two targets can be resolved. (c) The compression waveform when the method fail to
resolve two compression peaks, hence resulting the invalid data shown in the shadowed
area in (a).

In sum, a W-band photonic monopulse-like radar system with ultra-wide band-

width (80 95 GHz, 1.5 ns time duration) phase shifting is utilized for remote target

sensing system with high range (±0.7cm) and transverse resolution (±0.25◦). We
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demonstrate this system for proof-of-principle radar experiments which are able to

resolve two targets in range and angle. However, there are some limitations in this 2-D

remote sensing approach. Only sum waveform information is applied for ranging and

only difference waveform information is applied for angular displacement detection.

Such approach limits the system signal to noise performance and also does not fully

exploit the information combined in both sum and difference mode. Therefore, the

data processing method can be further improved, in order to combine the information

from both sum and difference waveforms and improve the system performance.
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6. SUMMARY AND FUTURE RESEARCH DIRECTIONS

6.1 Summary

In this work, we experimentally investigated optical and RF signal transmission

in complex environments under three different scenarios. Chapter 1 reviewed the

previous research milestones for optical imaging and focusing in highly scattering

materials, highly scattering multipath RF wireless channel sounding and compen-

sation, and target sensing using millimeter-wave and radar technologies. We also

introduced the newly proposed approaches to solve the problems established follow-

ing the previous research work, focusing in optical spatialtemporal focusing in highly

multimode fiber, dynamic channel sounding and compensation with high-speed up-

date rate, and high range and angular resolution sensing using W-band (75-110 GHz)

photonic monopulse-like radar system.

In Chapter 2, we demonstrated reference-free characterization of spatial and tem-

poral speckle at varying spatial positions of the output face of a multimode fiber

and achieve space-time focusing involving all excited propagating modes. This work

further exploit the capacity of multimode fiber, by overcoming and utilizing distor-

tions caused by modal dispersion in a highly multimode fiber. Such distortion can

scramble a propagating field in both space and time. While this work is analogous to

our groups previous work on temporal shaping of ultrawideband RF wireless signals

for temporal and spatial focusing in strong multi-path channels, this work is novel

in that it extends the use of pulse shaping for spatial/temporal focusing into the op-

tical regime — highly scattering multimode fiber. Beyond space-time focusing, our

system shows the potential to encode the compressed transmitted information for a

specific input-output spot, to realize covert sharing in a space-division multiplexed

multichannel multimode fiber communication system. Also, with the development of
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on-chip pulse shapers, this pulse shaping approach opens possibilities for highly com-

pact shaper-multimode fiber modules, which are not possible with spatial wavefront

shaping approaches that fundamentally depend on bulk optic spatial light modulators.

There is also potential for application in nonlinear microscopy and imaging.

In Chapter 3, we implemented spread spectrum channel sounding on an electron-

ics processing unit comprising fast analog-to-digital and digital-to-analog converters

tightly coupled to a high end FPGA; this approach essentially eliminates latency and

communications bottlenecks that are unavoidable with general purpose test equip-

ment such as arbitrary waveform generators and oscilloscopes. In particular, we

demonstrated dynamic compensation of a strong multipath RF channel with tens of

nanoseconds of delay spread over broad bandwidth (from DC to 6 GHz) with refresh

rate as fast as 30 microseconds (a time scale suitable for mobile operation). Char-

acterization and compensation of multipath signal distortion had previously been

reported but were slow and limited to static channels. The impact of this work is to

demonstrate new opportunities for enhanced performance (signal-to-noise, covertness

potential) of mobile or dynamic broadband RF signaling over multipath channels.

In Chapter 4, we demonstrated waveform generation and radar beamforming suit-

able for W-band (75-110 GHz) chirped monopulse-like radar by using a pair of op-

tical pulse shaping based RF arbitrary waveform generators which drive a pair of

high-power uni-traveling carrier photodiode (UTC-PD) based photonic transmitters

connected to a pair of standard horn antennas for signal emission. By changing the

relative polarity of the drive waveforms, we have achieved constructive (sum trans-

mission mode) and destructive interference (difference transmission mode) of the on-

axis radiation with 15 dB average contrast over 80-95 GHz. Far-field antenna array

patterns are also acquired, proving the capability of focusing energy in different spa-

tial directions by changing the phase between two broadband transmit waveforms.

Comparing to the traditional monopulse tracking radar system with electronic phase

shifter under 1 GHz bandwidth, this photonic approach allows phase shifting over

entire 15 GHz (bandwidth not limited by optics). The extremely wide-bandwidth
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property offers high ranging resolution, in addition to the high transverse resolution

monopulse-like sensing system.

Chapter 5 is the continued work from Chapter 4 where we report the two-element

transmitter array with arbitrary RF waveform generation. In Chapter 5, a W-band

photonic monopulse-like radar system with ultra-wide bandwidth (80 95 GHz, 1.5 ns

time duration) phase shifting is utilized for remote target sensing system with high

range (±0.7cm) and transverse resolution (±0.25◦). For the first time we demonstrate

this system for proof-of-principle radar experiments which are able to resolve two

targets in range and angle.

6.2 Future Research Directions

In Chapter 2, we demonstrated spatialtemporal focusing in multimode fiber with

single input spot and multiple output spots. An interesting future research direc-

tion is to expand the system to multiple input spots. Similar to our groups’ previous

work [95], which independently compensated several multipath RF channels with mul-

tiple inputs and single outputs and overlay all the peaking signal in time to achieve

improved signal-to-noise/interference performance, pulses from different multimode

fiber input spots can be spatialtemporally focused at the same output spot, result-

ing in constructively interfered peaking. This can be implemented by either using

direct characterization approach as discussed in Chapter 2 or using the reciprocity

property. Such multiple-input-multiple-output (MIMO) will further push the com-

munication capability in a space-division multimode fiber communication system.

Another interesting research direction in multimode fiber work is to implement it on

a photonic-integrated chip. The use of pulse shaping technique and the development

of on-chip pulse shapers provide the possibility to make the entire system compact,

including everything from laser source to multimode waveguide,

The future direction for the dynamic multipath wireless channel sounding and

compensation experiments is to overlay data modulation. In this way, the testbed
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would provide a data link in which waveforms matched to the multiply-scattering

propagation environment provide processing gain to suppress the effects of interfer-

ence. We can also further increase the data rate by overlaying the pre-compensation

waveforms. Because the pre-compensation waveforms have much longer time dura-

tion comparing to the compensation signals, the final peaking signal will be located

much closer to each other in time, hence resulting in higher data rate. For example,

if 4 ns time period is applied to the pre-compensation waveforms, 250 megabits per

seconds can be achieved in this jamming resistance and time varying system. Further

modulation scheme can also improve the data rate even more.

For the millimeter-wave photonic radar array sensing experiment, next step will

be adding another one or two transmitter antennas in another transverse dimension.

By applying the same technique approach as discussed in Chapter 4 and Chapter 5,

a 3-D remote sensing system with high depth (range) and transverse (azimuth and

elevation) resolution can be achieved. Also, other than a monopulse-like system, a

synthetic aperture radar (SAR) approach can also be implemented. This is another

possible implementation for high transverse resolution radar imaging. Coupled with

the inherit high depth resolution from the ultra-broadband photonic method and

the signal processing technique, 3-D high resolution sensing and imaging can also be

achieved.
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