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ABSTRACT

Peng, Bo Ph.D., Purdue University, May 2019. Modeling Boundary Effect Problems
of Heterogeneous Structures by Extending Mechanics of Structure Genome. Major
Professor: Yu W. Professor.

Heterogeneous structures with complicated micro-structures are comprised of sev-

eral length scales. In order to analyze heterogeneous structures with reasonable accu-

racy and cost, numerous multi-scale modeling methods have been developed based on

the scale separation assumption, in which the micromechanics and structural analy-

sis models are usually developed separately. However, in cases when this assumption

does not stand and thus periodicity is lost or edge effect arises, modeling error might

be significant, especially when the local fields in the microstructure are interested.

This work is based on Mechanics of Structure Genome (MSG), in which the mi-

cromechanics and structural analysis models are derived from the original heteroge-

neous model simultaneously, based on the principle of minimum information loss. In

previous research works MSG has been developed for periodic heterogeneous solid

and beam/plate-like structures. The objective of this work is to extend MSG and its

companion code SwiftComp to address two issues due to ambiguous scale separation

in some heterogeneous structures.

The first issue is that when the microstructure is not small enough compared with

the whole heterogeneous material, micro-structural periodicity can only be observed in

part of the three directions of the material. A typical example is the textile composite

structures consisting of a small number of layers, in which periodic constraints cannot

be applied to the top and bottom surfaces due to the finite thickness of the structure.

To address this issue, in this work, the theory of MSG is extended to aperiodic

heterogeneous solid structures. Integral constraints are introduced to decompose the
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displacements and strains of the heterogeneous material into a fluctuating part and

a macroscopic part, of which the macroscopic part represents the responses of the

homogenized material. One advantage of this theory is that boundary conditions are

not required. Consequently, it is capable of handling micro-structures of arbitrary

shapes. In addition, periodic constraints can be incorporated into this theory as

needed to model periodic or partially periodic materials such as textile composites. In

this study, the newly developed method is employed to investigate the finite thickness

effect of textile composites.

Second, the free-edge problem, as a special case of the edge effect, is studied. At

the free-edges of composite laminates subjected to external loads, highly concentrated

interlaminar stresses could be observed, which might result in premature failure. This

work reveals the potential of MSG analysis for solving a generalized free-edge problem,

in which composite laminates with general layups and loading conditions including

extension, shear, torsion, in-plane and out-of-plane bending, and their combinations

can be considered, as well as arbitrary laminate cross section. Within the framework

of MSG the composite laminate strip is decoupled into a beam model and a two

dimensional cross section of the beam at the microstructural level. To improve the

accuracy when shear loads exist, a higher order beam model, referred as a generalized

Timoshenko beam model is developed and implemented into SwiftComp. The results

from MSG analysis agree very well with the simulation results of three dimensional

finite element analysis with detailed microstructural modeling. To expand the us-

age of the generalized Timoshenko beam model of MSG, beam theory dealing with

microstructure with span wise heterogeneity is also developed and implemented into

SwiftComp.

The capability of MSG to predict accurate local fields such as stress and strain

ensure its application in the failure analysis of heterogeneous solids and structures.

In this work, a new criterion was presented for the strength analysis of heterogeneous

beam-like structures in terms of the internal forces and moments. This criterion is

based on the generalized Timoshenko beam model of MSG. It can be used to serve as
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a guidance in the micro-structural design of beam-like structures. To demonstrate the

applicability and advantage of the newly proposed criterion it is employed to study

the strength of a periodic beam-like structure with span-wise heterogeneity.
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1. INTRODUCTION

1.1 Background and Motivation

The wide applications of heterogeneous structures have been seen in mechani-

cal and civil engineering, aerospace, automotive and marine industries, as well as in

biomedical and sport products. Heterogeneous structures can be made of various

materials, of which a very important category is composites, such as fibre-reinforced

polymers, ceramic composites, metal composites, etc. Despite the highly developed

computing power of today, it is still too costly to directly use the conventional finite

element method (FEM) to model all the details of the composite structures, since

it needs refined meshes for composite microstructure and leads to a huge number of

degrees of freedom (DOFs) and hence prohibitive computing time. Instead of using

direct numerical simulation (DNS), heterogeneous structures are usually simulated

using multiscale methods based on their hierarchical nature, that is heterogeneous

structures are associated with a variety of length scales. As shown in Fig. 1.1, the

length scales considered in this work are: 1) the macroscale in which the whole struc-

ture with loading and boundary conditions are defined, 2) the microscale that is

associated with the material constituents such as matrix and fibers in fiber-reinforced

composite laminate, and 3) the mesoscale, an intermediate scale at which a hetero-

geneous material can be viewed as an equivalent homogeneous material, for example

each layer of a fiber-reinforced laminate or each yarn of a textile composite. Based

on the separation of length scales, multiscale methods are developed for the analysis

of heterogeneous structures with the advantage of reducing the computational cost

with acceptable accuracy. Multiscale methods analyze the original heterogeneous

structure by separating it into boundary value problems (BVPs) at different length

scales. At the macroscale, the model can be solids, beams, and plates/shells, de-
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Fig. 1.1. Schematic of multiscale modeling

pending on their spatial characteristics. The constitutive relation of the macroscale

model can be obtained from micromechanics analysis, referred as homogenization.

In many situations, the prediction of local fields at the level of the microstructure,

such as stress, strain, and etc., is very important. To obtain the local fields, a de-

homogenization (also referred as recovery or localization) procedure is required. The

dehomogenization procedure is usually based on the constitutive relation obtained

from the micromechanics analysis. Since the accuracy of the local fields is concerned

in this work, multiscale methods involved with analytic micromechanics models that

cannot consider the detailed distributions of the micro-scale heterogeneity are beyond

the scope of this work.

When the scales are well separated, representative volume elements (RVEs) can

be defined for the micromechanics analysis. RVEs are material volumes that are

typical of the whole mixture on average and contain a sufficient number of inclusions

for the apparent overall properties to be effectively independent of the prescribed

boundary conditions [1, 2]. Although this definition is theoretically sound with the

assumption of ergodicity, it creates a paradox. On one hand, RVE must include a

large number of heterogeneity to be representative, while on the other hand, it must

be small enough to be justified as a material point for the macroscopic structural

analysis. For periodic materials, the smallest RVE can be the repeating unit cell
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(UC). For random materials, RVEs are usually chosen out of practical considerations

despite the requirements of a rigorous RVE based on the ergodic principle.

In some cases, the microstructure is quite large compared with the component size

and the wavelength of the macroscopic stress field, hence the different length scales

cannot be well separated. A typical example is a three dimensional (3D) interlock

woven composite plate with only a few plies stacked in the thickness direction. In

most of the studies, only a single UC is taken for the micromechanics analysis to

obtain the effective material properties with periodic boundary conditions (PBCs)

applied. Since the UC is not small enough compared with the whole heterogeneous

structure, the local fields recovered will not be very accurate. This is because the

PBCs imposed cannot well represent the actual boundary conditions, consequently

introducing unfavorable extra constraints.

Another problem is the edge effect. At the boundary of periodic heterogeneous

structures, local fields recovered from UC analysis are not accurate because the PBCs

are not realistic at the body boundary. Therefore the local fields at the boundary

need to be corrected by taking into account of the edge effect. Among this type of

problem, free-edge effect have aroused a persistent attention. free-edge effect states

that due to a mismatch in elastic properties of adjoining layers of laminates, full-scale

3D and highly concentrated stress fields occur along the free-edges at the interfaces

between two dissimilar layers of thermally and/or mechanically loaded laminates. The

stress fields are usually localized within the boundary region and exhibit steep stress

gradients with a rapid decaying behavior towards the inner laminate region. Such

localized fields can result in destructive premature failures in the laminates due to

delamination, transverse cracking, etc. This is due to the fact that the interlaminar

material strengths are usually much weaker than other parts of the laminates [3, 4].

Thus it is important to obtain accurate 3D stress fields near the free-edge for the

optimum design and prevention of premature failure of composite laminates.
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Both problems mentioned above can be viewed as resulted from the boundary

effect in the dehomogenization procedure. These type of problems are widely inves-

tigated, either using general multiscale approaches, or focusing on specific problems.

Multiscale approaches can be generally categorized into sequential (or hierarchi-

cal), concurrent, and semi-concurrent methods. By sequential methods, the consti-

tutive relations are pre-computed based on a representative volume element (RVE)

and stored in a form such as parameters of constitutive equations, a database etc.

The sequential methods are very efficient, but suffer from the defects that they can-

not provide a relation between evolving micro-scale local fields and the macroscale

behavior.

In semi-concurrent methods, the micro-scale model response is calculated at each

material point of the macroscale model and passed to the macroscale model at each

load increment during the simulation. Compared to the sequential method, all the

complexity of the local microstructures is allowed to be kept during the analysis of

the structural components. Therefore, it is also referred as integrated multiscale

procedure [5]. The macro length scale and the micro length scale are weakly coupled,

because the equilibrium and compatibility across the interface between the macro

model and the micro model are not exactly satisfied and the DOFs of the kinetic and

kinematic variables passed between the macroscale and micro-scale is much lower

than the degrees-of-freedom of the micro model [6]. Therefore, the semi-concurrent

methods sometimes are also viewed as sequential methods. The difference between

these two types of methods is that the constitutive model in semi-concurrent methods

is computed during the simulation, i.e. on-the-fly.

Several methods can be categorized into semi-concurrent method, such as Trans-

formation Field Analysis (TFA) [7,8], the method of cells (MOC) [9], the Mathemat-

ical Homogenization Theory (MHT) [10–13], and the FE2 methods [14, 15], etc. In

these methods, the local fields at the micro-scale can be recovered. However, at the

boundary the accuracy will be significantly decreased due to the week coupling of
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the two scales. In order to deal with the boundary effect, special treatment must be

introduced.

The TFA method [7, 8] discretizes the RVE into finite sub-volumes to compute

the stress-concentration tensor and the transformation influence factors to provide

the micro/macro couplings. To address the boundary effct, different solutions are

proposed. For example, Dumontet introduced a boundary layer field, Buannic and

Cartraud [16] proposed additional specific boundary conditions, and Kruch [17] in-

troduced spatially decaying stress localization functions near the boundary.

MOC [9] includes the generalized method of cells (GMC) and the high fidelity

method of cells (HFGMC). This type of methods employ cuboid subcells to discretize

the UC. Traction and displacement continuity conditions are imposed in an averaged

sense between the subcells on the UC boundary, along with periodic constraints, to

calculate the constitutive relations of the material. Thus errors can be introduced due

to the inaccurate description of the microstructure and the averaging scheme adopted

for the local fields. The local fields computed has been shown not as accurate as the

3D RVE analysis [18]. This drawback originated from the inaccurate description of

the microstructure is also shared with the TFA methods.

MHT is developed on the strict mathematical basis of the formal asymptotic

method through a two-scale formulation. MHT was first proposed by Bensoussan [10]

for heterogeneous materials with periodic structural characteristics, and has been

implemented using FEM by many researchers [11–13]. When the scale is not well

separated, second-order terms in the expansion of displacement can be kept for higher

accuracy of local fields [10, 13]. However, this method still cannot provide accurate

solution at the boundary. Although MHT was originally developed for periodic media

formed by UCs, it can be applied to RVE because for heterogeneous materials the

assumption of locally statistical periodicity must stand for it to be replaced with an

effective homogeneous material in the macroscopic structural analysis. Using MHT,

PBCs must be applied. It allows the direct coupling of finite element models on the

macro and the micro scales, but usually requires special codes for specific problems.
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FE2 methods [14, 15] implement a finite element based RVE analysis at each

integration point of the macroscopic finite element model. FE2 methods have been

implemented to treat the second-order continua for better local fields when the scales

are not well separated. However this solution is not a remedy for the boundary

effect [5].

In concurrent models [6, 19–23] the fine-scale is strongly coupled with the coarse-

scale. Concurrent methods directly insert the microstructure details into the ho-

mogenized model by enforcing the equilibrium (or momentum balance in the case

of dynamics) and compatibility across the interface between the macro model and

the micro model. It solves the micro and macro models simultaneously [6]. The

transitional elements or well-defined kinematic relations are defined at the interface

to relate the regions of varying element size or types. Although concurrent methods

are more efficient compared with direct numerical simulation (DNS), this method is

still computational expensive and complicated to implement, because strong coupling

between the scales is dealt with adaptive re-meshing algorithms and modified transi-

tional elements. Parallel computing usually are recommended for structure analysis

using this method.

To solve the boundary effect problems mentioned previously, usually specific meth-

ods are developed respectively, which will be reviewed in later sections of this chapter.

From the discussion, it is obvious that currently an general and efficient solution for

these problems are not available. In this work, the problems are found to be solved by

extending a newly developed theory, the Mechanics of Structure Genome (MSG) [24].

MSG is developed based on the variational asymptotic method (VAM). It provides a

unified theory for multiscale constitutive modeling of composites based on the concept

of Structure Genome (SG). Generalized from the concept of representative volume

element (RVE), a SG is defined as the smallest mathematical building block of a

structure. Geometrical nonlinearity is systematically captured for Cauchy contin-

uum, beams and plates/shells using a unified formulation [24]. Using this method, a
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sequential implementation of the method is sufficient. In addition, no special treat-

ment for the boundary effect is needed.

To be clear, in this work, the following two problems due to the ambiguous sepa-

ration of the length scales are investigated.

1. Derive the micromechanics model with least information loss for heteroge-

neous 3D structures where the micro and macro scales are not well separated and

the periodicity condition is not maintained in some directions. In the case where

the periodicity is not kept in all the directions, the 3D heterogeneous structures is

referred as ‘aperiodic’.

2. The free-edge stress analysis of general composite laminates with general layups

and subject to general loads such as tension, shear forces, bending moments and

torques.

This work will be arranged as follows. Chapter 1 introduces the background and

motivation of this study, as well as a review of related works in literature. In Chapter

2, a very brief introduction of MSG is given. Chapter 3 addresses the first problem

by extending the MSG theory to aperiodic heterogeneous solids. Chapter 4 tackles

the generalized free-edge stress analysis by implementing the MSG theory for beams.

As a more general case, MSG based Timoshenko beam model is implemented into the

general-purpose computer code SwiftComp for both homogenization and dehomoge-

nization. In Chapter 5, a strength analysis based on the local fields obtained from

the MSG dehomogenization is given for beam-like structures composed of spanwise

heterogeneous SGs. Finally, a summary will be given in Chapter 6.

1.2 Literature Review

In this section special methods are reviewed separately for the two problems con-

cerned in this work. First, for microscale analysis of heterogeneous materials, the

basics of RVE analysis are first summarized. Then the special methods dealing with

textile composites are reviewed as an important and typical problem for the case that
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length scale is not well separated. In the second part of this section, as a special case

of boundary effect, free-edge stress analysis is reviewed. At last, the failure analysis

of composite materials is briefly reviewed.

1.2.1 Modeling of 3D Heterogeneous Solids

In RVE analysis, boundary conditions and the selection of the RVE are two

main concerns. To obtain the effective properties of heterogeneous materials, spe-

cific boundary conditions must be prescribed on the RVE. According to Hill [1], if the

material is not periodic, the effective properties obtained from RVE must be indepen-

dent of the boundary conditions prescribed. However the selected analysis domain in

most cases has been based on volume elements that are know smaller than the RVE.

The main reasons are limits in the size of models that can be handled and difficulties

in providing suitable RVEs for actual materials such as porous materials [25]. In this

situation the term ‘apparent properties’ is used instead of ‘effective properties’, and

the analysis domain can be a ‘window’ [26] or statistical volume elements (SVEs) [27].

The boundary conditions we can apply to an RVE is usually governed by the

Hill-Mandel macrohomogeneity condition [1] so that the homogenized material is

energetically equivalent to the original heterogeneous material. Hill-Mandel macro-

homogeneity condition is generalized by Hazanov in [28] for arbitrary materials, in

particular for nonlinear inelastic composites with imperfect interfaces. De Souza

Neto et al. proposed a generalized unified micromechnics theory [29], in which the

Hill-Mandel macrohomogeneity condition is rephrased as a variational statement by

requiring the total macroscale virtual power to coincide with the volume average of

its micro-scale counterpart. This requirement is named as the principle of multiscale

virtual power. Various problems such as dynamics, high order strain effects, material

failure can be addressed with this new principle.

Hill-Mandel macrohomogeneity condition can be written as

〈〈σijεij〉〉 = σ̄ij ε̄ij (1.1)
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where angle brackets denote the volume average over the RVE and

σ̄ij = 〈〈σij〉〉 ε̄ij = 〈〈εij〉〉 (1.2)

This condition means that the average of the product of the stress σij and strain

εij at the micro level equals the product of their averages at the macro level. For

materials without cavities and with perfect bonded interfaces among constituents,

the Hill-Mandel macrohomogeneity condition can be written in the form of

〈〈σijεij〉〉 − σ̄ij ε̄ij =
1

Ω

∮
∂Ω

nk (σik − σ̄ik) (ui − yj ε̄ij) dΩ = 0 (1.3)

where ui is displacement at the micro level, Ω denotes the volume of the RVE and ∂Ω

is the boundary of the RVE, yj denotes the micro coordinates, and nk is the outward

normal of the boundary. i, j, k = 1, 3.

The most commonly used boundary conditions satisfying the Hill-Mandel macro-

homogeneity condition are:

1. kinematically uniform boundary conditions (KUBCs), also known as uniform

displacement boundary condition or Dirichlet boundary condition:

ui = ε0ijyj ∀y ∈ ∂Ω (1.4)

with ε0ij being constant along the boundary.

2. statically uniform boundary conditions (SUBCs), also known as uniform trac-

tion boundary condition or Neumann boundary condition:

ti = σ0
ijnj ∀y ∈ ∂Ω (1.5)

with ti denoting the traction on the RVE boundary and σ0
ij being constant along the

boundary.

3. PBCs

t+i = −t−i u+
i − u−i = djε

0
ij ∀y ∈ ∂Ω (1.6)

where u+
i and u−i denoting the displacements at the RVE boundary surfaces and

superscripts ‘+’ and ‘−’ denote the normal direction of the corresponding surface
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in the coordinate system. ε0ij denotes the given strain load case and dj is the RVE

dimension in the yj direction.

4. mixed uniform boundary conditions (MUBCs), also called orthogonal mixed

boundary conditions, uniform displacement-traction boundary condition.

(ti − σ0
ijnj)(ui − ε0ijyj) = 0 ∀y ∈ ∂Ω (1.7)

In the case of MUBCs, different combinations of a priori prescribed boundary condi-

tions are possible but have to fulfill the condition in Eq. (1.7). Each of these mixed

boundary conditions yields different apparent properties if the minimum size of RVE is

not reached. MUBCs can only be applied to rectangular cuboid volume elements that

have at least orthotropic effective properties. Only when these requirements are sat-

isfied, the volume averaged normal stress components are uncoupled with the volume

averaged shear stress, and thus the Hill-Mandel condition can be satisfied [30]. Since

only under the chosen MUBCs the Hill-Mandel condition is satisfied, MUBCs cannot

be applied to nonlinear regime for dehomogenization as the superposition principle

no longer holds [31]. Within the MUBCs category, Pahr and Zysset [32] proposed

periodicity compatible mixed uniform boundary conditions (PCMUBCs). This type

of MUBCs is so named because when applying PCMUBCs to UC of orthotropic ef-

fective behavior, the UC will deform in a pattern closing to periodic configuration,

and predict very close effective properties as does PBCs. Using PCMUBCs can avoid

prescribing nonzero tractions on the boundary surfaces, which is especially attractive

for cellular materials.

Mesarovic et al. [33, 34] proposed minimal kinematic boundary conditions (MK-

BCs) with linearized kinematics for simulations of disordered microstructures based

on Cauchy continuum. It has later been proved that the first-order homogenization

schemes based on the MKBCs predicts uniform traction on the boundary of RVE if

no body force is included [34].

A number of literature worked on choosing RVE and the boundary conditions and

some general conclusions can be summarized as follows:
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1. The effective elastic moduli obtained from a RVE analysis are bounded by the

average apparent responses of finite size domains under KUBCs and SUBCs [35]. As

the domain size increases, the two bounds converge to the effective properties [36–39].

2. The convergence of the two bounds is influenced by the contrast of the material

properties of the constituents, and the higher the contrast between the moduli of

matrix and inclusions, the slower the convergence [26,37,40,41].

3. For periodic microstructures, a single UC using PBCs will predict effective

properties. For random microstructures, while KUBCs and SUBCs on small domains

result in large, oppositely biased errors from the effective property, PBCs give a

smaller error for the same window size [42].

4. With the same analysis domain, the apparent properties predicted using any

type of MUBCs will lie between the bounds of using KUBCs and SUBCs for finite

elasticity [43].

In the practical sense, KUBCs and SUBCs are fairly easy to prescribe in a finite

element (FE) codes. It is noted that SUBCs cannot be applied to porous materials

because the strain average ε̄ij cannot be calculated when the volume elements have

cavities intersect the boundaries and are not discretized [30,31].

From the previously mentioned conclusions, PBCs are most efficient in terms of

convergence rate. The standard way of implementing PBCs requires identical meshes

on opposite RVE boundaries, which cannot always be guaranteed, leading to a non-

periodic mesh. In [44] a weak enforcement of PBCs are applied by independent

FE-discretization of boundary tractions, which allows for a parameterized transition

between the strongest form (PBCs) to the weakest form (SUBCs). In [45], the dis-

placement field of two opposite RVE sides is interpolated by linear combinations of

shape functions such as Lagrange shape functions or Hermite shape functions. [46]

used surface-to-surface constraints in ABAQUS to apply PBC approximately. [47]

developed a method to apply PBCs allowing multiple-parts meshes in the in-house

developed ORAS software. All of these methods require special treatment on the

nodes at the RVE boundaries.
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Nowadays, textile composites are often used in important structural applications

due to their exceptional mechanical properties. In order to fully exploit the advantages

of fabrics, the accuracy of the modeling approaches in predicting effective stiffness

and strength is very important. The existing methods can be classified into analytic

methods and numerical methods. Analytic methods [48–51] allow for efficient and

reasonably accurate predictions of the stiffness but the prediction of strength values

is not accurate in most cases. In contrast, numerical methods are usually based on 3D

continuum elements and thus computationally more expensive, however, they allow

for accurate stress recovery which is important in the failure prediction. When using

numerical methods in textile composites, many of them choose a UC as the analysis

domain postulated that the UC is far away from the boundaries both in the plane

and in the thickness directions of the composites.

However, textile composites are usually applied with only a few layers stacked in

the thickness direction. It is apparent that the periodicity in the thickness direction

is lost since the UC cannot be treated as a material point in the whole structure.

In addition, the inter-ply shift between the neighboring layers from manufacturing

also exerts influence to the mechanical behavior of the textile composites. These

phenomenon have been demonstrated both experimentally and numerically [52, 53].

To account for these factors, [53, 54] developed novel boundary conditions on a

single UC which mimic the constraint applied by adjacent layers. These boundary

conditions account for the distinction of different positions of the ply within the

laminate, arbitrary inter-ply shifts and user-defined numbers of layers. The novel

boundary conditions are applied by a weighted average of displacement solution from

UC analysis in regard to inter-ply shifts and displacement solutions using traction-free

boundary conditions in the out-of plane direction. To obtain the effective properties,

first UC analysis should be carried out to obtain the displacement as basis functions

and then an optimal problem need to be solved to ensure energy equivalence of the

original heterogeneous material and the homogenized material. [55, 56] used shell

elements to represent yarns and matrix of each ply in 3D woven composites to reduce
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the computational cost compared with continuum element modeling. A concept of UC

is also used in the method, and six different loading cases are required to obtain the

A, B, D matrices of the woven composite shell. Both these two methods are developed

specifically for textile composite which involve a lot of ad doc assumptions.

Espadas-Escalante considered the finite thickness effect of textile composites and

simulated the exact number of layers using PBCs in the in-plane directions and SUBCs

in the thickness direction [57]. The surface strain field using the mixed boundary

conditions is shown to have better correspondence than using PBCs compared with

experimental result.

1.2.2 Modeling of Free-edge Effect

Increasing use of composite laminates in the last several decades has stimulated

intensive research efforts in many new problems encountered in the engineering ap-

plication. Among the problems, free-edge effect has aroused a persistent attention.

Although the free-edge effect is known in 1970s, no analytical solution satisfying

the 3D elasticity governing equations along with all the free-edge boundary conditions

and interlaminar continuity conditions is known due to the inherent complexities

involved in the problem. Detailed reviews on the methods proposed for determining

the free-edge stress fields have been presented in [58,59].

To simplify the original 3D free-edge problem, a considerable number of ap-

proaches have been developed based on quasi-3D (Q3D) models or reduced 2D plate

models, while a few numerical methods attempted 3D solutions directly.

Approaches relied on Q3D models are concerned with a long rectangular composite

laminate. These approaches adopt a hypothesis of zero gradients along the axial

coordinate x and retain an axial warping of the cross sections which depends only

on y and z (axis notation according to Fig. 1.2. Most of the analytical approaches

and several numerical methods [60–62] lie in this class. Since a generalized plane

deformation state [63] must be satisfied by applying the Q3D model, many methods
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only work for special classes of laminate layups or load cases, thus are often restricted

to some limited applications. Only a few studies have been devoted to study the

interlaminar stresses due to combined loads in general layups. Pipes and Pagano

(a)

(b)

Fig. 1.2. The laminate geometry and coordinate system.

developed an approximate elasticity solutions for symmetric and balanced angle-ply

composite laminates subjected to uniaxial extension in 1974 [3]. This approach was

later extended to loading conditions of uniform temperature change and anticlastic

bending by Pipes and Goodsell [64–66]. Early works of analytic approaches include

perturbation technique by Hsu and Herakovich [67], the boundary layer theory by

Tang and Levy [68], etc.

Displacement-based equivalent single-layer (ESL) theories are developed by Pagano [69],

Becker [70, 71], Murty and Kumar [72]. Tahani and Nosier [73, 74] studied cross-ply

laminates under extension and thermal loading using layer-wise (LW) theories. Based
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on the reduced elasticity displacement field of a long laminated composite plate,

Nosier and Bahrami [75,76] studied interlaminar stresses in antisymmetric angle-ply

laminates under extension and torsion. Nosier and Maleki [77] used a LW theory

and an improved first-order shear deformation theory (FSDT) for analyzing free-edge

stresses in general composite laminates subjected to extension loads. Sarvestani and

Sarvestani [78] later generalized the solution to obtain interlaminar stress as in general

composite laminates subjected to extension, torsion, and bending moment.

Employing stress based LW theories, Kassapoglou and Lagace [79] developed force-

balance method using the principle of minimum complementary energy to assess the

free-edge stress fields in symmetric laminated plates under uniaxial extension. A

large amount of developments devoted to free-edge stresses analysis have been for-

mulated based on this procedure, of which Lin [80] introduced bending and torsion

into force-balance method for general laminates. Yin [81, 82] implemented Lekhnit-

skii’s stress functions [63] and investigated laminates with arbitrary layups under

uniaxial extension, bending and torsion. Kim and Atluri [83, 84] also investigated

interlaminar response for cross-ply and angle-ply laminates under uniform thermal

loading and mechanical loads. Cho and Kim [85] used an iterative method applied

to analyze free-edge interlaminar stresses of composite laminates which are subject

to extension, bending, twisting and thermal loads. The stresses, which satisfy the

traction-free conditions not only at the free-edges but also at the top and bottom

surfaces of laminates, are obtained by using the complementary virtual work and the

extended Kantorovich method.

Tahani and Andakhshideh [86, 87] developed an analytical method based on a

3D multi-term extended Kantorovich method to calculate interlaminar stresses in

thick rectangular composite laminated plates with arbitrary laminations and general

boundary conditions subjected to lateral loads. In 2016, Dhanesh and Kapuria [88] de-

veloped mixed-field multiterm extended Kantorovich method to solve free-edge prob-

lem for symmetrical and antisymmetrical laminates subjected to uniform extension,
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bending, twisting and thermal loading, which can satisfy all the boundary conditions

and the interfacial continuity conditions exactly at all points.

FEM are usually implemented in 2D plate models to solve free-edge problem of

laminates. The 2D plate models include displacement-based ESL theories, displacement-

based LW theories, stress-based ESL theories and stress-based LW theories, which are

reviewed by Carrera [89]. Using 2D theories to study the free-edge effects does not

exert restriction on the laminate layups and loads applied. However, in 2D plate the-

ories the through-thickness distributions of the displacement or stress are assumed a

priori, the boundary conditions at the free-edge are generally satisfied in an integral

sense, which can have adverse effects on the accuracy of the solution. D’Ottavio and

his colleges [90,91] assessed various plate theories in Carrera’s unified formulaton for

free-edge problems and found that only high-order LW models (fourth order in their

study), either displacement-based or stress-based, can provide results that compare

well with full 3D finite element analysis (FEA). It is known that high-order LW mod-

els require long computing time similar as 3D FEA. Recently, Vidal [92] developed a

method which solve the free-edge problem by an iterative process consisting of solv-

ing a 2D plate problem and a 1D problem in the thickness direction successively at

each iteration. In the thickness direction, a fourth-order expansion in each layer is

considered.

The numerical methods directly solving the 3D free-edge problem usually focused

on generation of new and efficient meshing approaches [93], developing special pur-

pose element for dealing with the singular stress field [94, 95]. A multi-particle finite

element is utilized by Nguyen and Caron [95] which is applied for general laminates

and is shown to be capable of simultaneously predicting global and local responses.

1.2.3 Modeling of Composite Failure

Similar to conventional homogeneous and isotropic materials like bulk metals and

ceramics, the prediction of damage initiation and evolution, and post failure behaviors
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of composite material is crucial to its applications in advanced structures. However,

due to its inherent anisotropy, coupling between different deformation modes, and the

microstructural heterogeneity, an accurate assessment of its failure is much compli-

cated and challenging. Since the wide application of composite materials in advanced

engineering structures in aerospace, automobile, and other industries that require

the highest safety standard, it is not surprising that numerous researches have been

conducted in this field.

Among these, probably the simplest and easiest-to-use ones are the so-called

generalized failure criteria which treat the composite as a homogenized anisotropic

material and incorporate into a polynomial expression the different failure mecha-

nisms [96]. Belonging to this category are the maximum stress, maximum strain [97],

Tsai-Hill [98], and Tsai-Wu [99] theories. Maximum stress and maximum strain cri-

teria are limit or non-interactive theories, in the sense that failure is judged based on

individual stress or strain component compared to its ultimate failure value, while

Tsai-Hill and Tsai-Wu are interactive criteria. The applicability and performance

of these criteria can be assessed by means of failure envelopes. Daniel [100] calcu-

lated the failure envelopes of the above failure criteria for two biaxial stress states,

i.e. (σ1, σ2) and (σ2, τ12), for unidirectional carbon/epoxy composite. The failure en-

velopes show quasi-elliptical shapes for the interactive theories, whereas rectangular

or parallelogram shapes for the non-interactive theories. Sun [101] and Pipes and

Cole [102] compared the off-axis tensile strength predictions of the various theories

with experimental data for boron/epoxy laminae. Their studies reveal that the in-

teractive criteria predictions agree well with the experimental results, while the limit

theories show obvious deviations, especially around the off-axis angle of the transition

from shear to transverse tension failure modes. A more comprehensive evaluation of

these theories are given in Sun [101] and Swanson et al. [103] by the comparisons of

theoretical predictions of the failure envelope in biaxial stress state with experimental

data for carbon/epoxy lamina. Their results show that in the region of transverse nor-

mal tension all of the interactive criteria predictions match well with the experimental
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data, while in the region of transverse normal compression only Tsai-Wu theory leads

to a relatively good agreement. Other interactive theories do not capture well the

higher shear strength due to the compressive transverse normal stress.

The above failure theories do not separately take into consideration the differ-

ent microstructural failure modes, such as fiber breaking, matrix cracking, fiber

kinking/buckling, fiber/matrix debonding, etc. Instead, the microstructurally het-

erogeneous composite materials are treated as macroscopically homogeneous and

anisotropic continua. A failure mode based theory was proposed by Hashin and

Rotem [104] in which the failure mechanisms of fiber and matrix are separated and a

quadratic interaction are assumed between the stress components. This theory was

extended in Hashin [105] to distinguish the tensile and compressive failure modes.

The beneficial effect of the transverse normal compression on the shear strength was

considered in Sun et al. [106] by a modification of Hashins theory. As observed in

Bailey et al. [107] and Flaggs and Kural [108], the transverse strength of laminates,

i.e. the in-situ transverse strength, usually is much higher than that measured for

unidirectional reinforced lamina. Sun and Tao [109] employs the in-situ transverse

strength in Hashins theory to predict the failure envelopes of unidirectional and mul-

tidirectional laminates. In the theory developed by Puck [110–114] the fiber failure

under a combined stress state is assumed to happen at the same fiber stress at fail-

ure under uniaxial tensile or compressive load. A correction factor is employed to

account for the effect of different moduli of the fiber and matrix on the fiber strain

under biaxial stress state. Puck and Schrmann [114] incorporated into the matrix

fracture Mohr’s hypothesis that failure is exclusively determined by the stress act-

ing on the fracture plane. Consequently, the application of Pucks criterion needs

the transformation of the stresses into a local coordinate system attached to the

fracture plane, the angle of which needs to be calculated by a numerical procedure.

The experimental observation that compressive stress normal to the fracture plane

impedes shear fracture is accounted for in the theory. Mayes and Hansen [115] pro-

poses a multi-continuum failure criterion, where instead of the homogenized stress
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of the composites phase-averaged constituent stress and strain fields are used. As

in Hashin’s theory, the stress invariants under the transversely isotropic symmetry

group are used to formulate a quadratic polynomial interactive failure criterion sepa-

rately for each constituent. Davila et al. [116] developed a criterion incorporating the

ideas of Hashin and Puck in different failure modes. Matrix failure under transverse

compression is characterized by the stress state on the fracture plane that calculated

by maximizing the Mohr-Coulomb effective stresses. Fiber misalignment and matrix

failure criterion in the local coordinate system of the misalignment are employed to

predict fiber kinking. Ha [117] proposed a failure theory based on micro-stresses of

the constituents and at the fiber-matrix interface which are computed by using UCs

of square or hexagonal arrays. In addition to the matrix and fiber failure, a fiber-

matrix interface failure criterion is also given. The strengths for the matrix and the

interface are determined by comparing the micro-stresses of the constituents with the

macroscopic matrix tensile and compressive strengths.

The failure theories cited above are usually used as criteria for the initiation of

damage in the composite material. After the initiation of failure, the composite

material frequently still has sufficient residual strength to carry considerable exter-

nal loads. The damage process from its initiation to the ultimate failure is usually

simulated either by a progressive damage model, where the material properties are

gradually degraded, or by the fracture mechanics based techniques like virtual crack

closure technique (VCCT), see Tay et al. [118]. Probably the simplest and conser-

vative property degradation method is the ply discount method, where the affected

stiffness of a failed laminae is completely discounted, see Pal and Ray [119]. In Sun

and Tao [109], the longitudinal modulus is discounted to zero when fiber breakage

occurs, while the transverse and shear moduli are reduced to zero when the matrix

cracking is observed. The complete ply-discount methods are plausible in laminated

composite because of the loading-carry ability of other intact laminae. Within the

framework of the finite element method, instead of completely discounting the whole

lamina when a failure mode is detected, a more realistic strategy is to completely dis-
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count the properties of the failed element, see Hwang and Sun [120] and Tolson and

Zabaras [121]. However, an issue with this approach is that it neglects the effect of the

size of the element. A remedy is proposed by Reddy et al. [122] where a stiffness re-

duction coefficient is introduced to gradually reduce the stiffness of the failed element.

In this approach, after failure initiation the stiffness of the element will be gradually

reduced, depending on the extent of damage. Consequently, repeated failure of the

same element is allowed until it is unloaded sufficiently when the failure criteria are no

longer satisfied. More sophisticated schemes of property degradation are developed

by employing the idea of continuum damage mechanics (CMD) [123–129]. In the

damage model proposed by Matzenmiller et al. [123] an elastic response is assumed

before the damage initiation. The failure theory in Hashin and Rotem [104] is used

as the criterion for failure initiation. Five damage variables are introduced to account

for the gradual property degradation for different failure modes. The evolution of the

damage variables is formulated by a multi-surface dissipation potential. Each damage

mode and their interactions are captured by individual surface which is formulated

in the space of the thermodynamic forces. Maim et al. [125] proposed a model where

the damage activation is based on the criteria developed in Davila et al. [116]. The

property degradation is characterized by the evolution of five damage variables which

is expressed as a set of exponential functions of the damage thresholds. The re-

quirement of non-negative energy dissipation is trivially satisfied by the restriction

of monotonically increasing damage variables, as a result of the specific Gibbs free

energy assumed. Mesh-dependency in finite element simulation could be observed

for strain-softening materials where strain localization happens because of unloading

of the surrounding material points, see Lapczyk and Hurtado [128]. To alleviate the

mesh-dependency the idea of crack band proposed in Bažant and Oh [130] is employed

where a characteristic element length is introduced. Assuming that the damage vari-

able corresponding to shear is solely determined by those associated with other failure

modes, Lapczyk and Hurtado [128] proposed a model with four independent damage

variables. The boundary of the elastic domain is characterized by the failure surfaces
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based on the criteria in Hashin [105]. Mesh-dependency is alleviated noticeably by a

characteristic length at the material point which simply equals to the square root of

the area associated with this point. Equivalent displacements for each failure modes

are defined based on the characteristics length to formulate the evolution of damage

variables. The ultimate failure for each mode is achieved when the current equivalent

displacement reaches its final value which is a material property determined by the

fracture energy of the corresponding failure mode. Numerical convergence difficulties

in implicit finite element implementation due to strain-softening are mitigated based

on the viscous regularization of the damage variables [131,132].
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2. MECHANICS OF STRUCTURE GENOME

2.1 Introduction

MSG is a unified multiscale method that decouples the original heterogeneous

structure into a macroscopic structural analysis and a constitutive modeling over

SG. Depending on the spatial characteristic of the original heterogeneous structure,

the macroscopic structure model can be classified into 3D solid, 1D beam or 2D

plate/shell. This chapter gives a brief introduction to the MSG and SG, which closely

follows the presentation in Yu [24, 133]. The connection and difference between SG

and RVE are explained. In the last section, the extension of MSG in this work is

introduced.

The formulation of MSG starts with expressing the kinematics of the original het-

erogeneous structure ui, εij in terms of those of the macroscopic structure model ūi,

ε̄ij and fluctuating functions wi. Note for heterogeneous solid, ε̄ij are the macro strain

of the equivalent homogeneous solid, while for heterogeneous beam or plate/shell like

structures, ε̄ij denotes the macroscopic strains and curvatures of beams or plates/shells.

Proper constraints are introduced to ensure unique mapping between the deformation

state of the original model and the macroscopic model. Then the governing statement

of the original heterogeneous structures Π, such as the principle of minimum poten-

tial energy for linear elastic behavior, can be expressed in terms of the kinematics

of the macroscopic model, i.e. ε̄ij and the wi which is a function of ε̄ij. Then the

control functional can be obtained based on the principle of minimum information

loss (PMIL) [134] that states the difference between the governing statement of the

original model and the homogenized macroscopic structure model should be mini-

mized. VAM [135] is implemented to simplify the control functional. In this way,

the governing statement of the original model can be simplified to a macroscopic
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structure model and a constitutive model on SG that is the smallest mathematical

building block of the original structure. It is seen from the formulation procedure,

the structural model and the SG analysis are formulated simultaneously based on the

PMIL and VAM, which ensured the accuracy of the this method.

As the macroscopic structural model is formulated as a general continuum of 3D

solid, 1D beam or 2D plate/shell, the structural analysis can be conducted using the

solid elements, beam elements or plate/shell elements in commercial FEA softwares

such as ABAQUS, ANSYS, etc., or other analysis methods.

The SG analysis contains two parts. First, through homogenization, the constitu-

tive model of the macroscopic structure is obtained, as well as the dehomogenization

relations, which is the relation between the fluctuating functions wi and ε̄ij. Sec-

ond, dehomogenization can also be carried out to obtain the local fields within the

microstructure using the macroscopic displacements and strains from the structural

analysis and the dehomogenization relations. Therefore, the SG analysis bridges the

macroscopic structural analysis and the microstructure directly. The constitutive

modeling over SG, also referred as SG analysis, has been implemented into a Fortran

code called Swiftcomp.

Fig. 2.1 shows the framework of a MSG multiscale analysis. The first step is to

identify the SG considering from two aspects: first from the spacial characteristic of

original structure to determine whether it should be modelled as a solid, a beam or a

plate/shell; then based on the macroscopic model and the heterogeneity feature of the

microstructure to find the SG. This is discussed in detail in the next section. Once

the SG has been identified, a constitutive modeling can be performed over SG, from

which the effective constitutive model for structural analysis can be obtained as well

as the dehomogenization relations. This step is also called homogenization. Then

the macroscopic structural analysis can be carried out using any tool that can deal

with traditional structural analysis, for example analytic method or commercial FEA

softwares. Then utilizing dehomogenization relations from the constitutive modeling,
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the local fields in the original heterogeneous structure can be obtained with the global

structural behavior.

Fig. 2.1. The framework of a MSG multiscale analysis [136]

2.2 SG for 3D Solid Structures

For 3D structures, SG generalizes from the RVE concept with two fundamental

differences. First, the dimension of the SG can be 1D, 2D or 3D based on the hetero-

geneity of the material microstructure as shown in Fig. 2.2. For a binary composites

made of two alternating layers, the entire structure can be constructed by repeating a

straight line with two segments in 3 directions of the Cartesian coordinate system, in

which each segment containing the thickness and the material properties of a layer.

Consequently, this straight line can be used as the SG to homogenize the composite

laminates to be an equivalent solid. In the same fashion, for composite structures such

as continuous unidirectional fiber reinforced composites, the heterogeneity is charac-

terized by 2D building units. Hence, the SG could be modeled as a 2D domain. For
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3D heterogeneous structures such as particle reinforced composites, a 3D volume is

needed to build the SG.

Even though the dimensionality of SGs might be different from that of the original

heterogeneous structure, the effective properties and the dehomogenization results ob-

tained from SG analysis are 3D. Taking binary composites with linear elastic behavior

as an example, the complete 6× 6 stiffness matrix can be obtained from the analysis

over the 1D SG. This methodology has the highest efficiency, since the heterogene-

ity is modeled by the lowest possible dimension. In contrast, in the RVE analysis

the properties needed for the macroscopic structural analysis determines the RVE

dimension. Taking continuous unidirectional fiber reinforced composites as an exam-

ple, micromechaincs analyses should be conducted over a 3D RVE if the macroscopic

structural analysis requires 3D material properties.

Second, to obtain the 6 × 6 stiffness matrix using the finite element (FE) based

RVE analysis, 6 different boundary conditions in terms of displacements or tractions

must be applied. Since the boundary conditions need to be revised in the load cases

of the FE model, extra time will be consumed to configure and solve these BVPs

of RVE. In addition, in the dehomogenization, for each macro strain ε̄ a BVP needs

to be solved. This is because the boundary conditions are applied in terms of the 6

different loading cases of strain ε0ij or stress σ0
ij as shown in Eqs. (1.4), (1.5), (1.6),

(1.7).

In the SG analysis formulation, fluctuating functions wi are to be solved, and the

periodic constraints can be expressed in the form of

w+
i = −w−i (2.1)

where w+
i and w−i denoting the fluctuating fields at the SG boundary surfaces and

superscripts ‘+’ and ‘−’ denote the normal direction of the corresponding surface in

the coordinate system. It is obvious the periodicity constraints are not involved with

ε0ij and can be easily applied by removing the DOFs of w+
i using Eq. (2.1). This

also will reduce the dehomogenization analysis to be simple algebraic operations. All

these merits will make the SG analysis very efficient.
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Fig. 2.2. Analysis of 3D structures approximated by a constitutive
modeling over the SG and a correspond 3D macroscopic structural
analysis [24].

2.3 SG for Dimensionally Reducible Structures

SG also allows a direct connection between the material constituents and the

dimensionally reducible structures, i.e. the plate/shell like structures and the beam-

like structures. Using MSG, for heterogeneous dimensionally reducible structures

with buildup structures as shown in Figs. 2.3 and 2.4, each point in the macroscopic

model can be viewed as associated with a microstructure of SG. In this sense, the

constitutive modeling over SG can also be treated as an application of micromechanics

of structures.

2.3.1 2D Plate-like Structures

A properly chosen SG for plate-like structures can be used to derive the homoge-

nized properties and also dehomogenize the local fields for macrostructural FEA with

plate/shell elements. Typical examples of SGs for plate-like structure are shown in



27

Fig. 2.3. In Fig. 2.3a no in-plane heterogeneities present, so a transverse normal line

is chosen as the SG. Each layer of the composites is represented by the corresponding

segment in the SG. Heterogeneous panels are shown in Fig. 2.3b and Fig. 2.3c with

heterogeneity in one in-plane direction or both of the in-plane directions. Conse-

quently, the corresponding SGs are 2D and 3D, respectively.

Fig. 2.3. Analysis of plate-like structures approximated by a constitu-
tive modeling over the SG and a corresponding 2D plate analysis [24].

2.3.2 1D Beam-like Structures

Typical examples of SGs for beam-like structures are shown in Fig. 2.4. The air-

plane wing in Fig. 2.4a has a uniform cross section, so it can be built by sweeping

the 2D cross sectional domain along its reference line. The cross section can be con-

sisted of homogeneous materials or composites. Consequently, the 2D cross-sectional

domain can be selected as the SG. As in Fig. 2.4b, if heterogeneity presents also in

the spanwise direction, to capture its microstructural details, a 3D SG is necessary.
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Fig. 2.4. Analysis of beam-like structures approximated by a consti-
tutive modeling over SG and a corresponding 1D beam analysis [24].

For dimensionally reducible structures, the effective properties and the dehomog-

enization results obtained from the SG modeling will be the same despite of the

dimension of SG, once the chosen SG contains all the required constitutive infor-

mation. For example, for the wing in Fig. 2.4a, the 2D SG, which is the airfoil is

equivalent to a segment of the wing in terms of the constitutive modeling results.

If a zeroth-order approximation of the governing statement is performed [137], for

heterogeneous beam structures the effective properties can be represented as a 4× 4

stiffness matrix simultaneously accounting for extension, torsion, and bending in two

directions and all the coupling terms; for plate/shells, the effective properties are

composed of A, B, and D matrices. The second-order approximation of the governing

statement can also be performed to obtain more accurate results [137, 138] if the

influence of the transverse shear is significant and needed to be included explicitly in

the macroscopic structural model.

Since the obtained effective stiffness matrices have the same form of that of the

traditional Euler-Bernoulli beam model or Kirchhoff plate model, these traditional



29

structural models can be used for the macroscopic structural analysis, of which the

constitutive modeling can be treated as special applications of micromechanics using

the concept of SG. When a 1D or 2D continua is adopted to model the beam refer-

ence line or the plate/shell reference plane, then the detailed microstructure at each

material point is captured by the associated SG.

It is noteworthy that although the obtained effective stiffness matrices possess

the same form of that of the traditional Euler-Bernoulli beam model or Kirchhoff

plate model, the macroscopic beam model and plate model are essentially different

compared with these traditional beam or plate model. From the theory formulation

aspect, there is no ad hoc assumptions made to the kinematics as in traditional struc-

tural models. For example, in Euler-Bernoulli beam model, it is assumed that the

beam cross section is rigid and inextensible, and a plane cross section must remain

planar and normal to the deformed reference line subjected to loads. It is apparent

the constraints introduced are over stiff, from the first assumption no stretching is

allowed at the cross section, from the second assumption the transverse shear are

neglected. In MSG, the only assumptions involved are the small strain and small

local rotations of deformed SG. In addition it should be satisfied that the size of the

microstructure should be asymptotically smaller than the size of the original struc-

ture in the dimensions that are kept in the macroscopic model, for example the size

of the SG should be asymptotically smaller than the length of the beam-like struc-

ture. From the results obtained, all the coupling terms in effective stiffness matrices

are naturally considered, the fluctuating field of the microstructure subjected to no

unrealistic constraints. The accuracy of MSG beam analysis has been demonstrated

to be comparable to that of the DNS through numerical example in [139–141].

For periodic structures, it is easy to identify the SG as shown in Fig. 2.4 for beams

and Fig. 2.3 for plates. However, for some real structures in engineering applications,

periodic microstructures may not exist, such as randomly distributed fiber enforced

composites, rotor blades with varying cross section, plates with varying thickness or

changing stiffeners, etc. In such cases, we rely on the expert opinion of the analysts



30

to determine what will be the smallest representative building block of the structures,

which is similar as choosing RVEs in the RVE analysis.

2.4 Extension of Mechanics of Structure Genome

Previously the MSG theory has been derived for periodic SGs in three directions

for the heterogeneous solids, in which the assumption that the SG should be asymp-

totically smaller than the original heterogeneous solid in all the three dimensions

should be satisfied. In order to deal with the problem when this assumption is not

satisfied, for example the textile composites with finite thickness or inter-ply shifting,

the MSG is extended. The situation when the PBCs are not physically sound and

thus not applicable in all the three directions is referred as ‘aperiodic’ for simplicity

in this work.

For beam-like structures, previously only the generalized Euler-Bernoulli beam

(GEB) model is implemented in SwiftComp. When transverse shear deformation is

significant, a generalized Timoshenko beam (GTB) model is required. In order to

study the influence of the transverse shear loads in the free-edge stress analysis, the

MSG GTB model need to be developed and implemented in SwiftComp.

In addition, GTB model with SG featuring spanwise heterogeneity is of special

interest. From literature review, only very few research works successfully considered

both the transverse shear deformation modes of beam and the spanwise heterogeneity

in the same model. This is because the transverse shear deformation modes are in-

herently coupled with the bending modes in an equilibrium state of beam. In another

word, an independent pure shear mode of a segment of beam with only shear force

applied at the two ends cannot be in the equilibrium state except the length of the

segment goes to zero, which is a cross section of the beam. Therefore, most of the

work find solutions for spanwise uniform beams [137,142,143]. Based on the symplec-

tic transfer-matrix method, Bauchau and Han [144] generalized their previous work

dealing with spanwise uniform beams [142]. This is done by condensing all the DOFs
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in the UC to the nodes at the boundary surfaces of the UC using commercial FEA

software. Then a symplectic analysis need to be conducted by specially developed

codes. Both the central and extremity solutions can be solved. The results of the

local fields from this method shows a very good agreement with DNS. Cheng [145]

developed a new implementation of asymptotic method for the heterogeneous beam

structures with periodic microstructure along its axial direction. This method can

take into account the spanwise heterogeneity, and also can be conveniently imple-

mented in commercial FEA softwares by solving BVP problems over the UC for 18

times. However, it suffers from the limitation that only the coupling terms between

the two bending modes, and the coupling terms between the extension and twisting

can be considered. To use this method, the other coupling terms are assumed to be

zero, however, these coupling terms are unknown before the analysis. Therefore it

relies on the user’s experience to determine if this method can be applied to the in-

terested heterogeneous periodic beam structure. There is also no potential to extend

the method to the nonlinear regime.

This work extended the MSG and SwiftComp to deal with Timoshenko beam-like

structures with spanwise heterogeneity in both homogenization and dehomogeniza-

tion. This new functionality will first be used in the free-edge analysis with a 2D

SG, which is a reduced case of 3D SG with spanwise heterogeneity. Then the MSG

analysis of Timoshenko beam-like structures with spanwise heterogeneity will also be

studied. A new strength criterion of heterogeneous beam-like structures in terms of

internal forces and moments of beam is proposed, taken advantage of the accurate

local fields obtained from constitutive modeling of SG.

In addition, a graphic user interface (GUI) of SwiftComp in ABAQUS is devel-

oped, which expedites the application of SwiftComp and allows user to work in a

single GUI to complete the whole multiscale MSG analysis conveniently. It is noted

that after creating a free account on cdmhub.org, many files used to create the results

in this work can be obtained from https://cdmhub.org/projects/bopengsphdfile.
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3. MSG FOR APERIODIC 3D STRUCTURES

3.1 Theory Formulations

To facilitate the formulation, two coordinate systems are set up. The macro

coordinate system x = (x1, x2, x3) is applied to describe the original heterogeneous

structure, while micro coordinate system y = (y1, y2, y3) is introduced to denote the

rapid change in the material characteristics in SG. Here and throughout the paper

Latin indices assume 1, 2, and 3. Repeated indices are summed over their range except

where explicitly indicated. As the size of SG is much smaller than the wavelength

of the macroscopic deformation, we denote yi = xi/ε, with ε being a book keeping

small parameter denoting the order of the associated quantity. A field function of the

original heterogeneous structure can be generally written as a function of the macro

coordinates xi and the micro coordinates yi. The partial derivative of a function

f(xi, yj) can be expressed as

∂f(xi, yj)

∂xi
=
∂f(xi, yj)

∂xi
|yj=const +

1

ε

∂f(xi, yj)

∂yi
|xi=const ≡ f,i +

1

ε
f|i (3.1)

where the vertical line in the subscript indicates partial derivative with respect to a

micro coordinate, that is, w2|3 = ∂w2

∂y3
. As explained in Chapter 2, SG can be 1D, 2D

or 3D based on the microstructure heterogeneity. If a SG is 1D, only y3 is needed;

if a SG is 2D, y2 and y3 are needed; if a SG is 3D, all three coordinates y1, y2, y3 are

needed. For generality, we will formulate the theory for 3D SG which can be easily

reduced to deal with 1D or 2D SGs.

The first step in MSG formulation derivation is to express the kinematics, in-

cluding displacement field and the strain field of the original structures using those

of the macroscopic structural model. To replace the original heterogeneous material

with an equivalent homogeneous material, we need to first assume that the average
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displacement can be represented by the equivalent homogeneous material, in other

words,

ūi = 〈〈ui〉〉 (3.2)

where ui is the displacement of the heterogeneous material. 〈〈·〉〉 denotes average over

the SG.

We are free to express the displacement of the original heterogeneous material as

two parts, namely an averaged part depending only on the macro coordinates and a

fluctuating part depending both on the macro and the micro coordinates,

ui(x;y) = ūi(x) + εwi(x;y) (3.3)

with wi termed as fluctuating functions. Substituting Eq. (3.3) into Eq. (3.2) we get

the following constraints on the fluctuating functions,

〈wi〉 = 0 (3.4)

where 〈·〉 =
∫
·dΩ denotes an integration over the domain of the SG and Ω denotes

the volume of the domain occupied by the SG. If the original heterogeneous structure

is made of materials described using a Cauchy continuum, the infinitesimal strains

are defined as

εij(x;y) =
1

2

[
∂ui(x;y)

∂xj
+
∂uj(x;y)

∂xi

]
= ε̄ij + w(i|j) + εw(i,j) (3.5)

with ε̄ij = ū(i,j). Here, the parenthesis in the subscripts denotes a symmetric opera-

tion, for example, u(i,j) = 1
2

(ui,j + uj,i). The last term in Eq. (3.5) is asymptotically

smaller than the first two terms and its contribution to the energy can be neglected

according to VAM [146]. As the equivalent homogeneous material is what created

mathematically to approximate the original heterogeneous material, we need to de-

fine the strain field in terms of that of the original heterogeneous material. For 3D

structures, the natural choice is

ε̄ij ≡ 〈〈εij〉〉 (3.6)
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In view of Eqs. (3.5) and (3.6), we have the following constraints on the derivatives

of the fluctuating functions: 〈
w(i|j)

〉
= 0 (3.7)

Eq. (3.7) can be written as a form of surface integration so that it can be applied to

SGs with voids. The constraints will be discussed in detail in the next section.∮
∂Ω

1

2
(winj + wjni) ds = 0 (3.8)

The elastic behavior of the original heterogeneous material is governed by the principle

of minimum total potential energy. The governing variational statement is

δJ = δU − δW = 0 (3.9)

where δ is the usual Lagrangian variation, J is the potential energy, U is the strain

energy, and W is the work done by the loads of the original structure.

If we are only interested in the constitutive relations of the equivalent Cauchy

continuum, it has been proved in [24] that the effects of loads can be neglected and

hence the governing variational statement can be rewritten as

δU = δ

∫
1

2Ω
〈Dijklεijεkl〉 dΩM = 0 (3.10)

where ΩM is the volume of the macroscopic 3D solid model.

It is obvious that the governing statement can be further simplified to a variational

statement over SG. Considering the constraints in Eqs. (3.4) and (3.7), the following

functional need to be minimized:

J =

〈
1

2
Dijklεijεkl

〉
− λkl〈w(k|l)〉 − ηi 〈wi〉

=

〈
1

2
Dijkl

(
ε̄ij + w(i|j)

) (
ε̄kl + w(k|l)

)〉
− λkl〈w(k|l)〉 − ηi 〈wi〉

(3.11)

where λkl and ηi are Lagrange multipliers to enforce the constraints in Eqs. (3.7) and

(3.4), respectively. Note λij = λji.
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Introducing the matrix notation of the strain field of the original structure Γ, the

generalized strain measures for the macroscopic structural model ε̄, and the fluctuat-

ing function w as follows

Γ = bε11 ε22 ε33 2ε23 2ε13 2ε12cT (3.12)

ε̄ = bε̄11 ε̄22 ε̄33 2ε̄23 2ε̄13 2ε̄12cT (3.13)

w = bw1 w2 w3cT (3.14)

The strain field of the 3D original structures can also be rewritten using the matrix

notation

Γ = Γhw + Γεε̄ (3.15)

where Γh is an operator matrix depending on the dimension of the SG. If a 3D SG is

used,

Γh =



∂
∂y1

0 0

0 ∂
∂y2

0

0 0 ∂
∂y3

0 ∂
∂y3

∂
∂y2

∂
∂y3

0 ∂
∂y1

∂
∂y2

∂
∂y1

0


(3.16)

If the SG is a lower-dimensional one, one just needs to vanish the corresponding terms

corresponding to the micro coordinates which are not used in describing the SG. For

example, for 2D SG,

Γh =



0 0 0

0 ∂
∂y2

0

0 0 ∂
∂y3

0 ∂
∂y3

∂
∂y2

∂
∂y3

0 0

∂
∂y2

0 0


(3.17)

Using the matrix notation, the governing statement becomes

J =

〈
1

2
(Γhw + Γεε̄)

TD(Γhw + Γεε̄)− λΓhw − ηΓcw

〉
(3.18)
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where D is the 6 × 6 stiffness matrix for the material, Γhw denotes the constraints

of Eq. (3.7), and Γcw denotes the constraints of Eq. (3.4), of which Γc is an identity

matrix. In MSG the variables to solve are the fluctuating functions. Since we directly

solve the fluctuating functions, PBCs are not applied in terms of macro strain ε̄ij as

in RVE analysis.

3.2 Remarks on the Constraints

Several remarks can be made within the framework of the proposed theory. First,

the constraints in Eq. (3.7) are equivalent to SUBCs applied in the RVE analysis

when the material constituents are perfectly bonded. This can be derived from Eq.

(3.11). The principle of minimum total potential energy requires that δJ = 0. By

integration by parts we get

0 = δJ =
〈
Dijkl

(
ε̄ij + w(i|j)

)
δ
(
ε̄kl + w(k|l)

)〉
− λkl〈δw(k|l)〉 − δλkl〈w(k|l)〉 − ηi〈δwi〉 − δηi 〈wi〉

=

∫
Ω

[
Dijkl

(
ε̄ij + w(i|j)

)
− λkl

]
δw(k|l)dΩ

− δλkl〈w(k|l)〉 − ηi〈δwi〉 − δηi 〈wi〉

= −
∫

Ω

[
Dijkl

(
ε̄ij + w(i|j)

)
− λkl

]
|l δwkdΩ

+

∮
∂Ω

[
Dijkl

(
ε̄ij + w(i|j)

)
− λkl

]
nlδwkds

− δλkl〈w(k|l)〉 − ηi〈δwi〉 − δηi 〈wi〉

= −
∫

Ω

(σkl|l + ηk)δwkdΩ +

∮
∂Ω

(σkl − λkl)nlδwkds

− δλkl〈w(k|l)〉 − δηi〈wi〉

(3.19)

where ∂Ω denotes the boundary surfaces of the SG, and nl are the components of the

unit vector n along the exterior normal of of the boundary surfaces. In the above

deduction we have utilized the fact that ε̄ij and λkl do not depend on the micro

coordinates and that σkl = Dijkl

(
ε̄ij + w(i|j)

)
. Since δwk in the surface integral of the

above equation is arbitrary, to make δJ = 0 we have tractions tk = σklnl = λklnl on
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∂Ω. It is noted λkl are six constants, therefore tk represent uniform tractions on the

boundary surfaces.

Second, other constraints, such as PBCs can be easily added to Eq. (3.18). In

addition, PBCs are consistent with Eq. (3.7). For example, if a heterogeneous struc-

ture is periodic in three directions, the fluctuating functions wi must be periodic and

satisfy Eq. (2.1). It is noted that since we directly solve the fluctuating functions,

the PBCs are not applied in terms of macro strain ε̄ij as in RVE analysis. PBCs

automatically satisfy the constraints in Eq. (3.7), which can be easily concluded from

Eq. (3.8).

Third, the present theory can also handle heterogeneous materials with partial

periodicity. For convenience, the boundary surfaces normal to yi axis are denoted as

Ai, the surface with a positive exterior normal is denoted as A+
i while the one with

a negative exterior normal is denoted as A−i . If a material is periodic in the in-plane

directions y1 and y2, it is only reasonable to apply PBCs on the boundary surfaces

normal to the in-plane directions, that is A1 and A2. In addition, the constraints in

Eq. (3.7) should still be applied in the SG. We name these combined constraints as

‘MIX001’, where the ‘0’ at the first place denotes periodicity in the y1 direction, the

‘0’ at the second place denotes periodicity in the y2 direction, and the ‘1’ at the third

place means that no extra constraint is applied in the A3. From the derivation in Eq.

(3.19), the combined constraints MIX001 is equivalent to applying PBCs at A1 and

A2 and apply SUBCs at A3. Following the same notation, different combination of

constraints can be named as ‘MIXijk’. In ‘MIXijk’, the place of the number i, j, k

denotes the corresponding axis direction, and number ‘0’ at i denotes periodicity in

yi direction. Therefore, as shown in Fig. 3.1, PBCs are applied to the pair of blue

surfaces: ‘MIX011’ means that periodic constraints are applied to the surfaces normal

to y1, ‘MIX010’ means periodic constraints are applied to the surfaces normal to y1

and y3 respectively.

When PBCs are applied in addition to the volume integral constraints in Eq. (3.7),

some of the constraints can be satisfied by the PBCs applied as shown in Table 3.1. In
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(a) PBCs (b) MIX001 (c) MIX011 (d) MIX010

Fig. 3.1. Combined boundary conditions referred in the form of
‘MIXijk’: PBCs are applied to the pair of surfaces in blue in ad-
dition to the volume integral constraints in Eq. (3.7).

the first three cases MIX011, MIX101 and MIX110, PBCs are applied on one pair of

boundary surfaces Ai, i = 1, 2 or 3 respectively, five volume integral constraints need

to be exerted. When PBCs are applied on two pairs of boundary surfaces, only three

volume integral constraints will remain. If PBCs are applied to all the three pairs of

boundary surfaces on the SG, all the volume integral constraints will be removed.

Table 3.1.
Mixed constraints of 3D SGs.

Constraints PBCs on
〈
w(1|1)

〉 〈
w(2|2)

〉 〈
w(3|3)

〉 〈
w(2|3)

〉 〈
w(1|3)

〉 〈
w(1|2)

〉
MIX011 A1 0 - - - - -

MIX101 A2 - 0 - - - -

MIX110 A3 - - 0 - - -

MIX100 A2, A3 - 0 0 0 - -

MIX010 A1, A3 0 - 0 - 0 -

MIX001 A1, A2 0 0 - - - 0

PBCs A1, A2, A3 0 0 0 0 0 0

A 2D SG lying in the o − y2y3 plane, could be viewed as equivalent to a 3D SG

that is uniform in the y1 direction and having PBCs applied to boundary surface

A1. Comparing the constraints of Eq. (3.7) and Table 3.2, it is obvious that some

components of constraints for 3D SG have been satisfied in 2D SG. Therefore, the
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combined constraints in a 2D SG should be written in a form of ‘MIX0jk’. In ad-

dition, by applying the same boundary conditions on A2 and A3 on 3D SG and 2D

SG, that is when the notation ‘MIX0jk’ are the same for 3D SG and 2D SG, the

obtained constitutive relations will exactly the same. This conclusion is numerically

demonstrated in section 3.4.1 using the example of a unidirectional fiber-reinforced

composite.

Table 3.2.
2D SG: Volume integral constraints and surface integral constraints by components.

Volume integral Surface integral〈
w2|2

〉 ∮
A2
w2n2ds〈

w3|3
〉 ∮

A3
w3n3ds〈

1
2
(w2|3 + w3|2)

〉
1
2

∮
A3
w2n3ds+ 1

2

∮
A2
w3n2ds〈

1
2
w1|3

〉
1
2

∮
A3
w1n3ds〈

1
2
w1|2

〉
1
2

∮
A2
w1n2ds

The constraints in Eq. (3.7) imply that the average strain can be calculated using

the volume integral in Eq. (3.6), which is not valid when void part exists. To demon-

strate this, first we treat the void part as filled with a dummy material. As shown in

Eq. (3.20).

ε̄ij =
1

Ω
〈εij〉

=
1

Ωm

∫
Ωm

εmij dΩ +
1

Ωv

∫
Ωv

εvij dΩ

=

∮
∂Ωm

1

2
(uinj + ujni) ds+

∮
∂Ωv

1

2
(uinj + ujni) ds

(3.20)

where Ωm and εmij denote the volume and strain in the material part, while Ωv and εvij

denote the volume and strain in the void part. When the dummy material is removed,

the Eq. (3.20) does not hold because the deformation of the void part cannot be
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calculated. However, when the void part is all inside the SG without intersecting the

boundary surface, the first term in the last row of Eq. (3.20) can be written as∮
∂Ωm

1

2
(uinj + ujni) ds =

∮
∂Ω

1

2
(uinj + ujni) ds−

∮
∂Ωv

1

2
(uinj + ujni) ds (3.21)

Substitute Eq. (3.21) to Eq. (3.20), Eq. (3.8) is still valid for this case. It then can

be extended to the case when PBCs are applied to the boundary surfaces with void

intersected, in which Eq. (3.20) can still hold.

Lastly, to consider the finite thickness of textile composites, Espadas-Escalante

proposed to use PBCs at boundary surfaces normal to the in-plane directions and

SUBCs at the top and bottom surfaces and show its advantage compared with us-

ing PBCs on a UC. However, no verification is provided that the proposed mixed

boundary condition can satisfy the Hill-Mandel condition [57]. The proof is given as

follows.

The Hill-Mandel condition states that the volume average of the microscopic strain

energy density over the UC should be equal to the macroscopic strain energy density

that calculated by the macroscopic stress and strain. Consider a UC that is perfectly

bonded, the Hill-Mandel condition can be expressed as

〈〈σijεij〉〉 − σ̄ij ε̄ij =
1

Ω

∮
∂Ω

nk (σik − σ̄ik) (ui − yj ε̄ij) ds = 0 (3.22)

where the macro stress σ̄ij = 1
Ω

∫
Ω
σijdΩ and the macro strain ε̄ij = 1

Ω

∫
Ω
εijdΩ. In

addition, instead of using volume average the macro stress and strain can be expressed

as integrals over the boundary surfaces of the UC,

σ̄ij =
1

Ω

∮
∂Ω

σikyjnkds =
1

Ω

∮
∂Ω

t◦i yids

ε̄ij =
1

2Ω

∮
∂Ω

(
u◦inj + u◦jni

)
ds

(3.23)

where u◦i and t◦i are the displacements and tractions on the boundary surfaces.

For clarity the mixed boundary conditions prescribed in this case are summarized

in Table 3.3. The six load cases are labeled as ‘11’, ‘22’, and so on, the meaning of

which is self-explanatory. The superscript ‘◦’ in ε◦ij means that a macro strain com-

ponent is applied to the UC. Correspondingly, u◦i means the displacement component
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at the boundary surfaces due to the applied macro strain. di denotes the length of

the UC in the yi direction.

Table 3.3.
Mixed boundary conditions

Load case A1 A2 A3

11 u◦+1 − u
◦−
1 = d1ε

◦
11 u◦+1 − u

◦−
1 = 0 σ◦

i3 = 0

u◦+2 − u
◦−
2 = 0 u◦+2 − u

◦−
2 = 0 i = 1, 3

u◦+3 − u
◦−
3 = 0 u◦+3 − u

◦−
3 = 0

22 u◦+1 − u
◦−
1 = 0 u◦+1 − u

◦−
1 = 0 σ◦

i3 = 0

u◦+2 − u
◦−
2 = 0 u◦+2 − u

◦−
2 = d2ε

◦
22 i = 1, 3

u◦+3 − u
◦−
3 = 0 u◦+3 − u

◦−
3 = 0

12 u◦+1 − u
◦−
1 = 0 u◦+1 − u

◦−
1 = d2ε

◦
12 σ◦

i3 = 0

u◦+2 − u
◦−
2 = d1ε

◦
12 u◦+2 − u

◦−
2 = 0 i = 1, 3

u◦+3 − u
◦−
3 = 0 u◦+3 − u

◦−
3 = 0

33 u◦+i − u
◦−
i = 0 u◦+i − u

◦−
i = 0 σ◦

33 = 1

σ◦
13 = σ◦

23 = 0

13 u◦+i − u
◦−
i = 0 u◦+i − u

◦−
i = 0 σ◦

13 = 1

σ◦
33 = σ◦

23 = 0

23 u◦+i − u
◦−
i = 0 u◦+i − u

◦−
i = 0 σ◦

23 = 1

σ◦
33 = σ◦

13 = 0

Before proceeding to prove the Hill-Mandel condition with the given boundary

conditions in Table 3.3 for case MIX001, we have the following preliminary results:

1. On the boundary surfaces Ai, i = 1, 3, the following conditions stand

[nk (σik − σ̄ik)]+ = −[nk (σik − σ̄ik)]− (3.24)

To prove this we note that σ̄+
ik = σ̄−ik on Ai, i = 1, 3, because that they are volume

averaged quantities and do not depend on the microscopic coordinates. On the other

hand, on surface A3 σ
+
ik = σ−ik which are given in the SUBCs applied on A3. Further-

more, on surfaces A1 and A2 we have [nkσik]
+ = −[nkσik]

− due to the fact that they

are the reaction traction related to the PBCs applied on these surfaces.
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2. For all of the load cases listed in Table 3.3, the following conditions stand

ε̄αβ = ε◦αβ α, β = 1, 2 (3.25)

Without loss of generality here we only show the case of α, β = 1 for load case 11.

Other cases can be shown similarly. For this case, as listed in Table 3.3, u◦+1 − u◦−1 =

d1ε
◦
11 on surface A1. Consequently, in view of the second equation in Eq. (3.23), we

have

ε̄11 =
1

2Ω

∮
∂Ω

(u◦1n1 + u◦1n1)ds =
1

Ω

∫
A+

1 ,A
−
1

(u◦+1 − u◦−1 )ds =
1

Ω
ε◦11d1A1 = ε◦11 (3.26)

where the terms with superscript + or − are integrated only on the corresponding

surface with the same normal direction.

Generally ε̄i3 6= 0, i = 1, 3 for all the load cases. This can be shown as the following

ε̄α3 =
1

2Ω

∮
∂Ω

(u◦αn3 + u◦3nα) ds

=
1

2Ω

[∫
A+

3 ,A
−
3

(
u+◦
α − u−◦α

)
ds+

∫
A+
α ,A

−
α

(
u+◦

3 − u−◦3

)
ds

]
=

1

2Ω

∫
A+

3 ,A
−
3

(
u+◦
α − u−◦α

)
ds 6= 0

(3.27)

ε̄33 =
1

2Ω

∮
∂Ω

(u◦3n3) ds =
1

Ω

∫
A+

3 ,A
−
3

(
u+◦

3 − u−◦3

)
ds 6= 0 (3.28)

3. For all of the load cases, the following conditions stand

σ̄i3 = σ◦i3 (3.29)

In view of the first equation in Eq. (3.23) this can be shown by the following

σ̄i3 =
1

Ω

∮
∂Ω

σiknky3ds

=
1

Ω

[∫
A+

1 ,A
−
1

(σ+
i1 − σ−i1)y3ds+

∫
A+

2 ,A
−
2

(σ+
i2 − σ−i2)y3ds

+
1

Ω
(

∫
A+

3

σ+
i3y3ds−

∫
A−3

σ−i3y3ds)

=
1

Ω
(

∫
A+

3

σ+
i3y3ds−

∫
A−3

σ−i3y3ds)

=
1

Ω
σ◦i3d3A3

= σ◦i3

(3.30)
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4. For all of the load cases, the following conditions stand

σ̄3α =
1

Aα

∫
Aα

σ3αds, α = 1, 2 (3.31)

In view of the first equation in Eq. (3.23) this can be shown by the following

σ̄31 =
1

Ω

∮
∂Ω

σ3knky1ds

=
1

Ω
(

∫
A+

1

σ+
31y1ds−

∫
A−1

σ−31y1ds)

+
1

Ω

[∫
A+

2 ,A
−
2

(σ+
32 − σ−32)y1ds+

∫
A+

3 ,A
−
3

(σ+
33 − σ−33)y1ds

]
=

1

Ω
(

∫
A+

1

σ+
31y1ds−

∫
A−1

σ−31y1ds)

=
1

Ω

∫
A1

σ31d1ds

=
1

A1

∫
A1

σ31ds

(3.32)

In the second row of Eq. (3.32), the first bracket equals to zero because of the PBCs

applied on A2, the third term equals to zero due to the applied SUBCs on A3. In the

same way, σ̄32 = 1
A2

∫
A2
σ32ds can be proved.

Now it can be proved that the mixed boundary conditions listed in Table 3.3

satisfy the Hill-Mandel conditions. Based on Eq. (3.24), Eq. (3.22) can be written in

as

〈〈σijεij〉〉 − σ̄ij ε̄ij =
1

Ω

∮
∂Ω

nk (σik − σ̄ik) (ui − yj ε̄ij) dΩ

=
1

Ω

∫
A1

(σi1 − σ̄i1)
[
(ui − yj ε̄ij)+ − (ui − yj ε̄ij)−

]
ds

+
1

Ω

∫
A2

(σi2 − σ̄i2)
[
(ui − yj ε̄ij)+ − (ui − yj ε̄ij)−

]
ds

+
1

Ω

∫
A3

(σi3 − σ̄i3)
[
(ui − yj ε̄ij)+ − (ui − yj ε̄ij)−

]
ds

(3.33)

The first two expressions after the second equal sign are 0, because based on Eq. (3.25)

and the applied PBCs on A1 and A2, when i = 1 and 2,

(ui − yj ε̄ij)+ − (ui − yj ε̄ij)− = 0 (3.34)
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When i = 3,

1

Ω

∫
A1

(σ31 − σ̄31)
[
(u3 − y1ε̄31)+ − (u3 − y1ε̄31)−

]
ds

=
1

Ω
d1ε̄31

∫
A1

(σ31 − σ̄31) ds

(3.35)

In the same way,

1

Ω

∫
A2

(σ32 − σ̄32)
[
(u3 − y2ε̄32)+ − (u3 − y2ε̄32)−

]
ds

=
1

Ω
d2ε̄32

∫
A2

(σ32 − σ̄32) ds

(3.36)

Due to Eq. (3.33), Eq. (3.35), (3.36) are zero. The third expression in Eq. (3.33)

also equals to 0 according to Eq. (3.29). Therefore Eq. (3.33) has been proved to

be zero and thus the Hill-Mandel condition has been proved to be satisfied when the

considered mixed boundary conditions are applied.

From Eq. (3.35) and Eq. (3.36), it can also be observed that if the third constraints

on A1 and A2 in Table 3.3, i.e. u◦+3 − u◦−3 = 0 are changed to u◦+3 − u◦−3 = ε◦α3,

the Hill-Mandel condition will still be satisfied and the same effective properties and

dehomogenization relations will be obtained. However, a different rigid body rotation

will be observed.

3.3 Finite Element Implementation

3.3.1 Finite Element Formulation

To minimize the functional in Eq. (3.18) for general cases, we need to turn to

numerical techniques such as the FEM. It is possible to formulate the FEM solution

based on Eq. (3.18) directly. However, since the constraints of the last term do not

affect the minimum value of J but help uniquely determine the fluctuating functions,

in practice we can constrain the fluctuating functions at an arbitrary node to be zero

and later use these constraints to recover the unique fluctuating functions. Discretize

w using the finite elements as

w(xi; yj) = S(yj)V (xi) (3.37)
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where S represents the shape functions and V a column matrix of the nodal values

of the fluctuating functions. Note that in this work, the 2D elements still have three

degrees of freedom at each node.

Substituting Eq. (3.37) into Eq. (3.18), we obtain a discretized version of the

functional J as

J =
1

2

(
V TEV + 2V TDhεε̄+ ε̄TDεεε̄

)
− V TDT

hλλ (3.38)

where

E =
〈

(ΓhS)T D (ΓhS)
〉

Dhε =
〈

(ΓhS)TD
〉

Dεε = 〈D〉 Dhλ = 〈ΓhS〉T (3.39)

It is noted that the last term 〈ηΓcw〉 in Eq. (3.18) is dropped, because this constraint

is equivalent to remove the rigid body translation, therefore it can be easily applied

by fixing a node. If PBCs on Ai are applicable, the PBCs can be imposed by enforcing

nodal values of nodes on A+
i and on A+

i − to be equal and reducing the DOFs of the

SG analysis. Minimizing J in Eq. (3.38) gives us the following linear system E −Dhλ

−DT
hλ 0

 V

λ

 =

 −Dhεε̄

0

 (3.40)

It is clear that V will linearly depend on ε̄, and the solution can be symbolically

written as

V = V0ε̄ (3.41)

With the solution in Eq. (3.41), we can calculate the strain energy storing in the SG

as the first approximation as

U =
1

2
ε̄T
(
Dεε + V T

0 Dhε

)
ε̄ ≡ Ω

2
ε̄TD̄ε̄ (3.42)

where D̄ is the effective stiffness matrix to be used in the macroscopic structural

analysis.

The local fields within the SG can also be obtained based on the global displace-

ment ū and global strain ε̄. Knowing ε̄, we can compute the fluctuating function

as

w = SV0ε̄ (3.43)
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therefore from Eq. (3.3)

u = ū+ SV0ε̄ (3.44)

The local strain field can be obtained using Eq. (3.15) as

ε = ε̄+ ΓhSV0ε̄ (3.45)

The local stress field can be obtained directly using the Hooke’s law as

σ = Dε. (3.46)

3.3.2 Locking in Finite Element Analysis

The MSG theory has been implemented into a code SwiftComp based on FEM.

The standard integration technique used in the previous version of SwiftComp could

introduce locking phenomenon in the constitutive model of SG, influence the accuracy

of both the effective properties and the local fields, and reduce the convergence rate

of the results in terms of mesh density.

In order to improve the accuracy of the SG constitutive modeling, different integra-

tion techniques are implemented according to the element types. The reduced integra-

tion techniques are used for the 20-noded brick element and the 8-noded quadrilateral

element, and the B-bar method is implemented for the 8-noded brick element and the

4-noded quadrilateral element. It is noted that the application of B-bar method is

slightly adapted for the 4-noded quadrilateral element in SwiftComp, compared with

that applied to the usual plane-stress or plane strain 4-noded quadrilateral element.

The reason is that in SwiftComp, each node of 2D SG still keeps three DOFs of

fluctuating functions, as indicated in Eq. (3.14) and (3.37).

Finite elements are referred to ‘lock’ if they produce nonphysically over stiff re-

sponse of deformation, rendering unusable results. Locking can occur for a number

of reasons. In the 2D and 3D continuum elements that used in solid structural anal-

ysis, the most common cause is that the finite element shape functions are unable to

properly approximate the strain field and thus the solution converges slowly as the

mesh size is reduced [147].
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The most common locking phenomena are shear locking and volumetric locking

due to the strain component that is not correctly approximated. For example, shear

locking happens when using the standard 4-noded quadrilateral elements to approx-

imate the strain distribution of in-plane bending, since the bilinear shape functions

of this element type cannot correctly interpolate the bending displacement field and

will give rise to large, nonphysical shear stiffness in bent elements. Shear locking

is thought to be relatively benign because it can be avoided by using higher order

elements, and in some cases by refining the mesh sufficiently [147]. Incompatible

element types have also been designed to avoid shear locking, in which an additional

strain distribution mode is added to accurately approximate bending [148].

Volumetric locking arises in the analysis of (almost) incompressible materials, such

as isotropic materials with Poisson’s ratio approaching to 0.5. In the incompressible

limit, the volumetric strain at any of the material points should be zero, which put the

incompressibility constraints to the finite element. However, the finite element shape

functions usually cannot vanish the volumetric strain at all the integration points in

the element. The nonzero volumetric strain derived from the shape functions will

result in unreasonable large virtual power, and thus make the element over stiff.

Volumetric locking is considered to be more severe than shear locking, because

it cannot be avoided by refining the mesh, and it almost exists in all the commonly

used standard fully integrated continuum element types at the incompressible limit

[149]. Poor performance even appears when Poisson’s ratio is as small as 0.45 in

some element types. Nagtegaal et.al [150] evaluated the suitability of the commonly

used finite elements for incompressible conditions and found that only the 6-noded

triangular element and 10-noded tetrahedron could be used at the incompressible

limit. Sloan and Randolph [151] demonstrated that higher order elements, compared

with the first order elements, are less likely to produce volumetric locking.

Several kinds of methods have been developed to avoid volumetric locking, in-

cluding reduced integration [147,147], selectively reduced integration [152] and B-bar

method [153]. Reduced integration is to reduce the number of integration points one
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order less accurate than the standard full integration scheme. For example, in the

case of 8-noded quadrilateral element, a 2× 2 scheme will be used, reduced from the

standard 3 × 3 integration scheme. Reduced integration technique works great for

quadratic quadrilateral and brick elements, because it can completely resolves locking

and even improves the accuracy of the elements [147]. However, for 4-noded quadri-

lateral elements or 8-noded brick elements, reduced integration can reduce the rank

of the total stiffness tensor, and make the total stiffness matrix singular. This can

result in spurious deformation mode that make the material deform without causing

any stress. This phenomenon is known as ‘hourglassing’ [147]. It is also noteworthy

that the linear triangular and tetrahedral elements cannot be reduced and are not

suitable to be used modeling near incompressible materials.

To use 4-noded quadrilateral elements or 8-noded brick elements, selectively re-

duced integration or B-bar method can be used. Both of these two methods works by

separating the virtual power into a volumetric part and a deviatoric part and treating

them separately. The deviatoric part is integrated in the standard way, while the vol-

umetric part is computed in an average sense to reduce the over estimated dilatation

stiffness.

The selectively reduced integration works well for isotropic materials in the lin-

ear elasticity range. In this case the element stiffness matrix can be reduced to two

components, one is related to the dilatational strain, and the other is related to the de-

viatoric strain. The selectively reduced integration method integrates the deviatoric

part of the stiffness matrix using the full integration scheme, and integrate the volu-

metric strain related part of element stiffness using the reduced integration scheme.

However, for orthotropic and anisotropic materials, or elasto-plastic materials, the

extension of this method is ambiguous and computationally inconvenient.

In contrast, the B-bar method, proposed by Hughes [153], can be easily generalized

to deal with orthotropic and anisotropic materials in finite strain problems. This

method is chosen in this work. In B-bar method, the definition of the strain in
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the element is modified. Here, the B-bar method in small strain linear elasticity is

illustrated.

The element stiffness matrix and the element internal force are represented as

Ke =

∫
Ωe
BTDB dΩ (3.47)

f e =

∫
Ωe
BTσ dΩ (3.48)

where B is the strain-displacement matrix,

B = bB1, B2, . . . , Bnenc (3.49)

and nen is the number of element nodes. In 3D analysis, a submatix of B can be

denoted as Ba, 1 ≤ a ≤ nen.

Ba =



b1 0 0

0 b2 0

0 0 b3

0 b3 b2

b3 0 b1

b2 b1 0


(3.50)

In Eq. (3.50),

bi =
∂Sa
∂xi

(3.51)

where Sa is the shape function associated with node a, and xi is the ith Cartesian

coordinate.

To apply these standard expressions into nearly incompressible materials, the

definition of Ba must be changed. The procedures start with separating Ba with a

dilatational part Bdil
a and a deviatoric part Bdev

a .

Bdil
a =

1

3



b1 b2 b3

b1 b2 b3

b1 b2 b3

0 0 0

0 0 0

0 0 0


(3.52)
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The deviatoric part of Ba is then defined as

Bdev
a = Ba −Bdil

a (3.53)

An improved form of Bdil
a must be chosen to achieve an effective formulation for nearly

incompressible applications, denoted by B̄dil
a .

B̄dil
a =

1

3



b̄1 b̄2 b̄3

b̄1 b̄2 b̄3

b̄1 b̄2 b̄3

0 0 0

0 0 0

0 0 0


(3.54)

Now we use B̄a to replace Ba to be used in Eq. (3.47),

B̄a = Bdev
a + B̄dil

a = Ba −Bdil
a + B̄dil

a (3.55)

which explicitly gives

B̄a =



b5 b6 b8

b4 b7 b8

b4 b6 b9

0 b3 b2

b3 0 b1

b2 b1 0


(3.56)

where

b4 =
b̄1 − b1

3

b5 = b1 + b4

b6 =
b̄2 − b2

3

b7 = b2 + b6

b8 =
b̄3 − b3

3

b9 = b3 + b8

(3.57)
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The B-Bar method then reduces to choosing appropriate b̄i. Hughes [153] presented

many forms of b̄i. In this work, a specialization to the mean-dilation element of

Nagtegaal [150] is used which takes the form shown below

b̄i =

∫
Ωe
bi dΩe∫

Ω
dΩ

(3.58)

This means that the dilation contribution is computed from the mean value of bi,

thereafter the name of mean-dilation element.

Traditionally, 2D elements are used for plane strain/stress cases and the B matrix

should be modified as

Ba =


b1 0 0

0 b2 0

b2 b1 0

 (3.59)

However, in this work 2D elements keep all the three DOFs. Corresponding to the

3D strains of the 2D elements in Eq. (3.17), the form of Ba is

Ba =



0 0 0

0 b2 0

0 0 b3

0 b3 b2

b3 0 0

b2 0 0


(3.60)

3.4 Validation and Application of Solid Model

The present theory is implemented in SwiftComp, a general-purpose multiscale

constitutive modeling code. In this section, first of all the influence of different bound-

ary conditions with respect to the apparent properties of fiber-reinforced composite

is studied. Then to further illustrate the influence of the different constraints, the

concentric cylinder assemblage (CCA) model is solved using the current method and

compared with the results given by [154]. Woven composites are studied using the

current theory. The effective properties of a plain-weave composite is first studied



52

and compared with experiment results. Then a 3D orthogonal interlock composite

is studied and the results are compared with 3D direct FE simulation to demon-

strate the effectiveness of the theory in both homogenization and dehomogenization.

A randomly distributed short fiber reinforced composite is studied when it is diffi-

cult to create periodic nodes on the corresponding boundary surfaces. Two examples

of porous materials are used to demonstrate that this theory is also applicable to

materials with voids.

3.4.1 Influence of Boundary Conditions to Apparent Properties

In order to understand the influence of the different boundary conditions, an

example of a unidirectional fiber reinforced composite is used. The SG is made of an

isotropic matrix material (E = 3.45 GPa, ν = 0.37) and a transversely isotropic fiber

(EL = 58.61 GPa, ET = 14.49 GPa, GLT = 5.38 GPa, νLT = 0.250, νTT = 0.247)

with volume fraction of fiber equal to 0.6. 3D SG and 2D SG are shown in Fig. 3.2. In

order to study the influence of the boundary conditions to the apparent properties,

homogenization is conducted with different constraints, including PBCs, KUBCs,

SUBCs, and four combined constraints MIX011, MIX010, MIX001 and MIX100. The

number of SGs in each direction is increased from 1 to 3, therefore the total number

of SGs increased from 1 to 8 and then to 27. The obtained apparent properties are

shown in Fig. 3.3, in which the vertical axis value r is the relative difference calculated

by

r = (P − PPBCs)/PPBCs × 100(%) (3.61)

where P is a certain apparent property calculated using the considered boundary con-

ditions, PPBCs is the corresponding effective property obtained with PBCs. It should

be noted that in Fig. 3.3, curves are used for better visualization of the apparent

properties, which have no physical meaning as the horizontal axis is the number of

SGs, only symbols correspond to real results.
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(a) 3D SG (b) 2D SG

Fig. 3.2. SG of the unidirectional fiber reinforced composite.

The SG of the unidirectional fiber-reinforced composite is transversely isotropic

when PBCs, KUBCs, SUBCs, MIX011 and MIX100 are applied, in which the effective

properties will remain transversely isotropic. In MIX010 model PBCs are applied to

A1, A3 while in MIX001 model PBCs are applied to A1, A2. Therefore in these two

cases the effective material will not be transversely isotropic. However, the E2, G12

and ν12 from MIX010 are equal to the E3, G13 and ν13 from MIX001, respectively.

Therefore, E3, G13 and ν13 are not included in Fig. 3.3.

It is well accepted that KUBCs model is most kinematically constrained and

provides the upper bound for the apparent stiffness tensor, while the SUBCs model is

equivalent to the minimum kinematical constraints and provides the lower bounds for

the apparent stiffness tensor. Other boundary conditions such as PBCs and MUBCs

provide apparent stiffness lying between [155]. It is obvious to find the results shown

in Fig. 3.3 are consistent with this conclusion. As the number of SGs increasing, all

the apparent properties P show an expected convergence to the effective properties

predicted by PBCs. For SGs with periodicity in all three directions, denoted as

‘PBC’ in the Fig. 3.3, results remain the same no matter how many SGs used in the

analysis. In addition, E1, E2, G12, G13 obtained from combined constraints MIX011,

MIX010, MIX001, and MIX100 lie between the bound values from using PBCs and
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Fig. 3.3. Influence of the boundary conditions on the homogenized properties.
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SUBCs. The reason is in the combined constraints PBCs are partially substituted by

the volume integral constraints in Eq. (3.7) which are weaker constraints.

From Fig. 3.3(a), it can be observed that when strain based constraints are applied

to A1, including MIX011, MIX010 and MIX001, PBCs and KUBCs, the E1 from all

these models agree very well. When the PBCs are removed, i.e., in MIX100 and

SUBCs, E1 is much smaller compared with that from PBCs. Therefore, if PBCs are

applied nonphysically, large error could be introduced into the model.

As shown in Fig. 3.3(a) and 3.3(b), E1 from MIX100 is much smaller than that

from PBCs, as well as E2 from MIX010 compared with that from PBCs. The am-

plitude of r in the first case is much larger than that of the second case. This

phenomenon can be explained using boundary layer that created by the boundary

conditions. PBCs converge fastest in terms of volume element size, because PBCs

introduce the thinnest boundary layer if the material is not periodic, and has no

boundary layer for periodic materials. An RVE is a volume element that the in-

fluence of the boundary layer can be neglected with regarding to the homogenized

behavior. The microstructure also influences the thickness of boundary layer. When

the material is more homogeneous on the boundary surfaces, the apparent properties

will converge faster with respect to the size of of the volume element [31]. In the

SG of this example, fiber only intersects A1, while on A2 and A3 the material is ho-

mogeneous. Therefore, compared the difference ratio r for E1 in MIX100 model (in

Fig. 3.3(a)) with r for E2 from MIX010 model (in Fig. 3.3(b)), the amplitude of r in

the first case is much larger than that of the second case.

In Fig. 3.3(b), PBCs are applied to A2 in MIX001 and MIX100, therefore they pre-

dict a larger E2 compared with the cases in MIX010 and MIX011, in which PBCs are

not applied to A2. MIX011 predicts a lower E2 than MIX010 because less constraints

are imposed on A3.

As shown in Fig. 3.3(c), G12 is mainly related with the boundary conditions applied

to A1 and A2. When PBCs are applied to these two pairs of surfaces such as in

MIX001, the obtained G12 is the same as that from PBCs. When PBCs are missing
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on A1 or A2 in the other combined constraints, G12 is smaller. From Fig. 3.3(d), it

seems G23 is less sensitive with respect to the boundary conditions except KUBC,

which probably related to the symmetry and homogeneous material distribution on

A2 and A3. In this example, it is observed significant error is created by using KUBCs

when predicting the shear modulus G12 and G23.

The Poisson’s ratios from the combined constraints are not within the range be-

tween that from KUBCs and SUBCs because this cannot be concluded from the

bounds of the apparent stiffness tensor. However, they also display a consistent con-

vergence tendency as SGs increasing.

It is also noted that in this case the 3D SG features no heterogeneity in y1 direction,

therefore a 2D SG as shown in Fig. 3.2(b) can be used to produce exactly the same

effective property values with 3D SG once the constraints in the two models are

equivalent as discussed in section 3.2. For example, numerical test results show a

perfect agreement between the constitutive relations obtained from 3D SG using

MIX001 and that obtained from 2D SG with PBCs applied at the edges normal to

y2. The principle also applies to microstructures featuring 1D heterogeneity. Such

capability of using 1D or 2D SGs to obtain 3D properties is not possible using the

RVE analysis.

3.4.2 CCA Model

CCA model [154, 156] is a well-known analytic micromechanics model to obtain

composite effective elastic properties in terms of the constituent properties and their

volume fractions without considering the real microstructure of the composite. The

current example use the geometry of the CCA model as shown in Fig. 3.4. In the

model, the inner cylinder is graphite fiber with transversely isotropic properties (EL =

345 GPa, ET = 9.66 GPa, GLT = 2.07 GPa, νLT = 0.20, νTT = 0.30), while the

annulus is epoxy with isotropic properties (E = 3.45 GPa, ν = 0.35).
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Fig. 3.4. A mesh of the CCA model with fiber volume fraction of 0.6.

However, when calculating the effective transverse properties ET , GTT , νTT , the

implementation of two different boundary conditions resulted into two bounds. Upper

bounds of GTT and ET are obtained from using the transverse shear displacement

boundary condition, while the lower bounds of them are calculated from using the

uniform traction boundary conditions.

The MSG analysis is carried out using the 2D SG as shown in Fig. 3.4 with only

the volume integral constraints in Eq. (3.7) applied. It is noted based on the 2D

SG configuration, the terms
〈
wi|1
〉

in Eq. (3.7) are reduced, that is
〈
wi|1
〉

= 0 are

automatically satisfied, while the remaining components of constraints are equivalent

to the uniform traction boundary condition. As discussed in section 1.4.1, the 2D SG

could be viewed as a 3D SG formed by sweeping the 2D SG along the fiber direction

and with PBCs applied on the boundary surfaces normal to the fiber direction.

It can be shown in the fist column of Fig. 3.5 that the analytical exact solution of

the axial effective properties EL, GLT , νLT can be reproduced exactly by the current

method. This can be justified by the equivalence of the constraints imposed in the

MSG analysis and the boundary conditions applied in the Hashin’s formulation. In

the work of Hashin [154], the axial effective properties EL, GLT , νLT are exact solution

based on the basic assumption that the unidirectional fiber-reinforced composite is

infinitely long thus deform in a plane strain state, which can be viewed as KUBCs are

applied in the fiber direction. The PBCs in MSG and the KUBCs applied in Hill’s
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analytic formulation are equivalent based on the uniformity in the fiber direction. In

addition, due to the uniformity in the circumference direction of the two phase circular

configuration, the applied strain ε01i will resulted in uniform tractions on the lateral

surface, either zeros or a constants. As discussed, in MSG analysis of the 2D SG, the

applied constraints are equivalent to uniform traction boundary conditions. Therefore

for the CCA model, MSG and Hashin’s analytical method actually are solving the

same governing equations to obtain the axial effective properties EL, GLT , νLT , which

will lead to the same results.
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Fig. 3.5. Effective properties of CCA model of different fiber volume fraction.
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As shown in the second column of Fig. 3.5, the effective ET , GTT , νTT from MSG

analysis agree very well with the analytic lower bound [154], which is also due to

the fact that uniform tractions are either resulted from the constraints applied in

the MSG analysis or applied on the lateral surface directly as loading condition in

Hashin’s formulation.

This example demonstrates that the present theory can deal with material mi-

crostructures with arbitrary shape. For non-cuboid SGs, it is noted that additional

boundary conditions could also be applied if necessary. For example, Glüge imple-

mented PBCs to spherical RVE by enforcing the PBC relation to node pairs that have

opposite normal direction on the spherical boundary surface. This same technique

can be adapted in SG analysis by simply imposing wi to be the same for each node

pair that have opposite normal direction. Non-cuboid RVE has shown adavantegous

in the published works. Glüge studied a macroscopically isotropic matrix-inclusion

material of which the inclusions are randomly distributed. It is observed that with

PBCs applied, cubic RVEs introduce spurious anisotropy to the homogenized prop-

erties and converge slower than using spherical RVEs in terms of RVE size. The

influence of the RVE shape was also examined in the work of Firooz [157] based on

unidirectional fiber-reinforced material. PBCs, KUBCs and SUBCs are considered

for three packing patterns: the square packing (Fig. 3.2(b)), hexagonal packing and

circular packing(Fig. 3.4), of which the fiber and the matrix are isotropic. It is ob-

served that the circular RVE is most suitable to predict the overall isotropic material

properties. Therefore MSG could have a great potential in more applications.

3.4.3 Finite Thickness Effects of Plain-weave Composites

In this section, a plain-weave composite is implemented to study the finite thick-

ness effect. Since using the present theory, the layers within the unit cell are explicitly

modelled, the physical interactions of the neighbouring layers are naturally consid-

ered. In the plain-weave composite example, the model geometry and material prop-
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erties used are shown in Table 3.4 and Fig. 3.6. The effective properties of plain-weave

composites are predicted and validated with experimental data from [50, 158]. The

effective properties using PBCs on a single UC in the current model are compared

in Table 3.6 with the available analytic model results of Scida [50], Donadon [159],

and Priank [160]. Note the UC geometry (Fig. 3.6) are described using different

models with the parameters given in Table 3.5, in which aw and h are the width

and the thickness of the UC, hw and hf are the maximum thickness of the yarns.

The undulation of yarns are defined based on Cosine functions in Scida’s work [50]

across the width of the UC, while a piecewise function containing horizontal parts

and trigonometry functions is developed by Donadon [159] and later implemented by

Priank [160], in which the horizontal parts has a dimension of 1
2
(aw − uw). However,

direct implementation of these models in FE modeling resulted in larger yarn volume

fraction compared with the test value, as well as poor element quality between yarns.

Therefore in this work the UC geometry is adapted and the undulation of the yarn is

described using circular arc with radius of r that begins at the lateral surface and ends

at the center section of the UC. In all the geometry models, the shape of the yarns in

both the warp and fill directions are the same. As shown in Table 3.6, the effective

properties obtained from each model are not all within the test data range, which

probably due to different description of the UC geometry. The effective properties

are found to be sensitive to the UC geometry definition, therefore it is important to

use accurate definition of the undulation and cross section of yarns, which, however

is beyond this work.

Table 3.4.
Material properties of the plain-weave composites.

Materials E1 (GPa) E2 (GPa) G12 (GPa) G23 (GPa) ν12 ν23

E-glass 73 73 30.4 30.4 0.20 -

Vinyl Derakane 3.4 3.4 1.49 1.49 0.35 -

Yarn 57.5 18.8 7.44 7.26 0.25 0.29
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(a) Half of the SG section of models [50,159,160]

(b) Half of the SG section of the present model

(c) 1/4 SG of the current model

Fig. 3.6. Geometry models of the plain-weave SG.

Table 3.5.
Geometric parameters of the models (mm).

Model 2aw hf = hw ht uw

Scida [50] 0.60 0.05 0.10 0.30

Donadon [159], Priyank [160] 0.60 0.05 0.10 0.20

Present model 0.60 0.0491 0.10 -

In order to consider the finite thickness effect, the effective properties of five plain-

weave composite plates are calculated, which have 1, 2, 4, 8, 16 layers through the
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thickness, respectively. Since the periodicity of the microstructure is only in the in-

plane directions, the combined constraints MIX001 are used. The difference ratios are

calculated based on the results obtained from using PBCs (Eq. (3.61)) and plotted

in Fig. 3.7. It can be shown that as the number of layers increases, the effective

properties will converge to that from using PBCs. Consistent with the observation

in the example in section 3.4.1. Compared with the results obtained from PBCs, all

the effective modulus E1 = E2, E3, G12 = G13 and G23 obtained from MIX001 are

smaller, while the Poisson’s ratios are larger.

Table 3.6.
Effective material properties of the plain-weave composites.

Test [50,158] Scida [50] Donadon [159] Priyank [160] MSG PBC

Yarn vof 0.678 0.63 0.74 0.74 0.68

E1 (GPa) 24.8±1.10 25.33 25.8 29.5 26.13

E3 (GPa) 8.50±2.60 13.46 13.26 8.96 10.71

G12 (GPa) 6.50±0.80 5.19 5.12 6.29 5.22

G23 (GPa) 4.20±0.70 5.24 5.02 3.39 3.51

ν12 0.12±0.01 0.12 0.15 0.14 0.14

ν23 0.28±0.07 0.29 0.31 0.33 0.33

It is observed G12 is insensitive to the number of layers through the thickness,

possibly because the PBCs are maintained on the four lateral surfaces normal to

the in-plane directions, and the plain-weave textile composite has a symmetrical mi-

crostructure. The other effective properties are seen to be influenced by the thickness

which is most significant when the number of layers of the plate changed from a single

ply to two plies. For a single ply case, E1, E3 and G23 have a obvious difference from

the results obtained from PBCs, corresponding to very large Poisson’s ratio ν13. E3

is the most reduced modulus, followed by G23 and then E1. This is understandable

since when the plate has only one layer, there is no support from the neighbouring
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layers. When the PBCs are maintained on the lateral surfaces, E3 is most influenced

by the constraints applied on the top and bottom surfaces of the UC, which converges

slower than E1 and G23. Although for this example, there is no test data for com-

parison regarding to the finite thickness effect, there is another experimental research

on a plain-weave composite [52] showing the same trend. Table 3.7 listed the test

data, in which h stands for the thickness of the UC, and CV denotes the coefficient

of variation.
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Fig. 3.7. Convergence of effective properties with respect to the num-
ber of layers through the thickness

Symmetric model where every second ply is shifted to half period in warp direction

is also considered to account for the influence of phase shift of the adjacent layers.



64

Table 3.7.
Experimental Properties of Carbon/Epoxy Plain Weave Composites.

Number of plies h/aw Fiber VOF E1 (GPa) CV(%) G12 (GPa) ν12

1 0.098 0.58 48.3 4.75 5.41 0.062

8 0.096 0.58 63.1 1.30 5.56 0.053

The results show a negligible difference in the effective properties for this composite

model.

However, this result does not mean the inter-ply shifting is not important. Im-

plementing this method, the inter-ply shifting of a four-ply balanced 2/2 twill woven

composite has been studied in [161]. As shown in Fig. 3.8, four different inter-ply

shift configurations are considered, including ‘periodic’ which has no shift between

ply, ‘symmetric’ in which alternate plies are shifted by half of the unit cell size, ‘step’

in which alternate plies are shifted by a quarter of the unit cell size in the warp direc-

tion, and ‘stairs’ in which each ply is shifted by a quarter unit in the warp direction.

Using MIX001 constraints at the SG in all the configurations, it can be found that

the effective properties are influenced by the different inter-ply shift configurations.

(a) Periodic SG (b) Symmetric SG

(c) Step SG (d) Stairs SG

Fig. 3.8. SGs for a four-ply balanced 2/2 twill woven composites with
different inter-ply shifts. [161]
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Table 3.8.
Difference of effective properties of the 2/2 twill woven composites un-
der different inter-ply shifts compared with the periodic configuration
(in %).

Configuration E1 = E2 E3 G12 G13 = G23 ν12 ν13 = ν23

Symmetric 4.86 -0.53 -0.38 2.56 -40.74 4.93

Step 2.53 -0.13 -0.15 1.47 -20.37 2.47

Stairs 4.95 -0.04 -0.18 1.99 -39.81 4.71

The results from [161] are re-analyzed in Table 3.8. Note in this table, the dif-

ference are calculated based on the periodic configuration. It can be seen that the

influence of inter-ply shift to the E3 and G12 is negligible. For the symmetric and

stairs configuration, an increase of about 5% in E1 = E2 and a significant decrease

of ν12 is observed due to the inter-ply shift. However, the influence of inter-ply shift

for the step configuration is not as significant as the other configurations. There-

fore, the inter-ply shift need to be taken into account for accurate analysis of textile

composites.

3.4.4 3D Orthogonal Interlock Woven Composite

To demonstrate the potential usage of the proposed theory in practice, a realistic

3D orthogonal interlock composite structure is studied under two loading cases. The

composite structure is constructed by repeating the microstructure shown at the left

of Fig. 3.9 only in the in-plane direction, which is the SG. The SG can be constructed

by stacking the microstructure at the right of Fig. 3.9 six times in the thickness

direction, but at the top layer a horizontal portion of z-tow is added. Hence only in-

plane periodicity is preserved, PBCs in the thickness direction on the top and bottom

surfaces should not be used. The material properties of constituents are listed in

Table 3.9.
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Microstructure details in each stack 
except the top one

Fig. 3.9. SG of the orthogonal interlock composites (cited from Ref. [162] )

Table 3.9.
Material properties of the orthogonal interlock composites.

Properties X-tow Y-tow Z-tow Resin region

E1 (GPa) 122.55 7.13 4.96 3.40

E2 (GPa) 7.13 122.55 4.96 3.40

E3 (GPa) 7.13 7.13 148.70 3.40

G12 (GPa) 3.25 3.25 2.45 1.26

G31 (GPa) 3.25 2.53 3.21 1.26

G23 (GPa) 2.53 3.25 3.21 1.26

ν12 0.263 0.015 0.476 0.35

ν31 0.015 0.414 0.335 0.35

ν23 0.414 0.263 0.011 0.35

To deal with this partial periodicity, Nasution [162] studied this composite struc-

ture by asymptotic expansion homogenization method, predicted the lamina constants
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(E1, E2, G12, ν12) of the composite structure and compared them with that obtained

from homogenization implementing PBCs. Furthermore, local stress fields obtained

from biaxial tensile loading are recovered but not compared with direct FEA results

in [162]. According to [162], free traction must be ensured at the top and bottom

surfaces as this is what was assumed in the derivation of [162]. Applying the present

theory for this specific case, a good choice of constraints is MIX001, in which periodic

constraints applied to the surfaces of SG normal to the micro y1 and y2 directions

in addition to the necessary constraints in Eq. (3.7). In Table 3.10, the 3D effective

properties (E1, E2, E3, G23, G13, G12, ν23, ν13, ν12) predicted with this set of con-

straints are presented and compared with those calculated by applying PBCs to all

three directions. Both sets of effective properties are calculated using the same mesh

with global mesh size of 0.15 mm using SwiftComp. It is shown the major differences

are in the properties (E3, ν23 , ν13) which are related to the y3 direction, with the

difference ratio smaller than 5%. This implies that the finite dimension effect is not

significant for the effective properties of this type of material system.

Table 3.10.
Comparison of effective properties of woven composite.

Properties MIX001 PBCs Diff % (based on MIX001)

E1 (GPa) 59.592 59.641 0.08

E2 (GPa) 57.072 57.445 0.65

E3 (GPa) 8.574 8.921 4.04

G12 (GPa) 2.974 2.980 0.20

G13 (GPa) 2.658 2.662 0.16

G23 (GPa) 2.652 2.657 0.15

ν12 0.0336 0.0342 1.99

ν13 0.3662 0.3523 -3.78

ν23 0.3699 0.3549 -4.05
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Next, local stresses are studied by dehomogenization and compared with the 3D

FEA results. To perform dehomogenization, a 3D structural analysis using 3D el-

ements with obtained effective material properties is carried out, from which the

global strain ε̄ is obtained and then used in dehomogenization. Local stresses from

dehomogenization using constraints MIX001 and PBCs are also compared to show

the capability of the current theory. The first case has the same configuration as

the biaxial tension loading case in [162]. The plate structure has a dimension of

75× 30× 3.576 mm3, which contains 25 SGs along y1 and 5 SGs along y2. The model

configuration is shown in Fig. 3.10.

Fig. 3.10. Configuration of the 3D orthogonal interlock composite
plate under biaxial tension.

Dehomogenization is performed at the SG located at the center of the struc-

ture. The stress distributions on the sampling paths Line A and Line B shown

in Fig. 3.10 are investigated. The macro coordinates (x1, x2) of the two paths A

and B are (37.5, 7.5) and (37.5, 8.925) respectively. From the bottom surface to

top surface, at Line A the material constituents are [x-tow/y-tow]6, while at Line B

are [(resin/y-tow)5/resin/1
2
y-tow/1

2
z-tow], where the number in the subscript denotes

number of times the layup structure in ( ) repeated it self, 1
2

denotes the thickness of

this layer is half of the thickness of the microstructure shown in the right of Fig. 3.9.

At Line A, the alternating x-tow and y-tow are the same transverse isotropic material
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with different in-plane tow directions, therefore the same material properties are seen

in the thickness direction.
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Fig. 3.11. Comparison of normal stress distributions through the nor-
malized thickness under biaxial tension.

The stress components along the two paths through the thickness of the plate

structure are compared in Fig. 3.11(a), showing only the significant components. It is

observed that at Line A, σ11 and σ22 from all the three models agree very well, except
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at the top and bottom surfaces. However, σ33 from using PBCs and MIX001 are

different both in pattern and magnitude. At Line A, σ33 is mostly under compression

from the MSG model with MIX001 constraints, but is under tension from using

PBCs. At Line B, a much larger σ33 from using PBCs is seen at the bottom surface,

because that the PBCs constrain the stiff z-tow at the top surface and soft resin at

bottom surface together which make the resin at the bottom bear loads at the same

magnitude. The stress distribution at Line A and Line B have very different pattern

due to the difference of the material arrangement along the paths.

The second case is under a uniform compression loading 1 MPa at the top and

bottom surfaces in the thickness direction. The detailed settings of the second loading

cases are shown in Fig. 3.12. Stresses at Line A (37.5, -7.5) and Line B (37.5, -6.075)

are compared in Fig. 3.13. In this loading case, compare the results from using

MIX001 and PBCs, σ11 and σ22 at Line A and Line B both display difference through

the thickness. At Line B, the materials at the top and bottom surfaces are z-tow and

resin respectively. Similar with the biaxial loading case, σ33 from using MIX001 and

PBCs have significant differences. It is noted that when MIX001 is applied, the top

and bottom surface have the same σ33 magnitude of -1.0 MPa the same as the applied

pressure.

Fig. 3.12. Configuration of the 3D orthogonal interlock composite
plate under compression.
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Fig. 3.13. Comparison of normal stress distribution through the nor-
malized thickness under compression.
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It is shown that for such highly heterogeneous composite structure, the present

theory with MIX001 constraints can achieve excellent agreement with 3D FEA. Par-

ticularly, σ33 at both paths predicted by MIX001 constraints show much better cor-

respondence compared with those predicted by PBCs. However while the 3D FEA

took 75 minutes with 20 CPUs, the homogenization and dehomogenization process of

the current case cost only 80 seconds with only 1 CPU. The present theory is clearly

more efficient without losing noticeable accuracy. Note this structure can also be

analyzed as a plate with the corresponding constitutive relations obtained using a

plate SG in SwiftComp, which is studied in [163]. The improvement brought by im-

plementation of the B-bar method can also be shown using this example. The results

in this example are obtained from using 8-noded brick elements with B-bar method

as the integration technique. The 3D FEA implement the same element type, that is

C3D8. Perfect agreement between the results from SwiftComp and ABAQUS is seen

from the Figs. 3.11, 3.13. When the standard integration technique is used, the stress

distribution can have this zig-zag shape because of the volumetric locking as shown

in Fig. 3.14.
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Fig. 3.14. σ33 along Line A subjected to biaxial tension.
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3.4.5 Short Fiber Reinforced Composites

In the previous examples, MSG is applied to 3D heterogeneous structures with

boundary effect originated from the ambiguous length scale separation. In this exam-

ple, MSG is implemented in a randomly distributed short fiber reinforced composites

that full PBCs on all the boundary surfaces of the RVE should be applied. The

microstructure is from [164], as shown in Fig. 3.15. In the model, the fiber materials

has Ef = 450 GPa, νf = 0.17, while the matrix has Em = 45 GPa, νm = 0.18. The

fiber volume ratio is 7.857%.

Fig. 3.15. SG of the short fiber reinforced composite.

The microstructure has been purposely created to be periodic in order to take ad-

vantage of using PBCs. However, it is very difficult to directly create periodic mesh

for this complex microstructure while maintaining high element quality. If there is no

strict restriction for periodic mesh, high quality mesh can be easily generated with-

out special techniques, including some node pairs on the opposing boundary surfaces

which can be exploited using the present theory. In the short fiber reinforced compos-

ite SG model, 356 out of 2255, 373 out of 2590, and 382 out of 2572 nodes on the y1,

y2, and y3 boundary surfaces respectively have corresponding nodes on the opposing

boundary surfaces. The whole model contains 612,547 linear tetrahedral elements and
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108,247 nodes. The effective properties are calculated using KUBCs, SUBCs and the

volume integral constraints in Eq. (3.7) with the applicable PBCs, denoted as ‘partial

PBCs’. This model is also analyzed using the micromechanics plugin of ABAQUS, in

which the PBCs are applied through surface-to-surface constraints: first 2D elements

are generated on three boundary surfaces(surface-N) based on the 3D elements of

the microstructure and moved to the position of the opposing surfaces(surface-P),

therefore the node arrangement of the newly created 2D element surfaces(surface-N’)

is the same as surface-N. Then surface-N’are tied to surface-P, and PBCs are applied

between the node pairs on surface-N and surface-N’. In Table 3.11, it is shown that

the Young’s moduli and shear moduli from using ‘partial PBCs’ lie between those

obtained from using PBCs and SUBCs, but still close to those obtained from using

PBCs. The local field predictions in Fig. 3.16 also show that the current method

can give reasonable results while taking least effort to deal with the mesh and the

boundary conditions.

Table 3.11.
Comparison of effective properties of a randomly distributed short
fiber reinforced composite.

Properties KUBCs SUBCs partial PBCs PBCs(ABAQUS)

E1 (GPa) 59.4 53.4 54.6 55.3

E2 (GPa) 61.7 55.1 56.7 57.5

E3 (GPa) 58.1 52.9 53.9 54.5

G12 (GPa) 25.6 23.0 23.6 23.9

G13 (GPa) 25.1 22.6 23.2 23.6

G23 (GPa) 25.2 22.7 23.3 23.7

ν12 0.175 0.179 0.181 0.180

ν13 0.182 0.184 0.188 0.189

ν23 0.179 0.182 0.186 0.187
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Fig. 3.16. Comparison of Mises stress distribution through the nor-
malized diagonal line connecting point (0,0,0) and (l, l, l) with l de-
notes the dimension of the cubic SG.

Fig. 3.16 shows the Mises stress extracted at the diagonal line connecting point

(0,0,0) and (l,l,l) under different macroscopic strains ε̄11 and 2ε̄12, where l denoting

the dimension of the cubic SG. In the Fig. 3.16, the horizontal axis is the location

on the diagonal line and normalized by the length of the diagonal line. Subjected

to the four different boundary conditions, it is observed that stress are concentrated

at the material interfaces between the short fibers and matrix, especially at the ends
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of the short fiber. When the 2ε̄12 is applied, KUBCs predicts stress ‘peaks’ closing

to the boundary surface, that is much higher than using the other boundary condi-

tions. SUBCs model has the minimum kinematic constraint and the stress field at

the interfaces are less concentrated. With the ‘partial PBCs’ applied, the maximum

Mises stress along the diagonal line are between the results obtained from KUBCs

and SUBCs, and close to the results from using PBCs exerted by surface-to-surface

constraint. It is shown this method can give reasonable results while taking least

effort to deal with the mesh and the boundary conditions of complicated microstruc-

tures. However, for better convergence it is recommended to include as many periodic

node pairs as possible on the boundary surfaces, especially at the edges that define

the SG geometry.

3.4.6 Porous Materials

For porous materials, the constraints in Eq. (3.8) should be implemented. Two

examples are used to show the validity of this set of constraints.

The first example is a 3D SG with a spherical void of volume fraction 0.268

(Fig. 3.17) at the center. The material of the SG is orthotropic, and has E1 = 50.00

GPa, E2 = E3 = 15.20 GPa, G12 = G13 = 4.70 GPa, ν12 = ν13 = 0.254, ν23 = 0.428.

The mesh size is 0.1 of the length of the cube. Using constraints of Eq. (3.8), the

effective properties are E1 = 15.58 GPa, E2 = E3 = 7.15 GPa, G12 = G13 = 2.48 GPa,

ν12 = ν13 = 0.316, ν23 = 0.392), which are exactly the same with the results obtained

from using SUBC in RVE analysis with a very weak dummy material (E1 = 0.005GPa,

ν = 0.001) filled in the void.

The second example is a SG of a heat exchange structure shown in Fig. 3.18.

The materials used in the model are E = 20.6 GPa, ν = 0.3 (Green) and E =

20.7 GPa, ν = 0.31(yellow). Here we consider the structure is only periodic in the

oy1y2 plane (denoted as oxy in the Fig. 3.18), therefore constraint setting MIX001

is used. The obtained effective properties are compared in Table 3.12. When a
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Fig. 3.17. SG of the material with a void

weak dummy material (E1 = 0.005GPa, ν = 0.001) is substituted to the void part,

the effective properties obtained are the same as those shown in Table 3.12. From

the comparison, it is clear that the mechanical properties E3 and ν23 have apparent

difference. Therefore if a macroscopic 3D model is used for simulation, size effect

must be taken into account and applying PBCs is not appropriate in this case. In

this example, the constraints MIX001 should be applied in the surface integral form

Eq. (3.8), because of the existence of the void part as discussed in section 3.2.

Fig. 3.18. SG of heat exchange structure
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Table 3.12.
Comparison of effective properties.

Properties MIX001 PBC Diff % (based on MIX001)

E1 (GPa) 2.857 2.857 -0.003

E2 (GPa) 1.876 1.876 0.040

E3 (GPa) 0.517 1.289 149.3

G12 (GPa) 0.695 0.695 0.005

G13 (GPa) 0.458 0.469 2.490

G23 (GPa) 0.001 0.001 7.069

ν12 0.305 0.305 0.000

ν13 0.310 0.310 -0.028

ν23 -0.006 -0.0218 288.3

3.5 Summary

This chapter first developed a general micromechanics model for aperiodic 3D

solids through extending MSG. The model is based on the concept of SG through

minimizing the energy of the original heterogeneous materials. As no boundary con-

ditions are involved except the constraints to ensure kinematics equivalency between

the heterogeneous material and the equivalent homogeneous material, the theory can

be applied to SG of arbitrary shape. In addition, this theory provides a general frame-

work for homogenization and dehomogenization of heterogeneous materials. It can

handle aperiodic materials, materials with partial periodicity, or material with com-

plete periodicity. It can also handle porous materials if the voids have no intersection

with the boundary surfaces which normal to the directions without periodicity. SG

can use the lowest dimension to describe the heterogeneity. This theory has been

implemented into the computer code SwiftComp using the finite element method.

By using realistic numerical examples, it is demonstrated that the new theory shows
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good accuracy compared with the 3D direct FEA with meshing all the microstructural

details.
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4. MSG-BASED FREE-EDGE STRESS ANALYSIS

In most of the available methods for free-edge stress problems, a long strip of a

laminate is chosen as the analysis domain. This is based on two reasons. First, by

choosing a long strip, the boundary effects can be neglected at the two ends; second,

the free-edge stresses are localized within a narrow boundary region. Therefore a

long strip of composite laminate is enough to capture the free-edge stresses with the

minimum computation cost. In this chapter, free-edge problem is solved by MSG

beam analysis effectively using the cross section as the SG.

First the formulation of MSG beam analysis is presented, including the generalized

Euler-Bernoulli beam (GEB) and the generalized Timoshenko beam (GTB) models

[137, 165]. Although for free-edge stress analysis of composite laminates, the SG is

the cross section of the beam-like structure, the provided method can be utilized for

beam-like structures composed of periodically repeated SGs of spanwise heterogeneity.

Therefore, this method can be implemented in more complicated periodic beam-like

structures, not limited to laminates. Then the MSG beam cross section analysis is

reformulated for the free-edge problem. The capability and the limitation of this

method are explained. Last, the MSG GTB model is implemented into SwiftComp.

The free-edge stress induced by shear forces is focused. Two cross sectional geometry

are analyzed, including a traditionally studied rectangular cross section and a curved

cross section. The results are compared with that obtained from 3D FEA. The

improvement of the GTB model compared with the GEB model of MSG is also

studied to show the applicability of the two models in free-edge stress analysis.
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4.1 MSG for Heterogeneous Beam-like Structures

For a heterogeneous beam-like structures composed of periodically repeated SGs,

MSG decomposes the original 3D problem into a linear 3D micro-mechanical analysis

of SG and a nonlinear 1D macroscopic beam analysis based on VAM [146]. First the

displacement and the strain field of the original structure are expressed in terms of

those of the 1D beam model and fluctuating functions. Then the 3D variational state-

ment governing the original structure is reduced into the 1D variational statement for

the 1D beam analysis, which is called dimensional reduction. The dimensional reduc-

tion from the original 3D statement to the 1D beam statement can be done approxi-

mately based on VAM. According to the refinement order of the governing statement,

the 1D beam model can be a GEB model in which the zeroth order approximation

of energy statement is considered, or a GTB model in which a second-order approx-

imation is considered. In the GTB model, the transverse shear deformation can be

captured more accurately. Both beam models were initially developed by Hodges and

Yu [137] for composite laminated beams. Then both models have been generated to

beams with spanwise periodicity by Yu and Lee [165,166]. Yu unified the multiscale

constitutive modeling of composite structures in MSG, with the GEB model refor-

mulated in the new framework of MSG [24, 133]. In this work, the GTB model is

reformulated in the framework of MSG and implemented in the code SwiftComp.

4.1.1 Kinematics

For beam-like structures, we can use x1 only as the macro coordinate to denote the

reference line of the beam model. In the same way of the 3D heterogeneous materials

in Chapter 3, we introduce the micro coordinates yi, i = 1, 2, 3 to describe the SG.

For a 3D SG, y1, y2, y3 are needed, for a 2D SG y2, y3 are needed. Although in the

free-edge problem, only the cross section of a laminate strip need to be considered,

the more general 3D SG will be considered in the formulation of this section, which

can be easily reduced for the 2D SG case for the free-edge problem.
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As shown in Fig. 2.4, the original periodic heterogeneous beam-like structures can

be described by a SG repeated itself along a reference line. The reference line ro is

denoted using the arc-length coordinate x1. As shown in Fig. 4.1, local orthonormal

reference triad bi is introduced along the reference line so that bi is tangent to xi. By

this definition b1 = ∂ro
∂x1

, and bi may depend on x1 because of the presence of initial

curvatures and twist. The location of any material point in the undeformed structure

is

r(x1, yα) = ro(x1) + εyαbα(xk) (4.1)

where α = 2, 3.

R 

r

B 1

B 2

B 3

Deformed State

Undeformed State

r
o

R
o

s

r
o

u

x1

b 
1

b 2

b 3

R
o

Fig. 4.1. Deformation of a typical beam structure [133].

When the beam-like structure deforms, it is convenient to define a new triad Bi

to describe the deformed state, which can be related to bi by a rotation tensor CBb.

Bi = CBb · bi (4.2)

The position vector of an arbitrary point in the deformed state is denoted by R and

can now be expressed as

R(x1, y1, y2, y3) = Ro(x1) + εyαBα(x1) + εw̃i(x1, y1, y2, y3)Bi (4.3)
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where Ro denotes the position vector of the deformed beam model, and εw̃i are

fluctuating functions introduced to accommodate all possible deformations other than

those described by Ro and Bi.

It is noted that B1 is not tangent to x1 if transverse shear deformations are

considered. It is not convenient to reduce a 3D model to a 1D beam model when the

transverse shear deformation is considered explicitly in the beam model. Therefore,

another triad T i associated with the deformed beam is introduced. As shown in

the Fig. 4.2, T 1 is tangent to the deformed beam reference line, the vectors T α are

then determined by a rotation about T 1. That is, in Bi, the transverse shear strain

2γ1α corresponding to a GTB model could be expressed explicitly, while in T i, the

transverse shear deformation is considered in the fluctuating functions. The difference

in the orientation of T i and Bi is due to the small rotations 2γ1α associated with

the transverse shear deformation of the beam model. Based on the small strain

assumption of 2γ1α � 1, which is adequate for developing nonlinear beam theories,

the relationship between these two sets of basis vectors can be expressed as:
B1

B2

B3

 =


1 −2γ12 −2γ13

2γ12 1 0

2γ13 0 1



T 1

T 2

T 3

 (4.4)

In the T i basis, the position vector of any particle in the deformed state can be

expressed as:

R(x1, y1, y2, y3) = Ro(x1) + εyαT α(x1) + εwi(x1, y1, y2, y3)T i (4.5)

where wi(x1, x2, x3) are fluctuating functions used to describe deformations which are

not covered by the deformation of the reference line u = Ro(x1)− ro(x1) and T i. It

should be emphasized that the fluctuating functions wi in the T i basis (Eq. (4.5))

and the fluctuating functions w̃i in the Bi basis (Eq. (4.3)) are not the same.

In order to conduct the dimensional reduction conveniently, the basis T i is used.

Since R now is expressed in terms of (Ro,T i, wi) in Eq. (4.5), resulting in six times
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Fig. 4.2. Coordinate systems used for transverse shear formulation [137].

redundancy, six constraints must be introduced to ensure a unique mapping. First,

to remove the rigid body translation, we can naturally define

Ro = 〈〈R〉〉 − 〈〈εyα〉〉T α(x1) (4.6)

where 〈〈·〉〉 means volume averaging over the SG. If yα is chosen such that 〈〈εyα〉〉 = 0,

Ro is defined as the average of the position vector of the original structure. Then

Eq. (4.5) implies the following three constraints on the fluctuating functions:

〈〈wi〉〉 = 0 (4.7)

In addition, the new orthonormal triad T i is defined uniquely by the following three

constraints

T 2 ·
∂Ro

∂x1

= 0, T 3 ·
∂Ro

∂x1

= 0, T 3 ·
∂Ro

∂x2

− T 2 ·
∂Ro

∂x3

= 0 (4.8)

where the first two constraints implying that T 1 is chosen to be tangent to the refer-

ence line of the deformed beam. It is noteworthy that this choice is not the same as

the well-known Euler-Bernoulli assumption since the present formulation can describe

all deformations of the cross section through the term wiTi in Eq. (4.5). The third
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equation defines the twist angle of the macroscopic beam model [137], and can be

exerted to the model by using the following constraint on the fluctuating functions〈〈
w2|3 − w3|2

〉〉
= 0 (4.9)

The four constraints of Eq. (4.7) and Eq. (4.9) can be written as〈〈
wTψ

〉〉
= 0 (4.10)

where w = bw1 w2 w2cT and

ψ =


1 0 0 0

0 1 0 − ∂
∂y3

0 0 1 ∂
∂y2

 (4.11)

At last, for 3D SGs, PBCs on fluctuating functions need to be implemented on the

periodic boundaries A1, where A1 denotes the boundaries normal to the x1 axis.

wi(x1,−
ω

2
, y2, y3) = wi(x1,

ω

2
, y2, y3) (4.12)

where ω is the length along y1 direction that occupied by the 3D SG.

Beam strain definition

In order to express the 3D strain field of the original structure using the 1D

generalized strain measures of the beam, proper definitions of the 1D generalized

strain measures of the beam are first defined. According to the geometrically-exact

framework of Hodges [167], the 1D generalized strains of the beam model is given in

the form of

ε̄ = bγ̄11 κ̄1 κ̄2 κ̄3cT (4.13)

with γ̄11 denoting the extensional strain, κ̄1 the twist, κ̄2 and κ̄3 the bending curva-

tures. They are defined by

∂Ro

∂x1

= (1 + γ̄11)T 1 (4.14)

∂T i

∂x1

= (κ̄j + kj)T j × T i ≡ K̄ × T i (4.15)
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where k1 is the initial twist curvature and kα are the initial bending curvatures such

that
∂bi
∂x1

= kj bj × bi ≡ k × bi (4.16)

and K̄ is the curvature of the deformed reference line.

K̄ = bκ̄1 + k1 κ̄2 + k2 κ̄3 + k3cT (4.17)

Note due to the definition of the T i triad, this definition of 1D beam strains has

zero transverse shear strains, that is 2γ12 = 2γ13 = 0 , and thus inherently the

resulted constitutive relation of the beam model is not related with the transverse

shear strains.

In order to obtain a constitutive relation that consider the transverse shear strains

explicitly using the GTB model, the set of 1D strains associated with the Bi basis

are introduced, denoted as ε = bγ11 κ1 κ2 κ3cT and γs = b2γ12 2γ13cT. They are

defined as

γ11b1 + 2γ12b2 + 2γ13b3 = CbB · ∂Ro

∂x1

− ∂ro
∂x1

∂Bi

∂x1

= (kj + κj)Bj ×Bi (4.18)

The generalized classical strains ε̄ and the generalized Timoshenko strains (ε and γs)

are related kinematically. The relationship between these two sets of strain measures

is derived in [168] as

ε̄ = ε+H γ′s + P γs (4.19)

where ( )′ denotes ∂
∂x1

and

H =


0 0

0 0

0 −1

1 0

 P =


0 0

k2 k3

−k1 0

0 −k1

 (4.20)
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3D strain field

Jauman-Biot-Cauchy strain is used to describe the 3D strain field [169]. Using

this strain definition, the situation that the beam is subjected to a small local rotation

can be considered, that is the rotation of a material point of the original structure

subtracting the rotation needed for bringing bi to Bi is small.

Γij =
1

2
(Fij + Fji)− δij (4.21)

where δij is the Kronecker symbol and Fij is the mixed-basis component of the de-

formation gradient tensor. As shown in [24], the 3D strain field defined in Eq. (4.21)

can be written in the following matrix form

Γ = Γhw + Γεε̄+ εΓlw + εΓRw (4.22)

where Γ = bΓ11 Γ22 Γ33 2Γ23 2Γ13 2Γ12cT. Γh is an operator matrix which depends

on the dimensionality of the SG. If the SG is 3D, we have

Γh =



1√
g1

∂
∂y1

0 0

0 ∂
∂y2

0

0 0 ∂
∂y3

0 ∂
∂y3

∂
∂y2

∂
∂y3

0 1√
g1

∂
∂y1

∂
∂y2

1√
g1

∂
∂y1

0


(4.23)

where
√
g1 = 1 − εy2k3 + εy3k2. If the SG is a lower-dimensional one, we just need

to vanish the terms corresponding to the micro coordinates which are not used in

describing the SG. For example, if the SG is 2D, we have

Γh =



0 0 0

0 ∂
∂y2

0

0 0 ∂
∂y3

0 ∂
∂y3

∂
∂y2

∂
∂y3

0 0

∂
∂y2

0 0


(4.24)
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Γε is an operator matrix associated with the macroscopic beam strain and curvatures

Γε =
1
√
g1



1 0 εy3 −εy2

0 0 0 0

0 0 0 0

0 0 0 0

0 εy2 0 0

0 −εy3 0 0


(4.25)

Γlw denotes the part of 3D strain contributed from the fluctuating functions w that

is one order higher in terms of ε.

Γl =



1√
g1

∂
∂x1

0 0

0 0 0

0 0 0

0 0 0

0 0 1√
g1

∂
∂x1

0 1√
g1

∂
∂x1

0


(4.26)

ΓR is an operator matrix existing only for those original structures featuring initial

curvatures. For prismatic beams, ΓR vanishes. ΓR has the expression of

ΓR =
1
√
g1



k1

(
y3

∂
∂y2
− y2

∂
∂y3

)
−k3 k2

0 0 0

0 0 0

0 0 0

−k2 k1 k1

(
y3

∂
∂y2
− y2

∂
∂y3

)
k3 k1

(
y3

∂
∂y2
− y2

∂
∂y3

)
−k1


(4.27)

It is noted a small parameter ε is added to the last two terms in Eq. (4.22),

implicating these two terms are one order asymptotically smaller than the first two

terms. The process of the asymptotic analysis is explained in details in [137].
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4.1.2 Variational Statement

Considering a static problem of 3D beam-like structures made of linear elastic

materials and subjected to deformation of small strain, the governing variational

statement is the principle of virtual work,

δU − δW = 0 (4.28)

where U is the strain energy, and δW is the virtual work of the original structure.

The strain energy can be written as

U ≡
∫ l

0

1

ω
Udx1 (4.29)

with

U =
1

2

〈
ΓTDΓ

〉
(4.30)

where U is the strain energy of the SG. ω is the length along y1 direction that

occupied by a 3D SG, and ω = 1 if a 2D SG is used. l is the total length of the beam.

〈·〉 =
∫
·√g1dΩ, which means a weighted integration over the SG. The matrix D is

the 6× 6 stiffness matrix of the elastic material properties.

Considering loads of tractions and body forces on a 3D continuum, the virtual

work done can be calculated as

δW =

∫ l

0

1

ω

(
〈p · δR〉+

∮
∂Ω

Q · δR
√
c ds

)
dx1

+ 〈Q · δR〉 |x1=0 + 〈Q · δR〉 |x1=l

(4.31)

where
√
c =

√
g1 +

(
y2

dy2
ds

+ y3
dy3
ds

)2
k2

1, ds is the differential arc length along the

boundary curve, ∂Ω denotes the lateral surface of SG in the undeformed beam, p =

piT i is the applied body force per unit undeformed volume, and Q = QiT i represents

the tractions applied on the surfaces of the undeformed beam. If the displacements

on the end surfaces are prescribed, then the last two terms of Eq. (4.31) will vanish.

δR is the Lagrangian variation of the displacement field in Eq. (4.5),

δR = δqiT i + εyαδT α + εδwiT i + εwjδT j (4.32)
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As derived in [137], the virtual work can be expressed as

δW = δW1D + δW∗ (4.33)

where δW1D is the virtual work not related with the fluctuating functions wi. The

term δW∗ in Eq. (4.33) is the virtual work related with the fluctuating functions.

Ignoring the end effect brought by loads or displacement boundary, and assuming the

loads applied are independent of the fluctuating functions, δW∗ can be rewritten as

δW∗ = δ

∫ l

0

1

ω

(
〈piwi〉+

∮
∂Ω

Qiwi
√
c ds

)
dx1 ≡ δ

∫ l

0

1

ω
W ∗dx1 (4.34)

Substituting the strain energy in Eq. (4.29) and the virtual work in Eq. (4.33), the

variational statement Eq. (4.28) can be rewritten as∫ l

0

1

ω
δ

[
1

2

〈
ΓTDΓ

〉
− ε

(
〈piwi〉+

∮
∂Ω

Qiwi
√
c ds

)]
dx1 = 0 (4.35)

Note in Eq. (4.35), a small parameter ε is added to the virtual work term according

to the VAM analysis, implying this term is asymptotically smaller than the strain

energy term.

Now we have presented the original 3D problem of the beam-like structure as

Eq. (4.28) in terms of 1D kinematics and 3D fluctuating functions wi. Observing

Eq. (4.35), we can conclude that wi is governed by Eq. (4.36) as the Lagrangian

variation δ is posed over the SG domain only.

δΠ = δ

[
1

2

〈
ΓTDΓ

〉
− ε

(
〈piwi〉+

∮
∂Ω

Qiwi
√
c ds

)]
= 0 (4.36)

where Π ≡ U −W ∗.

4.1.3 Dimensional Reduction

Zeroth-order approximation

First we seek a solution of the variational statement Eq. (4.36) to the zeroth-order,

that is any term associated with ε or higher orders of ε in Eq. (4.36) is neglected.

Therefore Eq. (4.36) is simplified to

δU0 = δ
1

2

〈
ΓT

0DΓ0

〉
= 0 (4.37)
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where U0 is the zeroth-order strain energy of a SG,

U0 =
1

2

〈
ΓT

0DΓ0

〉
(4.38)

and Γ0 is the zeroth-order approximation of the 3D strain Γ

Γ0 = Γh w + Γε ε̄ (4.39)

It is noted in the zeroth-order approximation in Eq. (4.37), the influence of the applied

loads to the solution is neglected because it is of higher order. Using FEM to solve

the variational statement in Eq. (4.37), the fluctuating functions wi can be discretized

as

w(x1; yi) = S(yi)V (x1) (4.40)

with S(yi) representing the element shape functions depending on the element types

which one uses. V (x1) is the nodal values of the fluctuating functions to solve over

the SG. Substituting Eq. (4.40) into Eq. (4.38), we obtain the following discretized

version of the strain energy functional:

U0 =
1

2

(
V TEV + 2V TDhεε̄+ ε̄TDεεε̄

)
(4.41)

where

E =
〈

(ΓhS)T D (ΓhS)
〉
, Dhε =

〈
(ΓhS)TDΓε

〉
, Dεε =

〈
ΓT
ε DΓε

〉
(4.42)

By minimizing U0 in Eq. (4.41) subject to the constraints of Eq. (4.10), the linear

system of Eq. (4.43) can be obtained, and the zeroth-order values of V can be solved.

EV = −Dhεε̄ (4.43)

V can be symbolically written as Eq. (4.44) since it linearly depends on ε̄. As pointed

out by Yu in [137], the zeroth-order solution V0 is independent of the constraints. V̄0

is referred as the fluctuating functions coefficients.

V = V̂0ε̄ = V0 (4.44)
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Substituting Eq. (4.44) back into Eq. (4.41), the strain energy stored in the SG as

the zeroth-order approximation is

U0 =
1

2
ε̄T
(
V T

0 Dhε +Dεε

)
ε̄ ≡ ω

2
ε̄TD̄ε̄ (4.45)

where D̄ is the effective beam stiffness matrix to be used in the macroscopic structural

model. It is noteworthy that for the GEB model, D̄ could be a fully populated 4× 4

stiffness matrix. Now the local displacement field can be obtained as

ui(x1, y1, y2, y3) = ūi(x1) + εyα
[
CTb
αi (x1)− δαi

]
+ εCTb

ji wj(x1, y1, y2, y3) (4.46)

where ui is the local displacement, ūi is the macroscopic displacement, δij is the

Kronecker delta symbol. CTb
ij represents components of the direction cosine matrix

of finite rotations from triad bi to triad T i. To obtain CTb
ij , first CBb

ij are calculated

directly from the 1D analysis, then CTb
ij is obtained through Eq. (4.4). For 3D SGs,

ūi should be interpreted as

ūi = ūi(x0) + x1ūi,1 (4.47)

where x0 is the center of the SG and ūi,1 is the gradient of macroscopic displacement

ūi along x1 evaluated at x0. The local strain field can be obtained as

Γ = (ΓhSV0 + Γε) ε̄. (4.48)

The local stress field can be obtained directly using the Hooke’s law as

σ = DΓ. (4.49)

Second-order approximation

In cases when a GEB model is not sufficiently accurate, higher order approxi-

mation of the variational statement is needed. First we can perturb the unknown

fluctuating function as

V = V0 + εV1 (4.50)
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where V1 is asymptotically smaller than V0, i.e., V1 ∼ o(V0). Substitute Eq. (4.50),

Eq. (4.22) and Eq. (4.40) into Eq. (4.30) and keep the terms to the order of ε2, the

strain energy of the SG can be written as

2U1 = ε̄T(V̂ T
0 Dhε +Dεε)ε̄+ 2(V T

0 DhRV0 + V T
0 DhlV

′
0 + V T

0 DRεε̄+ V ′T0 Dlεε̄)

+ V T
1 EV1 + 2V T

1 (DhRV0 +DT
hRV0 +DRεε̄) + 2V T

1 DhlV
′

0 + 2V T
0 DhlV

′
1

+ 2V ′T1 Dlεε̄+ V T
0 DRRV0 + 2V T

0 DRlV
′

0 + V ′T0 DllV
′

0 (4.51)

where

DhR =
〈

[Γh S]T D [ΓR S]
〉

DRR =
〈

[ΓR S]T D [ΓR S]
〉

DRε =
〈

[ΓR S]T D Γε

〉
Dhl =

〈
[Γh S]T D [Γl S]

〉
Dll =

〈
[Γl S]T D [Γl S]

〉
Dlε =

〈
[Γl S]T D Γε

〉
DRl =

〈
[ΓR S]T D [Γl S]

〉
(4.52)

and the portion of the work from applied loads due to fluctuating functions becomes

W ∗ in (4.34) so that

W ∗ = (V0 + V1)TL (4.53)

where L ≡
〈
STp

〉
+
∮
STQ
√
c ds with p as a column matrix containing pi and Q as a

column matrix containing Qi. The variational statement of the refined beam model

now can be represented as

Π1 = U1 −W ∗ (4.54)

From Yu and Hodges [137], the second-order leading terms without the constant terms

of Eq. (4.54) are

2Π∗1 = V T
1 E V1 + 2V T

1 DRε̄+ 2V T
1 DS ε̄

′ − 2V T
1 L (4.55)

where

DR =
(
DhR +DT

hR

)
V̂0 +DRε

DS =
(
Dhl −DT

hl

)
V̂0 −Dlε (4.56)
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Minimizing Eq. (4.55) with the constraints of Eq. (4.10), the Euler-Lagrange equation

of this problem is

E V =
[
Dc

(
ΨTDc

)−1
ΨT −∆

]
(DR ε̄+DS ε̄

′ − L) (4.57)

where Dc and ψ are terms related with the constraints in Eq. (4.10). Substituting

Eq. (4.40) into Eq. (4.10), the constraints can be expressed in a discretized form that

V T Dc = 0 (4.58)

with DT
c = 〈Γc S〉. Ψ is the nodal values of the matrix ψ when expressed in the

discretized form as

ψ = SΨ (4.59)

The periodic constraints in Eq. (4.12) can be applied by equating the nodal values

of the fluctuating functions at A−1 and A+
1 through eliminating the corresponding

nodal DOFs. Then the first-order approximation of the fluctuating function V1 can

be solved in a form of

V1 = V1Rε̄+ V1S ε̄
′ − VL (4.60)

Using Eq. (4.60), the second-order asymptotically correct energy can now be obtained

from Eq. (4.54) as

2Π1 = ε̄TAε̄+ 2ε̄TBε̄′ + ε̄′TCε̄′ + 2ε̄TDε̄′′ − 2ε̄TFε − 2ε̄′TFε′ (4.61)

where

A = V̂ T
0 Dhε +Dεε + V̂ T

0

(
DhR +DT

hR +DRR

)
V̂0 + 2V̂ T

0 DRε + V T
1RDR

B = V̂ T
0 (Dhl +DRl) V̂0 +DT

lεV̂0 +
(
V̂ T

0 Dhl +DT
lε

)
V1R +

1

2
(DT

RV1S + V T
1RD̄S)

C = V T
1SD̄S + V̂ T

0 DllV̂0

D = (V̂ T
0 Dhl +DT

lε)V1S

Fε = V̂ T
0 L+ (V̂ T

0 Dhl +DT
lε)V

′
L +

1

2
(DT

RVL + V T
1RL)

Fε′ =
1

2
(D̄T

SVL + V T
1SL) (4.62)

and D̄S =
(
Dhl +DT

hl

)
V̂0 +Dlε.
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4.1.4 Transformation to Generalized Timoshenko Beam Model

The energy formulation of Eq. (4.61) is difficult to use in practice due to the

appearance of the derivatives of ε̄. Using this form, additional boundary conditions

without clear physical interpretations are required. Therefore, it is ideal to transform

the form of Eq. (4.61) to a commonly used GTB model.

Two times the total potential potential energy of the SG, including the load related

terms, of the generalized Timoshenko model can be written as

2Π1 = εTXε+ 2εTY γs + γT
s Gγs − 2εTFε − 2γT

s Fγ (4.63)

Considering the kinematic relations between the Euler-Bernoulli beam strain mea-

sures ε̄ and the Timoshenko beam strain measures ε and γs in Eq. (4.19), and the

static equilibrium equations for ε̄, ε̄′ and ε̄′′ in terms of ε and γs, the stiffness matrix

of the GTB can be generalized. G, Y and X can be calculated in order using the

following equations

G =
(
HTA−1(C − BTA−1B)A−1H

)−1
(4.64)

Y = BTA−1HG (4.65)

X = A+ Y G−1Y T (4.66)

The derivation of this step is very lengthy and the details could be found in the

appendix of [137]. It is noted that Eqs. (4.64), (4.65) and (4.66) are valid for prismatic

beam only, the formulas for corrections due to initial curvature can also be found

in [137]. It is noted that the loads Fε and Fε′ from Eq. (4.61) are from T i basis,

which also should be transformed to Fε and Fγ in the Bi basis in Eq. (4.63).

Fε = αTFε + α′TFε′ Fγ = βTFε + β′TFε′ (4.67)
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where α, α′, β, and β′ have been shown in detail in [137]. Based on the results given,

we can write the potential energy of the GTB model in the following form explicitly

2Π =



γ11

2γ12

2γ13

κ1

κ2

κ3



T 

S11 S12 S13 S14 S15 S16

S12 S22 S23 S24 S25 S26

S13 S23 S33 S34 S35 S36

S14 S24 S34 S44 S45 S46

S15 S25 S35 S45 S55 S56

S16 S26 S36 S46 S56 S66





γ11

2γ12

2γ13

κ1

κ2

κ3


− 2



γ11

2γ12

2γ13

κ1

κ2

κ3



T

F1

F2

F3

M1

M2

M3


(4.68)

The 1D constitutive model in Eq. (4.68) can be used as input for a 1D beam analy-

sis to calculate the global beam behavior including 1D displacements/rotations, 1D

Timoshenko beam strain measures ε and γs and stress resultants along the reference

line.

If the local fields of the original 3D structures are concerned, such as the dis-

placement, strain and stress, values of the 1D quantities may subsequently be taken

to recover the 3D quantities over the SG using the recovery relations. First, the 3D

displacement ui can be computed using Eq. (4.46). The 3D fluctuating functions of

the SG can be calculated by

w(x1, x2, x3) = S(V̂0 + V1R)ε̄+ SV1S ε̄
′ − SVL (4.69)

And the 3D strain field in terms of the 1D generalized Timoshenko strain measures

are

Γ =
[
(Γh + ΓR)S(V̂0 + V1R) + Γε

]
(ε+Hγ′s + Pγs)

+
[
(Γh + ΓR)SV1S + ΓlS(V̂0 + V1R)

]
(ε′ +Hγ′′s + Pγ′s)

+ ΓlSV1S(ε′′ +Hγ′′′s + Pγ′′s )

− (Γh + ΓR)SVL − ΓlSV
′
L (4.70)
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In Eq. (4.70), the generalized Timoshenko strain measures can be derived from the

1D constitutive law if the stress resultants are given instead. Let SR be the stiffness

matrix in the form so that the constitutive law is arranged as

εR = S−1
R FR + E (4.71)

where εR ≡ b ε11 2γ12 2γ13 κ1 κ2 κ3cT and FR ≡ b F1 F2 F3 M1 M2 M3cT.

The term E represents the strains due to applied loads in the SG analysis and E ≡

S−1
R bF1 F2 F3 M1 M2 M3cT. Based on the 1D nonlinear equilibrium equations

given in [137,170], the first derivative of FR is obtained by Yu et. al [137]

F ′R = −RRFR − φ = −

 K̃ O3

ẽ1 + γ̃ K̃

FR − φ (4.72)

where φ = bf1 f2 f3 m1 m2 m3cT contains the distributed 1D applied and inertial

loads in the Bi basis. O3 is a 3×3 matrix of zeros. The curvature vector of deformed

GTB is denoted asK = bk1 + κ1 k2 + κ2 k3 + κ3cT, in which κ1 is the twist curvature

and κ2, κ3 are the bending curvatures. K̃ is the antisymmetric tensor form of K as

shown in Eq. (4.73). e1 = b1 0 0cT and γ = bγ11 2γ12 2γ13cT. In the same fashion, ẽ1

and γ̃ are expressed in the antisymmetric tensor form.

K̃ = −


0 −(k3 + κ3) k2 + κ2

k3 + κ3 0 −(k1 + κ1)

−(k2 + κ2) k1 + κ1 0

 (4.73)

By differentiating Eq. (4.72) and applying recursive relationships, the higher order

derivatives can be derived

F ′′R = (R2
R −R′R)FR +RRφ− φ′

F ′′′R = (−R3
R +RRR

′
R + 2R′RRR −R′′R)FR + (−R2

R + 2R′R)φ+RRφ
′ − φ′′

(4.74)

Differentiating Eq. (4.71) results in

ε′R = S−1
R F ′R + E ′

ε′′R = S−1
R F ′′R + E ′′

ε′′′R = S−1
R F ′′′R + E ′′′

(4.75)
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Now we can substitute Eqs. (4.72) and (4.74) into Eq. (4.75) to obtain derivatives of

the generalized Timoshenko strain measures, then calculate the 3D strain field using

Eq. (4.70). It should be emphasized that in the MSG GTB theory, the recovered 3D

strain fields are obtained from both the loads E and stress resultants FR in the 1D

sense. At last, the 3D stress field can be calculated from the 3D strain field using the

Hooke’s law as shown in Eq. (4.49).

4.2 MSG Implementation for Free-edge Stress Analysis

Although MSG can be used to analyze the free-edge problem of initially twisted

and curved laminates, here we only focus on straight laminates for illustrative purpose.

Consider a general laminate of length l, width 2b, thickness h and made of n layers

of lamina of thickness h0. The laminate is loaded at x1 = 0 and x1 = l. An example

is shown in Fig. 4.3. The laminate is clamped at x1 = 0 and subjected to extension

force F ◦1 , shear forces F ◦2 , F ◦3 , bending moments M◦
2 , M◦

3 and torque M◦
1 at x1 = l,

of which the positive directions of the forces and moments are shown in Fig. 4.3.

Without loss of generality, we choose the origin of orthonormal coordinate system

o − x1y2y3 in the y2 − y3 plane to be the geometry center of the cross section of the

laminate. On both the free-edges and the top and bottom surfaces of the laminate

traction-free conditions exist. The laminate is sufficiently long along the x1 direction

so that in the region away from the two ends the boundary effect can be neglected by

virtue of the Saint-Venant principle. Nevertheless, the stress and strain fields are not

necessarily independent of x1 due to the loads applied. According to MSG, the cross

section can be considered as the structure genome (SG) because one can use the cross

section as the fundamental building block to build the laminate along the x1 axis and

the corresponding macroscopic structural model is a 1D beam model along x1.

Without loss of generality, the applicability to solve free-edge problem implement-

ing MSG beam cross sectional analysis is explained using the GEB model. According
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(a)

(b)

Fig. 4.3. The laminate geometry and coordinate system.

to MSG, we need to first express the displacements of the original 3D elasticity theory

in terms of the displacements of the 1D beam model as

u1(x1, y2, y3) = ū1(x1)− εy3ū3,1 − εy2ū2,1 + εw1(x1, y2, y3)

u2(x1, y2, y3) = ū2(x1)− εy3φ̄(x1) + εw2(x1, y2, y3)

u3(x1, y2, y3) = ū3(x1) + εy2φ̄(x1) + εw3(x1, y2, y3) (4.76)

where ui(x1, y2, y3) denote the displacements of the 3D elasticity theory, ūi(x1) rep-

resent the beam displacements which are area average of the 3D displacements over

the cross section, and φ̄(x1) describes the average twist of the cross section such that

φ̄ = 〈u3|2 − u2|3〉 (4.77)
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where 〈·〉 represents area integration over the cross section. wi(x1, y2, y3) are the

fluctuating functions to express the displacements which cannot be represented by

the 1D kinematic variables (ū1, ū2, ū3, and φ̄).

From Eq. (4.76), we can obtain the strains as

Γ11 = ε̄11 + y3κ̄2 − y2κ̄3 + w1,1

Γ22 = w2|2

Γ33 = w3|3

2Γ23 = w2|3 + w3|2

2Γ13 = y2κ̄1 + w1|3 + w3,1

2Γ12 = −y3κ̄1 + w1|2 + w2,1

with ε̄11 = ū1,1, κ̄1 = φ̄,1, κ̄2 = −ū3,11, κ̄3 = ū2,11.

The original 3D problem is split into a 2D cross sectional analysis and a 1D

analysis of the reference line, which can be treated as a beam analysis and can be

solved analytically or numerically. To solve the generalized free-edge problem using

MSG, the following three steps are required:

• Perform a homogenization analysis over the 2D cross section problem, from

which the effective beam properties describing the behavior of the reference

line will be obtained, along with the dehomogenization relations expressing the

fluctuating functions wi in terms of the beam strains (ε̄,κ̄1,κ̄2,κ̄3). For GTB

model, beam strains also include transverse shear strains.

• Solve the 1D beam problem subjected to the generalized loads applied at the

two ends to obtain beam strains.

• Perform a dehomogenization analysis to obtain local fields such as displace-

ments, stresses and strains at the cross section of interest with the beam strains

or cross section loads FR (Eq. (4.71)) obtained in the previous step as the inputs.

From the numerical examples, it will be obvious to observe the power of this

method. However, it is still worthwhile to discuss the limitation of this method in
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analyzing free-edge problem. Based on the plate model of MSG [24], the 3D strains

can be expressed as:

u1(x1, x2, y3) = ū1(x1, x2)− εy3ū3,1 + εw1(x1, x2, y3)

u2(x1, x2, y3) = ū2(x1, x2)− εy3ū3,2 + εw2(x1, x2, y3)

u3(x1, x2, y3) = ū3(x1, x2) + εw3(x1, x2, y3)

(4.78)

Here ui(x1, x2, y3) are 3D displacements of the original laminate plate, while ūi(x1, x2)

are plate displacements which are functions of x1, x2 only. We also introduce 3D un-

known fluctuating functions wi(x1, x2, y3) to describe the information of 3D displace-

ments which cannot be described by the simpler Kirchhoff-Love plate kinematics.

Γ11 = ε11 + y3κ11 + w1,1

2Γ12 = 2ε12 + 2y3κ12 + w1,2 + w2,1

Γ22 = ε22 + y3κ22 + w2,2

2Γ13 = w1|3 + w3,1

2Γ23 = w2|3 + w3,2

Γ33 = w3|3

with the linear plate strains defined as

εαβ(x1, x2) =
1

2
(ūα,β + ūβ,α); καβ(x1, x2) = −ū3,αβ (4.79)

Here α, β denotes subscript 1 or 2.

It can be seen that κ̄2 of beam has the same expression as κ11 of plate. There is

no straight forward corresponding relations for the κ̄1, κ̄3 of beams and κ22 and twist

curvature κ12 = −ū3,12 of plates. In another word, this method cannot be applied to

the case when the average deformation characteristics of the laminated cross section

cannot be fully captured by the strains and curvatures of the beam reference line.
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4.3 Numerical Examples

4.3.1 Laminate of Rectangular Cross Section under F ◦3 and M◦
2

Firstly, a laminate with layup [60/30/ − 45/45] subjected to shear loads is con-

sidered. The layup is denoted from the bottom suface to the top surface of the lam-

inate. The laminar material properties are E1=137.895 GPa, E2=E3=14.479 GPa,

G12 =G13=G23=5.861 GPa, ν12 =ν13=ν23=0.21. The laminate has a total thickness

of h = 4 mm, width 2b = 16 mm, and length l = 96 mm. Each layer has a thickness

of 1 mm. This laminate can be viewed as a short beam-like structure with the aspect

ratio l/2b = 6. According to the modeling framework of MSG, first a homogenization

analysis of the cross section is conducted and the stiffness matrix of the homogeneous

beam can be obtained. The effective stiffness components in D are arranged in a

form that shown in Eq. (4.68). It can be seen that the effective beam shear stiffness

are at a similar order of the other diagonal terms. In addition, the couplings between

shear and extension, bending are not negligible.

D =



1.80×106 3.28×105 0.0 1.70×105 −2.20×105 0.0

3.28×105 1.39×106 0.0 −6.77×105 −1.28×105 0.0

0.0 0.0 1.49×105 0.0 0.0 −1.73×104

1.70×105 −6.77×105 0.0 4.26×106 −6.43×105 0.0

−2.20×105 −1.28×105 0.0 −6.43×105 1.76×106 0.0

0.0 0.0 −1.72×104 0.0 0.0 3.38×107


(4.80)

The laminate is clamped at x1 = 0 and subjected to F ◦3 = 100 N and M◦
2 = 4.8

N · m at the other end x1 = l. The stress distributions at the center cross section

x1 = 48 mm in the mid-span are considered, where a pure shear force F3 = 100 N

exists because the internal moment from the applied F ◦3 and M◦
2 canceled each other

at x1 = 48mm.
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For comparison and verification, a 3D FEA model with the identical cross section

mesh has been created in ABAQUS. The loads are applied at the geometry center

of the cross section. All the lateral faces are traction free. From Table 4.1, it can

be seen the MSG analysis can be finished within 12 seconds by a single CPU while

3D FEA consumes significant computation resource and time. However, the stress

predicted by MSG agrees very well with that from the direct 3D FEA.

Table 4.1.
Computation cost comparison of MSG and 3D FEA models

Mesh MSG 3D FEA

Node number 6,077 3,472,013

Element number 1,960 834,960

Element type S8R C3D20R

Computation time 12 seconds 306 minutes

CPUs 1 12

The mesh of the beam cross section for MSG analysis is shown in Fig. 4.4. It

is noted that the element size gradually reduces from the center to the free-edges of

the laminate along the y2 direction. This is because stress variation is supposed to

be relatively small around the center of the cross section, while it is expected to be

significant as approaching the boundary due to free-edge effect. Furthermore, within

each composite layer, the element size also gradually reduces from the center to the

layer interfaces along the y3 direction, since relative large stress variation crossing the

interface is expected due to abrupt change of material orientation.

The distributions of interlaminar stress (σ13, σ23, σ33) along the interfaces and free-

edges extracted at the paths shown in Figs. 4.4 are compared. The results of the first

loading case are compared in Fig. 4.5, 4.6, 4.7 and 4.8. The highly localized nature

of interlaminar stresses near the vicinity of free-edge could be seen clearly, where the

magnitude of interlaminar stresses change rapidly by only moving slightly away from
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(a)

(b)

Fig. 4.4. Paths where the interlaminar stresses are extracted.

the free-edge. It is noteworthy that all the interlaminar stress components from MSG

analysis agree very well with those of 3D FEA.

As shown in Fig. 4.5(a), among the three layer interfaces σ13 obtains its largest

value at interface -45/45, while its smallest value at interface 60/30. As expected, σ13

almost stays constant at locations y2 < 0.5b with a magnitude close to the nominal

value of F3

h·2b = 1.56 MPa. However, as approaching the free-edges it quickly increases

to a magnitude of multiple times. It is noted that around the free-edges σ13 grows

much faster at interface -45/45 than at 30/-45 and 60/30. In addition, slight drop in

σ13 is observed in the immediate vicinity of the free-edge at interface 60/30. With

respect to σ23, different layer interfaces show up different variation along the y2 di-

rection, as revealed in Fig. 4.5(b). At interfaces 30/-45 stays around zero along the

entire interface, while at interface 60/30 and -45/45 σ23 is observed to keep constant

at locations y2 < 0.5b but change quickly near the free-edge. As expected, at the

free-edge σ23 is zero at all the three interfaces. σ13 and σ23 at the interfaces shown

in Fig. 4.5(a) and (b) are symmetrical with the vertical axis. Fig. 4.6 shows the

variation of σ33 along the layer interfaces. For the vast majority of the interface it
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Fig. 4.5. Interlaminar shear stress distributions along the width of
the laminate under F3 = 100 N.
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Fig. 4.6. Interlaminar normal stress distribution along the width of
the laminate under F3 = 100 N.

stays zero while near the free-edges it quickly increases in magnitude and turns to be

compressive in sign. Noticing that at interfaces 60/30 and -45/45 σ33 turns around

suddenly in the immediate vicinity of the free-edge to increase instead of decreasing.

It is clear as revealed in Fig. 4.6 that, for composite beam, the zero transverse normal

stress assumption in classical beam theories only stands at locations away from the

free-edge.

For σ13 along the free-edge, an approximate parabolic shape is observed with zeros

at the two ends as shown in Fig. 4.7(a), which is similar to the case of a homogeneous

beam cross section. Interlaminar normal stress σ33 along free-edge is plotted in Fig.

4.8. Near the free-edge y3 = b, the laminate is mostly under compressive σ33 except

in a small portion of the bottom layer tensile σ33 is observed instead. Within each

layer σ33 varies significantly from interface to interface, however the maximum σ33

does not emerge exactly at the layer interface.
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Fig. 4.7. Interlaminar shear stress distributions through the thickness
along the free-edge of the laminate under F3 = 100 N.
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Fig. 4.8. Interlaminar normal stress distributions through the thick-
ness along the free-edge of the laminate under F3 = 100 N.
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4.3.2 Laminate of Rectangular Cross Section under F ◦3

Using the same laminate, the interlaminar stress are considered under another

loading case, that is the laminate is clamped at x1 = 0 and subjected to F ◦3 = 100 N

at the other end x1 = l. Under this loading case, at the center cross section x1 = 48

mm both shear force and bending moment exist internally, with F3 = 100 m, and

M2 = −4.8 N·m.

Fig. 4.9 shows that σ13 are around zero along most part of the interface except near

the free-edge. Around the free-edge it quickly increases in magnitude at interfaces

60/30 at y3 = −h0 and -45/45 at y3 = h0, where it turns into compressive in sign at

y3 = −h0 and into tensile in sign at y3 = h0. σ13 stays almost identically zero along

the entire interface -45/45. With respect to σ23, Fig. 4.10 shows that its magnitude

at interface 60/30 is multiple times of that at the other two interfaces. At interface

60/30 it gradually increases in magnitude from zero and then suddenly drops around

the free-edge. Its variation at interfaces 30/-45 and -45/45 is more complex as it first

increases then decreases and again increases near the free-edge. Fig. 4.11 reveals that

σ33 is nonzero only around the free-edge where it is positive at interface -45/45 while

negative at the other two interfaces. Under the bending moment M2 = 4.8N ·m the

top portion of the cross section would subject to an axial tensile deformation, hence

it would tend to shrink in the thickness direction. However, the ability to shrink of

the top portion is constrained by the bottom portion, which in turn leads to a tensile

interlaminar normal stress σ33 at interface -45/45. Similar explanation applies to the

compressive interlaminar normal stress at interface 60/30.

Fig. 4.12 shows the shear stress σ13 at the free-edge. It is observed that σ13 is

positive within all layers except the bottom one where it is negative. As shown in

Fig. 4.13 interlaminar normal stress is observed to be much smaller within the top

and bottom layers than the middle two layers. The only tensile σ33 occurs at the

interface -45/45.
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Fig. 4.9. Interlaminar shear stress σ13 distribution along the width of
the laminate under F3 = 100 N and M2 = −4.8 N · m.
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Fig. 4.10. Interlaminar shear stress σ23 distribution along the width
of the laminate under F3 = 100 N and M2 = −4.8 N · m.
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Fig. 4.11. Interlaminar normal stress distributions along the width of
the laminate under F3 = 100 N and M2 = −4.8 N · m.
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Fig. 4.12. Interlaminar shear stress distributions through the thick-
ness along the free-edge of the laminate under F3 = 100 N and
M2 = −4.8 N · m.
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Fig. 4.13. Interlaminar normal stress distributions through the thick-
ness along the free-edge of the laminate under F3 = 100 N and
M2 = −4.8 N · m.

From Fig. 4.5, 4.6, 4.9, 4.10 and 4.11, it can be seen that the maximum magnitude

of the interlaminar stress from the second loading case is considerably larger than that

from the first loading case, implying that the internal bending moment contributes

the major part to the interlaminar stress compared with the internal shear force.

4.3.3 Laminate of Curved Cross Section under F ◦3

MSG can be implemented for free-edge analysis of arbitrary beam cross sections.

In this example, a laminate beam with curved cross section is studied by the GTB

model. The GEB model is also used to see the improvement brought by the GTB

model. The geometry and layup information of this curved cross section beam is

shown in Fig. 4.14. The beam is made of 4 layers of laminae with a stacking sequence

of [-45/45/90/0]. Each layer of lamina has the same thickness of 1 mm, and the lamina

material properties are E1=132 GPa, E2=E3=10.8 GPa, G12 =G13=5.650 GPa, G23=

3.38 GPa, ν12 =ν13=0.24, ν23=0.59. The laminae arcs have a 60 degree central angle.
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The arc length of the outer surface of 0 deg lamina is 18.1 mm, corresponding to

a chord length of 17.3 mm in y2 direction. The total length of the curved beam is

120 mm, which established a short beam with a length/width ratio of about 7. The

coordinate origin of the curved cross section is chosen at the center of circle. The

curved beam is clamped at x1 = 0 mm, and imposed a shear force of F ◦3 = −100 N

at the center of circle of the other end x1 = 120 mm.

Fig. 4.14. Cross section geometry of curved beam laminate.

From the homogenization, the effective beam properties for the GTB model can

be calculated as shown in Eq. (4.81).

D =



3.18×106 9.42×104 0.0 −1.49×106 4.94×107 0.0

9.42×104 6.74×105 0.0 −9.38×106 1.50×106 0.0

0.0 0.0 1.57×105 0.0 0.0 1.17×105

−1.49×106 −9.38×106 0.0 1.33×108 −2.33×107 0.0

4.94×107 1.50×106 0.0 −2.33×107 7.71×108 0.0

0.0 0.0 1.17×105 0.0 0.0 7.16×107


(4.81)

First a convergence study of MSG analysis is conducted using three different mesh

configurations as listed in Table 4.2. The rmin and tmin represent the minimum element

size along the radial direction and tangential direction respectively. The computation

time consumed for both homogenization and dehomogenization by SwiftComp are
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also listed in Table 4.2. Fig. 4.15 shows the configuration of Mesh 2, with 2240 8-

noded second-order quadrilateral elements (MSG S8R) on the cross section. Note

that to capture the significant variation of stress/strain around the layer interface

and the free-edge, refined meshes are adopted there. The results of interlaminar

stress σ13 along radial direction on interface -45/45 are presented in Fig. 4.16, where

the horizontal axis θ/θ0 is the normalized central angle. Good agreement are shown

among different meshes, even in the vicinity of the free-edge. This indicates that for

MSG GTB model a relative coarse mesh is already capable of capturing the larger

stress gradient due to free-edge effect. Considering the performance and efficiency,

Mesh 2 is used in the 3D FEA model as the cross-sectional mesh. Table 4.3 compares

the model size and computation cost of the MSG models and FEA models. It is shown

that the number of elements of MSG models are orders of magnitude smaller than

those of 3D FEA models. The implementation of 2D elements in the MSG models

reduces the computation cost greatly.

Table 4.2.
Mesh configurations of curved beam cross section.

Mesh Mesh 1 Mesh 2 Mesh 3

rmin(mm) 0.06 0.06 0.038

tmin(mm) 0.12 0.09 0.073

Node number 4489 6937 12281

Element number 1440 2240 4000

Computation time [GEB](s) 1.265 1.751 3.335

Computation time [GTB](s) 1.682 2.532 4.814

Using the mesh configuration in the MSG cross sectional analysis and 3D FEA as

shown in Table 4.3, the interlaminar stress distribution σ13 along interface 45/90 of

curved beam laminate from the two methods are extracted and compared in Fig. 4.17.

At the free-edge (θ/θ0 = −1) the interlaminar shear stress σ13 from MSG S8R and 3D
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Fig. 4.15. A typical mesh (Mesh 2) of the 2D cross section of the
curved beam laminate.
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Fig. 4.16. Convergence study of interlaminar shear stress distribution
along interface -45/45 of curved beam laminate under F ◦3 .

FEA C3D20R models are very close. It is noteworthy that, compared to the 3D FEA

C3D8 model, σ13 at the free-edge from the model with MSG first-order element S4 is

more close to the results from the models with second-order elements. This indicates

that with the same cross section mesh configuration, MSG predicts more accurate

interlaminar stress at the free-edge compared with 3D FEA, which means MSG can

achieve a faster convergence. This is due to the semi-analytic nature of MSG that
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Table 4.3.
Mesh configurations of curved beam cross section

Mesh MSG S4 MSG S8R 3D FEA C3D8 3D FEA C3D20R

Node number 2349 6937 1,059,400 4,185,638

Element number 2240 2240 1,008,000 1,008,000

Computation time (s) 1.073 2.532 13,193 46,643

Fig. 4.17. Convergence study of σ13 distribution along interface 45/90
of curved beam laminate under F ◦3 .

the original problem is decoupled to an analytic geometrical nonlinear beam model

and a cross-sectional analysis that is solved using FEM.

The contour plots of the interlaminar stresses are shown in Fig. 4.18. Stress

concentration for interlaminar shear stress component σ13 exists at interface -45/45

around the free-edge. Similarly, relative large stress concentration for σ23 is shown

at interface 45/90 near the free-edge. For both stress components, positive value is

observed at one end while negative value at the other end with comparable magnitude,

see Fig. 4.18(a) and 4.18(b). Fig. 4.18(c) shows that the interlaminar normal stress
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σ33 distribution is almost symmetric about the y1 − y3 plane. Stress concentration

exists at interface -45/45 near the free-edge.

(a) σ13

(b) σ23

(c) σ33

Fig. 4.18. Interlaminar stress contour plots of MSG under F ◦3 .

Interlaminar stress distribution from MSG and 3D FEA at the interfaces along the

tangential directions are compared in Figs. 4.19, 4.20 and 4.21. In the figures, only

the data paths at the right half portion of the interface are extracted to display the

details more clearly. Results at the other half have similar characteristics. The stresses
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are extracted in the cylindrical coordinate system instead of the Cartesian coordinate

system used in the simulation, so that all the interlaminar stress components are along

or normal to the interlaminar surfaces. For all the interlaminar shear and normal

stress components, high stress gradient and stress concentration can be observed near

the free-edge, whereas the stresses almost vanish when away from the free-edge area.

The stress variation at interfaces -45/45 and 45/90 is much more drastic compared

with that at interface 90/0. Plots from MSG GTB model match very well with the

3D FEA model, even at the free-edge.
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Fig. 4.19. Interlaminar shear stress σ13 distribution along the width
of curved beam under F ◦3 .

Interlamiar shear and normal stresses along the free-edge are plotted in Fig. 4.22

and 4.23. It is clearly shown that high stress gradient exits around the layer interface

due to abrupt change of material orientation crossing it. Fig. 4.22 shows that σ13

is nearly zero for the two top layers while positive for the two bottom layers. With

respect to σ33 as shown in Fig. 4.23, it is approximately zero for the -45 deg and 0

deg layers, compressive for the 90 deg layer, and tensile for the 45 deg layer.
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Fig. 4.20. Interlaminar shear stress σ23 distribution along the width
of curved beam under F ◦3 .
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Fig. 4.21. Interlaminar normal stress distribution along the width of
curved beam under F ◦3 .
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Fig. 4.22. σ13 distribution at the free-edge of curved beam under F ◦3 .
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Fig. 4.23. σ13 distribution at the free-edge of curved beam under F ◦3 .

For comparison purpose, a GEB model is also implemented for the free-edge stress

analysis. The recovered stresses are compared with those from the GTB model and

the 3D FEA, as shown in Fig. 4.24 and Fig. 4.25 . It is clear from both comparison
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plots that the stresses from the GTB model agree very well with that from 3D FEA

at all regions of the cross section. In contrast, obvious deviation around the center

region is seen for the MSG GEB model. However, overall the free-edge stresses from

the GEB model is not far away from the result of 3D FEA in this case because shear

force is not the key factor introducing the free-edge stresses under load F3 compared

with the bending moment. In the region away from the free-edge, σ13 recovered from

the GEB model is not accurate, since in the GEB model the internal shear force

cannot be taken into account, only the internal bending moment is considered.
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Fig. 4.24. σ13 distribution of a curved beam under F ◦3 at the interface 45/90.

4.3.4 Laminate of Curved Cross Section under F ◦2

The GEB theory seems good enough to predict the free-edge stresses under shear

force F3, however this conclusion cannot be generalized to all the load cases when shear

loads exist. The generalized Timoshenko beam model of MSG takes into account of

the shear loads in its formulations, therefore it can accurately calculate the free-edge

stresses. In this section, we use the same laminate of curved cross section model but
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(a) GEB

(b) GTB

(c) 3D FEA

Fig. 4.25. σ13 contour plots of a curved beam under F ◦3 .
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consider the load case F ◦2 = 100 N. Figs. 4.26, 4.27, and 4.28 show the interlaminar

shear stress σ13 along the width of different layer interfaces from the GTB model and

the GEB model, as well as 3D FEA. It is observed that the GTB model can calculate

all the stress components accurately while the GEB model produced errors compared

with the 3D FEA results. This can also be observed from the contour plots in Fig.

4.25.
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Fig. 4.26. σ13 distribution along the width of a curved beam under
F ◦2 at the interface -45/45.

To be specific, as shown in Fig. 4.26 σ13 at interface -45/45 predicted by the GEB

model is symmetric about the center (θ/θ0 = 0.0) which is drastically in contrast

to the prediction of the GTB model and 3D FEA. The results from GEB model

significantly deviate from that of the GTB and 3D FEA, especially around the free-

edge. Negative σ13 is predicted near the left free-edge from the GTB model and

3D FEA, while GEB model gives positive values. At interface 45/90 σ13 prediction

from the GEB model about zero along the entire interface except near the free-edge,

while the prediction from the GTB model and 3D FEA gradually increases from

negative to positive from the left free-edge to the right free-edge, see Fig. 4.27. The
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Fig. 4.27. σ13 distribution along the width of a curved beam under
F ◦2 at the interface 45/90.
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Fig. 4.28. σ13 distribution along the width of a curved beam under
F ◦2 at the interface 90/0.
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magnitude of GEB prediction is multiple times smaller than that of the other two

models, especially around the free-edge. The prediction of σ13 at interface 90/0, as

shown in Fig. 4.28, from the GEB model is nearly zero, while the GTB model and

3D FEA predict significant variation from the left to the right free-edge.

Contour plots of shear stress σ23 and normal stress σ33 are shown in Figs. 4.29 and

4.30, compared the results from the GEB model, the GTB model, as well as 3D FEA.

Significant stress concentration is predicted at layer interfaces around the free-edge

by the GTB model and 3D FEA. However, the stress concentration predicted by the

GEB model is relatively small. To see this more clearly, the interlaminar stress σ23

and σ33 are extracted along interface 45/90, as shown in Figs. 4.31 and 4.32. It is

clear that the GEB prediction fails to capture the high stress concentration near the

free-edge, as well as the stress σ33 at the center section, while very good predictions

are given by the GTB model.
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(a) GTB

(b) 3D FEA

(c) GEB

Fig. 4.29. σ23 contour plots under shear force F ◦2 .
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(a) GTB

(b) 3D FEA

(c) GEB

Fig. 4.30. σ33 contour plots under shear force F ◦2 .
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Fig. 4.31. σ23 distribution at the interface 45/90 of a curved beam
under shear force F ◦2 .
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Fig. 4.32. σ33 distribution at the interface 45/90 of a curved beam
under shear force F ◦2 .
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4.4 Summary

The present work demonstrated that the MSG cross sectional analysis can be

used to solve general free-edge stress problems of composite laminates. MSG can

handle long laminates with arbitrary cross sections and layups subjected to combined

mechanical loads including extension, shear forces, bending moments, and torque, and

it does not require the laminate subjected to constant loads along the x1 direction

as what has been usually assumed in existing approaches based on Q3D models.

Compared with approaches based on 2D plate models, in the formulation of MSG

no ad hoc assumptions on displacement or stress are used. In addition, there is no

restriction on the geometry of the cross section of the laminate.

It is found that SwiftComp provides an effective tool for general free-edge stress

analysis for composite laminates which can achieve the accuracy of the much more

expensive 3D FEA at the efficiency of simple 2D cross-sectional analyses. The func-

tionality to deal with 3D SG implementing the GTB model is implemented in Swift-

Comp, which provided higher accuracy compared with the GEB model in the free-edge

stress analysis. When the same cross section mesh is implemented in the MSG and

3D FEA model, MSG can converge faster with regard to the mesh density due to its

semi-analytic nature.

From the numerical examples of free-edge analysis, it can also be concluded that

the internal bending moment plays a more important role than the internal shear

force in the surge of the interlaminar stress at the free-edges. However, the shear

force still should not be ignored in the free-edge analysis.
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5. FAILURE ANALYSIS OF COMPOSITE BEAM-LIKE

STRUCTURES

5.1 Introduction

The heterogeneity of the composite structures can be shown at two levels: at the

material level such as composite laminates, and at the structural level such as sand-

wich beams. Heterogeneous materials show complicated failure features in contrast

to homogeneous materials. The constituents of the heterogeneous structures have

different failure modes which can interact with each other to form more complex fail-

ure modes due to the interface properties, volume fraction and loading conditions.

The most simple example is unidirectional fiber-reinforced composite lamina. The

main failure modes are fiber breakage/microbulkling, fiber pulling out, matrix crack-

ing, interfacial debonding and delamination, etc. Heterogeneous materials can have

hierarchical structures. For example, woven composites can be viewed as a layup

structure with each layer composed of UCs, and each UC are comprised of yarns

and matrix. For woven composites, delamination and kink band formation in com-

pression, tow rupture and pullout in tension, and combinations of these in bending

also need to be considered. The progressive failure process of composite structures

usually results in a great potential for damage tolerance [171]. If heterogeneity at

the structural level is considered, many more failure modes can be introduced which

are resulted from the multiscale features involved. For example, stiffened sandwich

structures may have complicated failure mechanisms such as skin-stiffener separation

and local bulking. It is difficult to include all the failure modes in a model, therefore

it is important to conduct failure analysis at the length scale interested.

In this chapter we will study failure initiation of heterogeneous beam-like struc-

tures based on the stress analysis of MSG outlined in Chapter 4. To begin with, for
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completeness failure theories for orthotropic materials are briefly introduced. Follow-

ing that is the prediction of the failure strength of the beam-like structures in terms

of the maximum forces and moments, which corresponds to the prediction of the

failure strength of heterogeneous materials in terms of maximum stresses. At last, a

numerical example of a composite grid-stiffened cylinder beam-like structures is given

to show its effectiveness of this method.

5.2 Failure Criteria of Composite Materials

In the initial failure analysis of materials, different failure criteria are used to

determine the failure index and failure envelop. The material is safe when the failure

index f < 1 within the failure envelop.

There are many failure criteria in the literature for composite materials, of which

the most widely used are maximum normal stress/strain criterion and maximum

shear stress/strain criterion that apply to individual stress components, Tsai-Hill

criterion and Tsai-Wu criterion that take into account the influence of different stress

components, and Hashin criterion that can indicate the failure modes of composites.

To demonstrate the capability of MSG stress analysis in failure strength prediction

of beam-like structures, without loss of generality, in next section we will take the

maximum stress criterion and Tsai-Wu criterion as examples. The two failure criterion

are introduced briefly as follows for completeness.

The maximum stress failure criterion is a combination of the maximum normal

stress criterion and maximum shear stress criterion. It assumes that material fail-

ure happens when the absolute value of a stress component exceed its corresponding

strength. This criterion differentiates the normal failure modes of tensile and com-

pressive loading and the shear failure modes. To be specific, the material will fail if

any of the following conditions stands

f =
σ11

X1

= 1 f =
σ22

X2

= 1 f =
σ33

X3

= 1 (5.1)
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when the normal stresses are tensile, and

f =
|σ11|
X ′1

= 1 f =
|σ22|
X ′2

= 1 f =
|σ33|
X ′3

= 1 (5.2)

when the normal stresses are compressive. In addition, the material fail in the shear

modes if any of the following conditions holds

f =
|σ23|
R23

f =
|σ13|
R13

f =
|σ12|
R12

(5.3)

Note that here σij are stress components in the local material coordinate system. For

orthotropic materials, since the strengths of different stress component at different

directions are not the same, the principal stress concept is not implemented in the

failure criterion. The tensile strengths are denoted as X1, X2, X3, while the corre-

sponding compressive strengths are X ′1, X ′2, and X ′3. Furthermore, R23, R13, and R12

denote the shear strengths on the three principal symmetry planes of the material. It

should be emphasized that failure criteria are based on stress/strain components on

the local material coordinate systems. Consequently, attention should be paid when

the material coordinate system is not aligned with the global coordinate systems. In

this case, the stress/strain components should be transformed to the local material

coordinates before applying these failure criteria. However, it is incorrect to trans-

form the strength values (X1, X2, X3, etc.) from the material coordinate system to

the global coordinate system. The correctness of the transforming of stress/strain

is based on its tensorial nature. The strengths are not components of a tensor, but

represent different physical states of the material [171].

The Tsai-Wu failure criterion is a generalization of the Tsai-Hill criterion that

differentiates the tensile and compressive strengths. The Tsai-Wu failure surface is

characterized by a polynomial function of the stress components that includes both

linear and quadratic terms. To be specific, the material will fail if

f =F1σ11 + F2σ22 + F3σ33 + F11σ
2
11 + F22σ

2
22 + F33σ

2
33 + 2F12σ11σ22

+ 2F13σ11σ33 + 2F23σ22σ33 + F44σ
2
23 + F55σ

2
13 + F66σ

2
12 = 1

(5.4)
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where Fi and Fij are material parameters that depend on the various material strengths,

i.e.

F1 =
1

X1

− 1

X ′1
F2 =

1

X2

− 1

X ′2
F3 =

1

X3

− 1

X ′3
(5.5)

F11 =
1

X1X ′1
F22 =

1

X2X ′2
F33 =

1

X3X ′3
(5.6)

F44 =
1

R2
23

F55 =
1

R2
13

F66 =
1

R2
12

(5.7)

and

2F12 =
1

X3X ′3
− 1

X1X ′1
− 1

X2X ′2
(5.8)

2F13 =
1

X2X ′2
− 1

X1X ′1
− 1

X3X ′3
(5.9)

2F23 =
1

X1X ′1
− 1

X2X ′2
− 1

X3X ′3
(5.10)

5.3 Initial Failure Analysis of Composite Beam-like Structures

As shown in Chapter 4, the composite beam-like structures analysis can be sepa-

rated into a macroscopic beam analysis and a constitutive modeling on the SG at the

microscale. From the SG analysis the effective stiffness matrix of the beam and the

dehomogenization relation can be obtained. For the GEB model, they are from Eq.

(4.45) and Eq. (4.44). For the GTB model, they are obtained from Eq. (4.63) and

Eq. (4.60). In the linear elastic regime, the 3D local strain Γ in the microstructure

are linearly related with the macroscopic beam strain and curvatures ε̄ through Eq.

(4.48) and Eq. (4.70) for GEB and GTB respectively. In addition, the 3D local stress

σ can be obtained using Eq. (4.49).

From the macroscopic beam analysis, the internal load FR can be calculated, as

well as the beam strain and curvatures ε̄ using Eq. (4.71). For GEB model, FR =

b F1 M1 M2 M3cT. For GTB model, shear forces F2 and F3 are also included, and

thus FR ≡ b F1 F2 F3 M1 M2 M3cT. Note that the strain E introduced by the

applied load is not considered.
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Therefore, based on the SG constitutive modeling, the following linear relation

between FR and σ can be written as

σ = fFσFR (5.11)

The initial failure analysis then can be carried out at the microstructure with various

failure criterion of materials. Under a given FR, the failure index can be obtained in

the microstructure.

In composite structures, the initial failure load Pcr is defined as the load under

which the maximum failure index in the structure reaches 1. From the linear relation

of Eq. (5.11), for any load P on a structure, when f 6= 1, the load P can be increased

or decreased by a ratio of α so that when Pcr = αP the maximum failure index equals

to 1. Corresponding to any FR, a Pcr can be calculated. It is obvious that Pcr of all

the possible FR can define a volume of six dimensionality for a GTB model, within

which the GTB structure is safe. When a single component Fi in FR is considered, the

Pcr could be viewed as the strength of the beam in the same fashion of the strength

for materials. When two load components (Fi,Mj) are considered, the failure envelop

of these two components can be obtained.

To calculate the Pcr corresponding to a certain load FR, first the failure index

field in the SG under FR can be calculated, followed by a step to determine the

α corresponding to this load condition. For a failure criterion which is linear with

respect to the stress field, such as the max stress failure criterion,

f(ασij) = αf(σij) (5.12)

Since material is defined to fail at f = 1,

α =
1

f
(5.13)

Inside the microstructure, the most dangerous point has the maximum f and the

smallest strength ratio, denoted as αmin, therefore

Fcr = αminFR (5.14)
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If the failure criterion in the microstructure used is not linear, the strength ratio

α need to be redefined. The procedure to calculate α in Tsai-Wu failure criterion

is illustrated in [171] in detail. Here the results are listed for completeness. First

Tsai-Wu failure criterion can be rewritten in the following form.

f(ασij) = α2a+ αb = 1 (5.15)

where

a =F11σ
2
11 + F22σ

2
22 + F33σ

2
33 + 2F12σ11σ22 + 2F13σ11σ33 (5.16)

+ 2F23σ22σ33 + F44σ
2
23 + F55σ

2
13 + F66σ

2
12 (5.17)

and

b = F1σ11 + F2σ22 + F3σ33 (5.18)

where a, b are computed based on the local 3D stress state of the microstructure when

macroscopically the beam has a internal load FR. Then, α can be solved as

α =
−b±

√
b2 + 4a

2a
(5.19)

Only the positive solution is meaningful and should be kept. If the calculated α is

negative, implying the material will not fail, then α = +∞. In this case Fcr can be

estimated using Eq. (5.14).

Since FR can be an arbitrary load condition, this procedure can be applied to

calculate the strength and failure envelop of any combination of two load components.

The procedure of a MSG failure analysis of composite beam-like structures then can

be described as the following

1. Identify the smallest building block of the beam-like structure as the SG.

2. Perform a homogenization analysis over the SG, from which the effective beam

properties will be obtained, along with the dehomogenization relations that can be

used to recover the local fields.

3. Solve the 1D beam problem subject to loads.
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4. At the location of interest, perform a dehomogenization analysis to obtain the

local fields such as stresses and strains with the internal loads or beam strains and

curvatures obtained in the previous step as the inputs.

5. Predict the failure index, then the initial failure load and failure envelop based

on various failure theories, such as the maximum stress and the Tsai-Wu criteria,

with the local fields recovered from the dehomogenization as the inputs.

It is noted that to predict the strengths or failure envelop of the beam structure,

an arbitrary magnitude of Fi or (Fi,Mj) can be used in step 4, therefore step 3 is not

necessary if only require the strengths and the failure envelop.

5.4 Numerical Example

Without loss of generality, a composite grid-stiffened (CGS) cylinder (from [172])

is studied to evaluate the accuracy of the failure analysis based on the generalized

Timoshenko beam (GTB) model in this section. As shown in the Fig. 5.1, the CGS

cylinder is made of a laminate shell and stiffeners. The shell laminate has a thickness

of 0.09 in and layup sequence of [45/45/90/0/45]s with a ply thickness of 0.009 in. The

shell is stiffened by three types of stiffeners: helical, longitudinal and circumferential,

in which the helical angle is 45 degree and the number of stiffeners circumferentially

is 12. The width and depth of all stiffeners is 0.18 in. The material of the cylinder

is the same as the laminate in the fiber direction. The same finite element mesh size

and element type is used in the 3D SG as the detailed FEA. The material used in the

stiffeners and shell is E-glass 21xK43 Gevetex/LY556/HT907/DY063 epoxy [173].

The material properties are given in Table 5.1, where the subscripts 1, 2, and 3

indicate the principal material coordinates. X1, X ′1, X2 and X ′2 are the tensile and

compressive strengths in the corresponding directions and R23, R12, R13 are the shear

strengths.

For this specific CGS cylinder, the beam stiffness matrix is shown in Eq. (5.20). It

is seen that the shear-bending is captured by the GTB model, which is not available
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Fig. 5.1. The CGS cylinder and the corresponding SG [172]

Table 5.1.
Material properties of E-glass 21xK43 Gevetex/ LY556/HT907/DY063 epoxy.

Mechanical properties Values Strength properties Values

E1 6.610×106 psi X1 1.856×105 psi

E2 = E3 2.350×106 psi X ′1 1.160×105 psi

G12 = G13 8.460×105 psi X2 = X3 5.802×103 psi

G23 8.460×105 psi X ′2 = X ′3 2.103×104 psi

ν12 = ν13 0.278 R23 1.059×104 psi

ν23 0.389 R12 = R13 1.059×104 psi

in the GEB model. Using the effective beam stiffness matrix, macroscopic beam

strains can be calculated under different external loads, which, in turn, can be used

to dehomogenize the corresponding local stress fields. Strengths of the CGS cylinder

are given in Table 5.2 for the maximum stress criterion and Table 5.3 for the Tsai-Wu

criterion. Direction 1 of the CGS cylinder is in its axial direction, while directions 2

and 3 denote its radial directions. In Tables 5.2 and 5.3 the symbols ‘+’ and ‘-’ mean

that the corresponding loads are in the positive and the negative coordinate directions,

respectively. Due to symmetry of the structure the predicted strengths under bending

moments M2 and M3 are identical, no matter it is applied in the positive or negative
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coordinate direction. The same conclusion applies to the transverse forces. Different

strengths are predicted for torques in positive and negative coordinate directions, and

also for tensile and compressive axial forces, due to the unsymmetrical layup sequence

of the laminates and different tensile and compressive material strengths as shown in

Table 5.1. For this CGS cylinder, the compressive axial strength is almost four times

of the tensile strength according to both failure criteria, while the maximum allowable

torque in the clockwise direction is 40% bigger than that in the counterclockwise

direction. In addition, the strengths predicted by both failure criteria are close to

each other.

D =



1.19×107 0.0 0.0 −8.14×105 0.0 0.0

0.0 2.15×106 0.0 0.0 3.98×105 0.0

0.0 0.0 2.15×106 0.0 0.0 3.98×105

−8.14×105 0.0 0.0 3.76×107 0.0 0.0

0.0 3.98×105 0.0 0.0 5.13×107 0.0

0.0 0.0 3.98×105 0.0 0.0 5.13×107


(5.20)

Table 5.2.
Strengths of CGS cylinder: Max stress failure criterion.

Direction F1 (lb) F2 = F3 (lb) M1(lb·in) M2 = M3 (lb·in)

+ 1.498E+04 8.782E+03 5.144E+04 2.281E+04

- 5.430E+04 8.782E+03 7.073E+04 2.281E+04

Table 5.3.
Strengths of CGS cylinder: Tsai-Wu failure criterion.

Direction F1 (lb) F2 = F3 (lb) M1(lb·in) M2 = M3 (lb·in)

+ 1.483E+04 8.392E+03 4.917E+04 2.258E+04

- 5.690E+04 8.392E+03 6.530E+04 2.258E+04
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Two loading cases are used for the comparison between the initial failure analysis

of the MSG model and the detailed 3D FEA model. The first loading case is an axial

tensile force F1 = 10, 000 lb and a twisting moment M1 = 20, 000 lb·in. In the second

case the CGS cylinder is subjected to a combination of axial tensile force F1 = 10, 000

lb and bending moment M2 = 20, 000 lb·in. The failure index contours from MSG

analysis and detailed 3D FEA are compared in Fig. 5.2(a) and 5.2(b) for loading

case 1 and 2, respectively, with the maximum stress failure criterion. It is clear that

the predicted index contour from MSG are very close to that of 3D FEA, especially

for loading case 2 with applied axial force and bending moment. The failure index

contour shows that the cylinder has already failed for loading case 2 while remains safe

under loading case 1. The critical paths where the failure index achieves maximum

are shown as solid black lines in Fig. 5.2(a) and 5.2(b). Along these two critical lines

the failure index are extracted from both MSG and 3D FEA models and plotted in

Fig. 5.3. Predictions from both maximum stress and Tsai-Wu criteria are included.

In the plots the horizontal axis is the local path coordinate starting from the inner

cylindrical surface and ending at the outer cylindrical surface. For both loading cases

and both failure criteria, the failure index predictions from MSG overlap with that

from the detailed 3D FEA model along the entire critical path line.

For heterogeneous beam-like structures, failure envelopes of different combination

of internal loads are especially useful. Hence, the failure envelopes for the two loading

cases are also calculated, as shown in Fig. 5.4. The dehomogenization relation from

MSG analysis is solely determined by the SG selected. Consequently, for a given

SG, the microscale fields such as stress and strain can be uniquely calculated by the

macro strains, which in turn depend on the sectional forces and moments. Therefore,

failure criteria from MSG analysis for beam-like structures can be established based

on the internal forces and moments. As expected, Fig. 5.4 shows that loading case 1 is

within the predicted failure envelope while loading case 2 is outside. It is interesting

to note that for the CGS cylinder structure the failure envelope in the F1-M2 plane is

a parallelogram for both maximum stress and Tsai-Wu criteria, which is similar to the
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(a) Loading case 1 with axial force F1 and torque M1.

(b) Loading case 2 with axial force F1 and bending moment M2.

Fig. 5.2. Failure index contour plots from MSG and detailed 3D FEA analyses.

failure envelopes in the σ1-σ2 plane for homogeneous materials. In the loading cases

with external axial force and twisting moment, the predicted failure envelope has a

more irregular shape. It is noted that the predicted F1-M1 envelopes for maximum

stress and Tsai-Wu criteria on the half plane with tensile axial force F1 are closer

than that on the other half plane (see Fig. 5.4(a)).

5.5 Summary

Based on the capability of MSG to predict local fields with high precision, new

forms of failure criteria is presented in this chapter for heterogeneous beam-like struc-
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tures. Within the framework of MSG, for a given SG the newly developed forms of

failure criteria are based on sectional forces and moments. Traditional widely used

failure criteria, such as maximum stress and Tsai-Wu that rely on local stress/strain

states, can be easily recast to the form of sectional forces and moments. Failure en-

velopes that are important in engineering applications can be readily calculated on

different sectional forces and/or moment planes. Comparison with failure strength

predictions from detailed 3D FEA shows that the new formulations from MSG are

capable of obtaining high precision. An advantage of the MSG procedure over 3D

FEA is its minimum computational cost, thus greatest efficiency, and directly linking

microstructural details with global beam behaviors.
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6. CONCLUSIONS AND FUTURE WORK

6.1 Conclusions

Multiscale methods are usually developed following a bottom-up scenario based

on the assumption that length scales are well separated. In contrast to following a

bottom-up scenario, MSG is a top-down theory that develop the macroscopic struc-

tural model and the micromechanics model simultaneously. In this work, by extending

MSG and its companion code SwiftComp, two problems arise from the ambiguous

scale separation in multiscale simulation are tackled.

First, the theory of MSG is extended for aperiodic heterogeneous solid structures

when the microscopic periodicity is not preserved in all the three directions. A volume

integral constraint is introduced to ensure the kinematics equivalence between the

original heterogeneous material and the equivalent homogenized material based on

the principle of minimum information loss and variational asymptotic method. As

this theory does not require boundary conditions, one is free to choose the analysis

domain of arbitrary shape that is not necessarily to be a cuboid. This theory can also

handle periodic materials by enforcing the periodicity of the fluctuating functions,

or use a combined constraints of PBCs and the volume integral constraint if the

material is not fully periodic in three directions. For periodic structures, the effective

properties obtained using the combined constraints will converge consistently to those

obtained from using fully periodic constraints. The mathematical smallest building

block of the heterogeneous structure, namely SG can still utilize the lowest dimension

to describe the heterogeneity as for fully periodic materials.

RVE analysis and SG constitutive modeling are related and compared in this

work. It is found that the volume integral constraint itself is equivalent to SUBCs

in RVE analysis. When additional periodicity constraints are applied, the combined
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constraints are equivalent to the mixed boundary condition of SUBCs and PBCs in

RVE analysis. The mixed constraints for RVE analysis are proved to satisfy the Hill-

Mandel condition, although MSG can satisfy the Hill-Mandel condition automatically.

In MSG, it is easier to apply the periodicity constraints since the macroscopic strains

are not present in the constraints as they are in the RVE analysis. In addition, the

recovery of the local fields involving no BVP solving process and thus more efficient.

This theory is enabled based on the FE method in SwiftComp, with an added

option to use B-bar integration techniques in first order quadrilateral elements or brick

elements to reduce volumetric locking, and enabled reduced integration techniques for

second order 2D and 3D elements.

A few examples are analyzed with the extended MSG theory and compared with

analytical solution, RVE analysis and 3D FEA results. Using CCA model, MSG

predicted the exact effective properties when they exist and predicted the lower bound

given by the analytic solution. Textile composites of finite thickness are also analyzed.

It is shown that the proposed theory can naturally capture the influence of the finite

thickness effect and inter-ply shifting to the effective properties and the local fields.

In contrast, apparent error can be introduced if PBCs are applied in this case. In

addition, with a example of a randomly distributed short fiber reinforced composite,

it is demonstrated that MSG can conveniently analyze complicated microstructures

that is difficult to generate periodic mesh, and obtain acceptable results.

Second, MSG is enabled to deal with Timoshenko beam-like structures with span-

wise heterogeneity, which provide higher accuracy than the previous available Euler-

Bernoulli beam model. Its reduced form, the MSG beam cross sectional analysis, is

found to be able to analyze generalized free-edge problems with arbitrary layups and

subjected to general loads. In this method, the only assumption applied is that the

laminate is long enough so that the Saint-Venant principle can be adopted. There is no

limitation on the cross section of the laminate since no ad hoc assumption is involved

with the microstructure geometry. This method solve the free-edge problem from a

multiscale simulation point of view, which is completely different from the massive
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available research works which design special quasi-3D models or using plate models

based on ad hoc assumptions of local field distribution in the laminates. In contrast to

the Q3D model, the deformation state is not necessarily to be x-independent. From

the numerical results, the accuracy improvement using Timoshenko beam model is

clearly shown compared with EulerBernoulli beam model, especially when transverse

shear is significant in the deformation of the composite laminates.

At last, a strength analysis of a heterogeneous beam-like structure with spanwise

heterogeneity is performed with MSG. The problem is separated to a failure analysis

on the reference line of the beam at the macroscale and a constitutive modeling on

the SG at the microscale. From the SG analysis, the relation between the internal

loads of the beam and the local fields at the microscale can be obtained. In the linear

elastic regime, the failure index of the beam-like structure linearly depends on the

internal loads of the beam. Therefore, the initial failure analysis can be related with

only the internal loads of the beam for a given heterogeneous beam. It can be used as

a guidance in the microstructural design of beam-like structures. By an example of

composite grid-stiffened cylinder beam-like structures, it is shown that the stress and

failure index local fields agree very well with that from direct 3D FEA, which ensures

the confidence of using the strength criterion obtained from the MSG analysis.

6.2 Future Work

The current work was successful in generalizing MSG for aperiodic solid and free-

edge problems, which are two important problems in heterogeneous structural anal-

ysis. The next step in this research direction is to extend it to porous materials,

beams of variable cross section and microstructures such as rotor blade, and plate

with variable thickness and microstructures. For porous material, the proposed vol-

ume integral constraints does not hold due to the existence of the void part on the

SG boundaries. Therefore, special techniques must be developed. For beams with

variable cross sections and microstructures and plates with variable thickness, peri-
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odicity does not exist in any direction, which leads to significant complexity in the

microstructural analysis. A possible research direction is to find a systematic way to

identify proper SGs and constraints so that the solution error can be estimated and

also bounded within an acceptable range. In addition, a multiscale free-edge analysis

considering the progressive failure of fiber and matrix can also be done in the future.
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