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Guided by the continuous manufacturing paradigm shift in the pharmaceutical industry, 

the proposed thesis focuses on the implementation of an integrated continuous crystallization 

platform, the oscillatory baffled crystallizer (OBC), with real time process monitoring. First, by 

defining an appropriate operating regime with residence time distribution (RTD) measurements, 

a system can be defined that allows for plug flow operation while also maintaining solid 

suspension in a two-phase system. The aim of modern crystallization processes, narrow crystal 

size distributions (CSDs), is a direct result of narrow RTDs. Using a USB microscope camera 

and principal component analysis (PCA) in pulse tracer experiments, a novel non-contact RTD 

measurement method was developed using methylene blue. After defining an operating region, 

this work focuses on a specific process intensification technique, namely spherical crystallization. 

Used mainly to tailor the size of a final dosage form, spherical crystallization removes the 

need for downstream size-control based unit operations (grinding, milling, and granulation), 

while maintaining drug efficacy by tailoring the size of the primary crystals in the agglomerate. 

The approach for generating spherical agglomerates is evaluated for both small and large 

molecules, as there are major distinctions in process kinetics and mechanisms. To monitor the 

spherical agglomeration process, a variety of Process Analytical Technology (PAT) tools were 

used and the data was implemented for scale-up applications. 

Lastly, a compartmental model was designed based on the experimental RTD data with 

the intention of predicting OBC mixing and scale-up dynamics. Together, with validation from 

both the DN6 and DN15 systems, a scale independent equation was developed to predict system 

dispersion at different mixing conditions. Although it accurately predicts the behavior of these 

two OBC systems, additional OBC systems of different scale, but similar geometry should be 

tested for validation purposes.



1 

 

 

1. INTRODUCTION 

1.1 Motivation for Continuous Manufacturing 

From upstream molecular synthesis to downstream blending applications, traditional 

pharmaceutical manufacturing is a series of batch processes that lack real time process 

monitoring and control. However, with significant improvements in continuous flow chemistry 

and reaction screening, the bottleneck for a fully integrated, continuous manufacturing line is 

crystallization. Crystallization is the industry standard for molecular purification and 

approximately 90% of all (small molecule) pharmaceutical processes include at least one 

crystallization step.  

Continuous manufacturing was once ignored by pharmaceutical manufacturers because 

manufacturing costs were seen as a small portion of the overall costs associated with bringing a 

molecule to market. From a research and development point of view, only one in 10,000 

potential candidates makes it from lab bench to market. Moreover, the average cost of bringing a 

single molecule to market was estimated to be $1.3B in 2007. As competition from generics 

continues to put pressure on primary manufacturers to produce new drug products, the bottom 

line manufacturing costs of existing drugs is becoming ever more significant. 

In addition to improving the processing efficiency of existing drug products, continuous 

manufacturing offers significant improvements in terms of product variation. Non-idealities in 

batch processes like poor micromixing and heat transfer often lead to batch-to-batch variation in 

product quality. Measuring product specifications is currently done by taking samples and 

performing offline analysis. If the product does not pass narrow windowed specifications, the 

entire batch must be discarded per Food and Drug Administration (FDA) regulations. The 

estimated cost of a batch is roughly between $3M and $5M, making this outcome a costly 
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endeavor. Unlike its batch counterpart, continuous manufacturing lines have the luxury of 

operating at a steady state. With real time product measurements using Process Analytical 

Technology (PAT) tools, off-spec product can be detected and adjusted back into the 

specification range prior to being sent to the next unit operation in the manufacturing line. As a 

result, significant reductions in discarded product are motivating the need for continuous 

production capabilities. 

1.2 Motivation for Process Intensification 

Process intensification is the utilization of new techniques that significantly improve 

manufacturing processes, resulting in cheaper and greener technologies [1]. Comprised of two 

parts, novel equipment (such as microscale reactors[2]) and novel processing techniques (such as 

model-based control approaches[3]-[5]), process intensification is enabling the pharmaceutical 

industry to move towards continuous manufacturing[10] by incentivizing initial financial barriers. 

Continuous manufacturing offers large scale production capabilities while also creating a safer 

working environment for operators, decreasing variations in product quality, and reducing waste.  

In a pharmaceutical manufacturing line, the subsequent steps following crystallization 

involve size manipulation processes like milling and granulation because the size of the API 

directly impacts tablet uniformity. During tablet production, the blended API product typically 

flows over a series of gaps before being pressed into tablets, meaning the flowability of the 

powder directly impacts the amount of API in each tablet. The flowability of the API is largely 

dependent on its size distribution, as static electric forces and surface charge are proportional to a 

particle’s effective surface area. As a result, uniform powder size is desirable for this final 

production step. However, if the size of the powder can be controlled in the crystallization step, 

rather than in downstream processing, milling and granulation can be eliminated entirely. 
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The proposed thesis focuses on a specific process intensification technique, namely 

spherical crystallization. Spherical crystallization controls the size of the powder exiting the 

crystallization step by incorporating the use of a bridging liquid. The bridging liquid induces 

agglomeration in the system, forcing primary particles to combine together in a controlled 

fashion. By tuning process parameters and operating conditions, one can generate uniform 

agglomerates of a desired size with significant flowability enhancements. With a proper 

understanding of these mechanisms, eliminating milling/ granulation from the pharmaceutical 

production line can have significant economic impact and can decrease production time to 

market. 

1.3 Overview of Research Objectives 

 

The proposed thesis involves three key aspects, each centered on process intensification 

in the OBC. The first topic (Operating Regime Map) involves identifying the system parameters 

that allow for adequate heat and mass transfer, while maintaining solid suspension and minimal 

system dispersion. More specifically, the three operating parameters that dictate this regime are 

net flow rate (expected mean residence time), oscillation amplitude, and oscillation frequency. 

The impact of these parameters was experimentally measured through the comparison of 

residence time distributions (RTDs) and physical differences were observed when generating 

turbulence from a piston instead of a pump. Application-based operating regions were 

determined for both single and dual phase systems. After determining the proper operating zones 

in the smaller DN6 model of the OBC (holdup of 300mL), these parameters were scaled to the 

larger DN15 (holdup of 2500mL) and this theory was validated experimentally. 
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The second research objective was to implement spherical crystallization in the OBC, 

such that it may also be used as a process intensification size control strategy. The approach for 

implementing this technique differed for both small and large molecules because of the 

fundamental challenges associated with each. Small molecules can use a surface adhesion-based 

mechanism in which a bridging liquid induces agglomeration up to a critical size. However, large 

molecules, such as proteins, cannot be held together as easily by the bridging liquid, making an 

emulsion solvent diffusion methodology in droplets more favorable to form agglomerates. These 

fundamental differences change the approach of spherical crystallization, but ultimately have 

many similarities in terms of how process conditions can tune the size of the overall agglomerate 

distributions. In both cases, the oscillation parameters proved to be vital in operational longevity 

as well as final product quality (agglomerate compactness and sphericity).  

The last research objective, Implementation and Scale-up, is really an extension of the 

first two objectives, but involves a different set of operational challenges. Scaling the spherical 

crystallization process requires simultaneously scaling the mixing intensity of the system, as the 

oscillatory energy of the piston scales with the square of its diameter. Maintaining this 

relationship is vital for crystal suspension, as any settling drastically decreases the quality of the 

final product and can even lead to system clogging and failure. Lastly, there are significant 

differences in scaling spherical crystallization for small and large molecules. For the small 

molecules, the OBC can be scaled to have multiple bridging liquid injection ports, which allows 

for a tunable agglomerate size as a function of OBC length. However, for large molecules, the 

system diameter is the more critical parameter because the crystallization kinetics across the 

droplet is extremely fast. The ratio of the droplet diameter to the system tube diameter proved to 
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be much more significant in tuning the agglomerate size distribution because droplet coalescence 

is the primary mechanism for generating large agglomerates, an undesired effect in this process. 

In monitoring the spherical crystallization system, several PAT tools were used. In the 

small molecule work, a focused beam reflective measurement (FBRM) and ultra-performance 

liquid chromatography (UPLC) system were used to monitor the size of the solid API and liquid 

concentration respectively. These system parameters were important to monitor the 

crystallization because they had the highest impact on the overall product quality. However, in 

the large molecule work, concentration monitoring was not as significant due to the 

extraordinarily fast kinetics. As a result, the large molecule work was monitored with a Blaze 

900; a tool used to generate end to end chord length distributions (a superior measurement to the 

popular FBRM) as well as advanced online microscopy. The Blaze 900 gave significant insight 

into the early “life” of the droplets as they were injected into the OBC and provided critical data 

regarding the mechanism associated with this unique crystallization technique. 

 

 

 

 

 

Figure 1.1 Hierarchical thesis diagram 
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2. LITERATURE REVIEW AND CASE STUDIES 

2.1 Overview of Crystallization 

Crystallization is a common purification and separation technique that causes a targeted 

molecule to undergo a liquid to solid phase transition under controlled conditions that allow for 

impurity rejection within the crystal lattice. Traditionally, for manufacturing purposes, 

crystallization is primarily used for high purity products; i.e. specialty chemicals[1], active 

pharmaceutical ingredients[2], agricultural additives[3], etc. It’s often considered a cheap, efficient 

alternative to other, more complicated purification techniques like membrane separation [4] and 

chromatography[5] and often has a process yield greater than 90%[6]. 

 One of the reasons crystallization is popular for a variety of applications is that the final 

product is given in the form of a solid. Solid products are generally more chemically stable than 

their liquid and gas counterparts, meaning the product has an extended shelf life[7]. Generally 

speaking, manufacturers much prefer solid products (as opposed to liquids), even if the final 

product must be administered as a liquid, because it is much cheaper to transport solids than 

liquids. Agricultural products are a great example of this concept. Dense, high potency, 

agricultural compounds are produced as solids before being distributed to consumers. Consumers 

are then responsible for dissolving these compounds in water before ultimately applying it on 

crops for the intended purpose. Producing compounds with this strategy does, however, add a 

layer of complexity from a particle engineering perspective. These compounds must now be 

engineered for quick dissolution kinetics and high dispersion stability, as these aspects are 

important for the consumers using them. 

 In characterizing a crystal, some important terminology is useful in describing the critical 

quality attributes (CQAs) of different products. For example, crystal form (also called 
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polymorphic form) refers to the packing structure of the crystalline lattice. A given molecule can 

have a variety of crystal forms, while still being chemically equivalent to each other. Although 

this characteristic does not seem industrially relevant, active pharmaceutical ingredients of 

different forms can have drastically different biochemical effects on patients, dissolution profiles, 

aqueous solubility, and bio-toxicity[8]. Therefore, in drug discovery and crystallization, 

determining each polymorphic form of a drug is important prior to clinical testing.  

 Another physical property worth considering in designing crystallizations is the crystal 

habit. Crystal habit or morphology refers to the shape of the individual crystals making up the 

bulk powder. However, habit and morphology are not considered synonymous. Habit refers to 

the crystal shape as defined by relative crystal length to width, whereas morphology refers to 

crystal facets having the same shape, independent of aspect ratio. The efficiency of downstream 

processes like filtration and drying are highly impacted by crystal habit[1]. Crystals with high 

aspect ratios, like needles and plates, tend to clog filters and inhibit performance[9]. Similarly, 

with drying processes, these types of particles lock in moisture and are easy to break with any 

form of agitation. Breakage occurring in this manner often generates a large number of small 

particles (often referred to as fines), which present toxicological hazards to plant operators as 

they are easily dispersed into the air[10]. Crystal habit, although extremely difficult to modify in 

most cases, is largely affected by solvent composition, supersaturation rate, and even solution 

history. 

 Crystallization is by far the most important separation/ purification technique for the 

pharmaceutical industry. Developing an appropriate formulation must be reproducible and meet 

strict FDA regulations[11]. Moreover, many challenges exist in trying to scale a benchtop 

crystallization process into commercial scale. Significant changes in physical properties often 
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occur when scaling a process, due to unavoidable changes in micromixing and local 

supersaturation which affects the preferential growth of crystal facets[6], [12], [13].  

2.2  Phase Diagrams and Polymorphic Forms 

The first step in designing any crystallization process is to understand the molecule’s phase 

diagram through a series of solubility screenings[14]. A molecule’s thermodynamic solubility 

depends on solution temperature, composition, and pressure (albeit pressure is often omitted as 

the first two are much easier to manipulate in commercial production settings). A molecule’s 

solubility, although a thermodynamic property, greatly impacts the crystallization kinetics by 

setting the groundwork for supersaturation[15]. Supersaturation is defined as the concentration of 

API above the solubility threshold and is primarily responsible for crystal nucleation and growth 

(discussed in a later section). Equations for supersaturation (S) and relative supersaturation S* are 

as follows. 

      (1)  

      (2)  

Note: c is the concentration of API in solution at any time point and c* is the concentration of 

API in solution at the solubility threshold. Controlling the level of supersaturation is the key to 

almost any crystallization. Operating the crystallizer near the solubility curve will result in only 

crystal growth[16], while greatly increasing the S* will result in nucleation events, as discussed in 

the crystallization mechanisms section of this report. The theoretical yield[17] of a crystallization 

process is determined by the starting (A) and ending (B) points on a solubility curve as shown in 

Figure 2.1. One thing worth noting is that polymorphs each have their own solubility curves that  



10 

 

 

 

 

 

 

 

 

 

 

 

can be manipulated for isolating the desired form for a drug product[18]. A formal discussion of 

polymorphic stability and its effect on solubility is discussed as follows. 

Polymorphic forms of drugs often have similar solubility, making them difficult to isolate. 

They can present themselves as stable, metastable, or unstable and determining a form’s stability 

can be seemingly transient depending on the experimental conditions. To truly understand the 

nature of polymorphic transitions, one must construct a Gibb’s free energy diagram.  
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ΔG 

Polymorph I Polymorph III Polymorph II 

ΔG3 

ΔG1 

ΔG2 

Figure 2.1 Phase diagram for Aspirin in acetonitrile 

Figure 2.2 Gibb’s free energy diagram showing the stability of polymorphs 
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From Figure 2.2, moving left to right, the existence of local minima shows how a polymorph can 

be seemingly stable under certain process conditions[19]. However, with small perturbations, the 

polymorph can transition into a state of lower free energy, still without guaranteeing that the new 

minima is indeed the globally most stable form. In the aforementioned example, polymorphic 

forms I and II and locally stable, often referred to as metastable, while polymorph III is the stable 

form. In drug product formulations, transitions from metastable forms to stable forms often occur 

with the presence of moisture, over the course of long storage periods[20]. To ensure form 

stability, extensive testing (often through the use of thermal activation methods like Differential 

Scanning Calorimetry[18]) is required. 

 Detecting polymorphic forms is essential in drug formulation development. Typical 

chemical detection methods like UV-vis and IR spectroscopy are unable to distinguish between 

polymorphic forms because they work through the excitation of certain functional groups on the 

molecule (most commonly conjugated aliphatic functional groups, aromatic systems, or 

chromophores). UV-vis and IR methods only measure the concentration of API in solution and 

polymorphs only exist in the solid form, making these methods inappropriate for detection. 

Raman and Near-IR spectroscopy are the only online tools available for real time detection of 

polymorphic forms[21]. Offline detection methods are more common and include x-ray diffraction 

and Raman spectroscopic microscopy.  

 Slight solubility differences in polymorphic systems are the most common way to isolate 

a desired form[22]. The solubility of these systems can be broken up into two categories for 

dimorphic (2 polymorph) systems: monotropic and enantiotropic. Monotropic systems occur 

when the Gibbs free energy between two polymorphs is never equal over a given temperature 

range of interest. Enantiotropic systems occur when the Gibbs free energies between the two 
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polymorphs are equal and cross in a given temperature range[18], [21]. This distinguishing feature 

is best described below in Figure 2.3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 In the above example, for monotropic polymorphs, isolating form II is much easier than 

form I because the crystallizer can be operated such that form II has supersaturation, while form 

I is unsaturated. Realistically, the crystallizer can also be operated slightly above form I’s 

solubility profile, as long as form I is not already present, because the crystallizer will lack the 

supersaturation required to initial primary nucleation for form I. This technique is typical for 

seeded crystallizations and will be discussed in further detail in section 2.3. If form I was the 

desired form, instead of form II, isolation with this technique becomes impossible. If this is the 

Figure 2.3 Monotropic vs enantiotropic polymorphic systems 
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case, the most appropriate action would be to adjust the solvent system or composition such that 

the relative solubility of the desired form is lower than that of the undesired form. 

 In the event that the system is enantiotropic, similar strategies are useful for isolation, 

keeping in mind that the end point for the crystallization is of highest importance. If the 

crystallizer is in phase equilibrium, then the end point of the crystallization will determine which 

polymorphs are present. As a result, the starting point for the crystallization is only useful for the 

kinetics of the process, as transitioning from a metastable for to the stable form under certain 

process conditions can be a lengthy process[23]. Unlike monotropic systems, enantiotropic 

systems do allow for either form to be isolated, but with the contingency that the yield of the 

process may not be as high. For example, starting from point A and finishing at point B would 

allow form I to be isolated, but the overall yield of the process may only be 30% or 40%. 

However, starting from point A and finishing at point C would isolate form II and the yield 

would be on the order of 80%. In this sense, enantiotropic systems, although more complicated 

kinetically, have favorable thermodynamics for isolating either form. 

2.3 Crystallization Mechanisms 

In crystallization, two primary mechanisms dominate the system; that is, nucleation and 

growth[24]. Manipulating these two mechanisms have drastic impacts on the final product’s 

crystal size distribution (CSD)[25]. If the theoretical yield of the system is fixed, as shown in 

Figure 2.1, then the number of crystals in the system (as determined by nucleation events) in 

combination with preferential crystal growth, determine how the fixed available supersaturation 

in the system is distributed. If size independent growth is to be assumed, then the number of 

nuclei in the system solely determines the size of crystals in the product. For example, knowing 

the available supersaturation is fixed, a small number of nuclei will yield large crystals, while 
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increasing the number of nuclei will yield smaller crystals. As a result, controlling these two 

mechanisms is the key to manipulating the end point crystalline product and is often referred to 

as direct nucleation control (DNC)[26], [27]. The details of each of these mechanisms will be 

described in detail in this section, in addition to several other secondary mechanisms including 

agglomeration, breakage, and coalescence. 

2.3.1 Nucleation 

Nucleation is defined as the birth of ordered crystalline clusters and is the first step in 

traditional crystallization processes[24]. Separated into two types, primary and secondary, 

nucleation requires higher supersaturation relative to growth[28]. Primary nucleation is defined as 

the birth of new ordered crystalline clusters from a purely liquid solution. Secondary nucleation 

requires less supersaturation than primary and is defined as the birth of ordered crystalline 

clusters in the presence of existing crystals[29].  

Primary nucleation is also broken up into two subcategories. Homogeneous primary 

nucleation is the formation of ordered crystalline clusters without help from external factors such 

as the walls of the crystallizer, immersed probes, or the impeller. Heterogeneous primary 

nucleation is the formation of ordered crystalline clusters with the help of these external 

factors[30]. The presence of these external factors act as activation sites for nucleation to occur 

and can be seen as catalyzing the start of nucleation. As a result, heterogeneous primary 

nucleation is by far the most common type of primary nucleation in practical settings[31]. 

Secondary nucleation is the most commonly targeted mechanism in modern 

pharmaceutical crystallization because it can occur at low supersaturation[27]. Energy generated 

from crystals coming into contact with an agitator or high shear stresses in the boundary layer of 

moving fluids are the most common sources of secondary nucleation. Most industrial 
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crystallizers are “seeded” with small crystals at the starting point of the process to avoid primary 

nucleation. Primary nucleation is a stochastic process and is extremely unpredictable due to an 

unprecedented dependence on a number of external factors like solution history, agitation rate, 

and local supersaturation[32], [33]. By seeding the crystallizer at the start, the crystallizer can be 

operated at a low supersaturation, avoiding unpredictable primary nucleation altogether. 

 Modeling nucleation kinetics, while not the primary focus of this thesis, is briefly 

mentioned for completeness. Generally speaking, nucleation kinetics is poorly understood[22] and 

most models fail to accurately describe a system, even with a large number of fitting parameters. 

The stochastic nature of nucleation makes translating fitting parameters between systems, 

especially in regards to scale-up, rather poor[24]. Nevertheless, the two most common primary 

nucleation models are as follows.  

Classical nucleation theory 

     (3)  

Empirically Fitted Expression 

      (4)  

Note: J is the nucleation rate, A is a pre-exponential factor, γ is the solid-liquid interfacial tension 

at the cluster surface, Vm is the molar volume of the solute, k is the Boltzmann constant, T is 

temperature, S is supersaturation, kb is the kinetic rate constant, and b is the exponential 

nucleation constant. In practice, Eqn 3 is difficult to use, since γ is unmeasurable and is often 

fitted to data along with A. Eqn 4 is more common and a simpler approach for fitting data to 

practical crystallizations. However, both equations do not scale effectively since local 

supersaturation is a strong function of micromixing. 
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2.3.2 Growth 

Crystal growth can occur at any level of supersaturation and is best described as a surface 

deposit of API onto an existing crystal facet[34]. The process for crystal growth occurs over the 

course of two steps. The first step is the diffusion of solute in the bulk solution to the surface of 

an existing crystal. From there, the local supersaturation creates a gradient in which a liquid to 

solid phase transition occurs, depositing API solute onto a crystal facet, integrating the new 

material into the crystal lattice[35]. Crystal growth is the primary targeted mechanism for 

industrial crystallization, as it is the major contributor to controlling the CSD of the final 

product[9]. Like primary nucleation kinetics, crystal growth rate can be modelled using an 

empirical fitting expression. 

      (5)  

Note: G is the growth rate, S is the supersaturation, kg is the kinetic rate constant and a is the 

exponential growth constant. 

In a seeded crystallization, the goal of the process is to have growth dominated depletion 

of supersaturation. By avoiding as much nucleation as possible, reproducible crystallization 

processes can be achieved, as growth mechanisms are much more predictable and consistent than 

nucleation. Seeded crystallizations are also useful for obtaining product of a desired polymorphic 

form. By seeding with the desired form, often times, supersaturation can be kept low enough to 

avoid nucleation of the undesired form, making this technique invaluable for high purity 

products[36]. 

2.3.3 Agglomeration, Breakage, and Coalescence 

Other factors that alter final product CSD primarily include agglomeration and breakage, 

but coalescence also plays a role in droplet phase systems[37] like the lysozyme work discussed in 
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Chapter 5. Each of these mechanisms is independent of nucleation/growth and act as secondary 

effects in the crystallizer. Agglomeration is defined as the coming together of two daughter 

crystals to form a larger mother particle[38]. Typically, agglomeration is undesired in industrial 

crystallizations and should be avoided because it adds an additional mechanism that must be 

manipulated to generate the desired CSD[39]. If left uncontrolled, agglomeration can generate 

bimodal CSDs[33], [40] with the first node being comprised of unagglomerated daughter particles 

and the second node consisting of the agglomerated mother particles. 

Crystal breakage is mechanically the opposite of agglomeration in that a mother particle 

fractures into two daughter particles. Litster categorizes breakage into three different 

mechanisms based on their fragment distributions[24]. Cleavage occurs when a particle undergoes 

tensile stress resulting in major fracture. The resulting daughter particles are relatively the same 

size. Impact fracture occurs from particle interactions with the impeller or vessel wall at high 

velocities. The resulting daughter particles are generally smaller than those from the cleavage 

mechanism. The last mode of breakage is attrition, relatively weak surface breakage. Attrition 

occurs when surface forces are not strong enough to crack the mother particle. Surface attrition 

results in a mother particle of roughly the same size and many fine daughter particles. In this 

spherical agglomeration work, attrition is by far the most common mode of observed 

breakage[12]. 

2.4 Batch Crystallization 

Batch crystallization is the preferred mode of operation in the pharmaceutical industry due 

to small lot sizes, straight forward scalability, and it is much easier to grow large crystals by 

controlling cycle time, since continuous processes encounter residence time distribution issues, 

as discussed in a later section[26], [31], [41], [42]. Most batch crystallizations control supersaturation 
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by cooling the crystallizers over time, but semi-batch processes which control supersaturation 

with the addition of an antisolvent is also fairly common[43]. The rate at which supersaturation is 

generated by either (or by combining both) of these methods drastically impacts the size and 

quality of the final crystals formed[44]. The following case study, although brief, illustrates the 

impact of cooling rate on crystal quality for Aspirin. 

2.4.1 Batch Crystallization Case Study 

Introduction 

Cooling crystallization is an important industrial process for the generation of high purity 

pharmaceutical products. In this experiment, the critical quality attribute (CQA) is crystal size 

because size is directly correlated to better downstream processing (filtering, drying, milling, 

tableting), solids handling[40], and bioavailability[45]. Smaller particles are typically undesirable 

and are often generated by nucleation dominated systems (choice of active pharmaceutical 

ingredient (API) and operating conditions). Similarly, quick cooling rates significantly increase 

the number of fine particles and therefore discourage growth mechanisms (less supersaturation is 

available for growth to occur)[46]. Furthermore, this experiment aims to distinguish the 

advantages of slow linear cooling (SLC) over natural cooling (NC) in the batch crystallization of 

aspirin[45],[47]. 

 

Experimental Method 

The crystallization of aspirin occurred through two experiments in series (NC 

immediately followed by SLC). Approximately 82g of Aspirin was dissolved in 237g (300mL) 

of ethanol in a stirred1 (350rpm) 500mL jacketed crystallizer. In both experiments, when the 

                                                 
1 Three blade retreat curve overhead impeller  
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temperature of the vessel reached 32ºC, 5% (g seed/g solute) seeds were added. As seen by the 

cooling profiles in Figure 2.4, both experiments began at 40ºC and were cooled to 25ºC. Each 

system was seeded to accelerate crystallization kinetics and to avoid primary nucleation events. 

To monitor the system, a focus beam reflectance measurement (FBRM) probe collected real time 

measurements of crystal chord length distribution and the number of particles in the system2 

(counts).  

 

 

 

 

 

 

 

 

 

                                                 
2
 Note that the counts measured are not the actual number of crystals in the system, but an estimate of the number of 

crystals passing through the probe’s signal 

Figure 2.4 Cooling profiles for natural and slow linear cooling rates 
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A particle vision monitor (PVM) probe was also introduced to the system in order to gain 

a qualitative measure of crystal quality and size. In order to monitor the concentration of 

dissolved Aspirin, attenuated total reflectance ultraviolet visible (ATR UV-Vis) measurements 

were used and processed through a calibration curve3. The final process analytical technology 

(PAT) tool used is a thermocouple, which monitors the cooling profile within the system. 

Together, these PAT tools allow for in situ monitoring of the system’s operating point in the 

phase diagram, as seen in Figure 2.5. 

 

 

 

 

 

The initial concentration in the SLC experiment is greater than that in the NC experiment 

because the seeds added to the NC experiment dissolved and contributed to the initial 

concentration in the SLC experiment. 

 

                                                 
3 is the equation used in the calibration model. Note: C is concentration, A is absorbance, T 

is temperature and a0, a1, a2 are constants determined by calimetrics 

 

 

 

 

 

 

 Figure 2.5  Operating curves for each experiment within the phase diagram. 
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Results and Discussion 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

For NC, seeding occurs around 10 minutes into the experiment. The number of counts per 

second then begins to increase as further cooling continues. This increase in the number of 

counts is likely due to nucleation (both primary4 and secondary). A similar trend is seen in the 

SLC experiment, but this event occurs around 17 minutes into the experiment. From Figure 2.6 

(top), the final number of counts for NC is significantly higher than for SLC. However, as seen 

by the square weighted mean chord length measurements (SWMCL) in Figure 2.6 (bottom), after 

                                                 
4 Primary because the presence of particles (seeds) can lower the energy barrier for new particles to nucleate out of 

solution 

 Figure 2.6 (top) Change in counts as the system temperature changes over time. (bottom) change 

in SWMCL as crystal counts change over time. 
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seeding in the NC experiment, the particles seem to remain the same size5. This difference 

results from nucleation events occurring faster than growth while following this operating curve. 

In contrast, the SWMCL measurements in the SLC experiment slightly increase, indicating the 

presence of some growth within the system. This explanation is further supported by the PVM 

images contained in the appendix. The crystals resulting from SLC have a more regular shape 

and are slightly larger in general. Note that the SWMCL measurements in the beginning of each 

experiment (15-20 min) are noise because there are very few crystals within the system. The 

number of accounts level off as agglomeration occurs and supersaturation decreases (stopping 

nucleation and growth events). The dissolution data between experiments was removed for 

clarity. However, this data did show a spike in the FBRM counts even though heating started. 

This spike is likely because loosely agglomerated particles (from the end of the cooling stage) 

broke up therefore increasing the number of counts within the system. The spike later decreases 

as smaller particles dissolve. 

Conclusion 

These results support the literature that links slower cooling rates with larger, more 

agglomerated particles. In this comparison, SLC is better than NC. However, SLC is not the 

optimal cooling profile (Worlitschek 891). Future work should include computer-based 

simulations with nucleation and growth kinetics in order to determine the optimal cooling profile. 

Because nucleation kinetics varies significantly between experiments, this model will only be an 

estimation of the optimal cooling profile. However, this simulated profile will likely lead to 

larger particle size and possibly a narrower crystal size distribution. Future work could also 

                                                 
5 SQMCL is not the crystal size distribution in the system, but an increase in SQMCL would correlate in an increase 

in crystal size 
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include varying mixing conditions, when to seed the system, and increasing the batch time in 

order to promote growth instead of nucleation. 

Particle Vision Microscopy 

Natural Cooling 

 

 

Slow Linear Cooling 

 

 

 

 

 

 

 

 

 

Figure 2.7 PVM imaging from cooling crystallization case study 
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2.5 Continuous Crystallization Systems 

Coupled with rising energy costs[48] and competition from generic drug manufacturers[6], 

inefficient processes are compelling the pharmaceutical industry to move towards continuous 

operation. Continuous systems offer large scale production with less deviation in product quality 

after startup (i.e. once the process reaches a stable steady state), reduce material waste by 

minimizing off spec product with real time control, and require less maintenance and cleaning[12]. 

Federal regulatory committees now recognize the potential environmental/ safety benefits of 

continuous operation, as it limits operator exposure to hazardous powders during solids 

handling[49]. 

There are three common types of continuous crystallizers: mixed-suspension, mixed-

product removal (MSMPR) crystallizers (most analogous to stirred tank reactors), plug flow 

reactors (PFR), and oscillatory baffled crystallizers (OBCs). MSMPR crystallizers have 

characteristically broad crystal size distributions (CSD) which stem from their equally broad 

residence time distributions (RTD)[25]. PFRs are generally better (in regards to the RTD issue), 

but clog easily and require physically unrealistic lengths to maintain solid suspension through 

high flow rates. A COBC utilizes sharp or smooth changes in tube diameter (baffles) to create 

pairs of eddies as the net flow direction changes from forwards to backwards through the 

oscillation of a piston[50] (shown in Figure 2.8). COBCs offer linear scale up capabilities, superb 

heat transfer through high surface area to volume ratios, and narrower CSDs with (near) plug 

flow operation[13]. Unlike PFRs, COBCs are able to achieve longer residence times without 

running into tube length issues because piston oscillations generate turbulence without the use of 

large flow rates[51]. Moreover, flow visualization studies have shown that downstream eddy 

generation is independent of upstream flow[52]. This independence improves the case for linear 

scalability, as the mixing mechanism is independent of tube length and the number of baffles 
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present. Such scalability makes COBCs attractive in the chemical and pharmaceutical industries. 

Figure 2.8 describes the internal fluid dynamics of a COBC system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Figure 2.8  (top) Mixing mechanism in an OBC and (bottom) schematic of a typical vertical 

OBC. Adapted with permission from Ni et al.[50],[51] 
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2.6 Heat Transfer Coefficient Case Study 

Crystallization kinetics are often limited kinetically due to the conformational nature by 

which molecules must come together to undergo an ordered liquid to solid phase transition[53]. 

As previously mentioned, tank based systems have poor micromixing, often creating a heat/ 

concentration gradient across the reactor[54], [55]. These mixing deadzones are primary 

contributors to variation between product batches. The OBC has been shown to minimize mixing 

dead zones through the use of baffles and oscillatory piston motion[56]. To best characterize this 

mixing efficiency, in addition to the RTD studies presented in Chapter 4, the heat transfer 

coefficient of the system should also be characterized under a variety of flow conditions. 

In an oscillatory plug flow tubular system, several operating parameters dictate the heat 

transfer coefficient; namely, the axial net flow rate, the amplitude and frequency of the piston, 

and the jacket temperature profile of the tube segments[41], [57]. Synonymous to how a batch tank 

system will cool the API solution over time to generate supersaturation, the OBC creates a 

temperature gradient as a function of tube length to generate a supersaturation profile. By 

manipulating this supersaturation profile, growth dominated process kinetics can be controlled 

and changed in real time to affect final product CQAs. However, due to vigorous backmixing in 

the system, the temperature setpoint of each tube segment can be far different than the process 

fluid temperature, especially at heat exchanger switchover points (the exit for one heat exchanger, 

coupled with the inlet for the next heat exchanger in series)[33], [58]. As a result, understanding 

how the heat transfer coefficient changes with operating conditions is important for predicting 

the temperature profile of the process fluid inside of the OBC, since having thermocouples at 

every point is impractical. The heat transfer coefficient calculation, as described by Andy 

Koswara from Purdue University is as follows. 
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Note: Ti and To are the inlet/outlet temperatures of the process fluid respectively, Ts is the 

surface or jacket temperature, ρ is the density of the process fluid, Cp is the heat capacity of the 

process fluid, k is the thermal conductivity of the reactor glass, z is the axial distance between 

the inlet and outlet, R is the ideal gas constant, u is the superficial velocity, and h is the heat 

transfer coefficient. From eqn (4) of the document, the natural log term can be plotted against Δz 

and the slope of the line formed is defined as the lumped heat transfer coefficient, α. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.9 (top) the effect of piston amplitude on heat transfer coefficient and (bottom) the effect 

of piston frequency on heat transfer coefficient 
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Using this methodology, heat transfer coefficients were calculated to be on the order of   

10-2 with little variation. Of the three key variables of interest, axial net flow rate did not show a 

significant correlation, most likely because the flow rates tested (30mL/min – 200mL/min) were 

dominant compared to the axial oscillations of the piston. However, the heat transfer coefficient 

showed a negative correlation with both the piston amplitude and frequency. This result is most 

likely due to the fact that axial backmixing reduces the temperature gradient across tube sections 

near the switchover points. Strong axial backmixing creates uniformity rather than distinct 

temperature operating zones.  

2.7 Overview of Spherical Crystallization 

Batch crystallization, a prevalent purification step in pharmaceutical processes, 

traditionally lacks CQA control, leading to variation between batches[21]. Consequently, several 

additional unit operations must adjust crystal size and morphology to desired ranges for proper 

dissolution kinetics and bioavailability. Although Nagy and several others successfully 

implement control approaches to resolve these issues in batch systems[15], nonideal mixing often 

leads to complex nonlinear partial differential equations[31]. When crystal growth naturally forms 

long plates or needles, several downstream issues arise in regards to filtering, drying, and solids 

handling[1]. These issues lead to an additional need for size adjustment (e.g. grinding, milling, 

and granulation), dramatically increasing the costs associated with achieving the desired 

micromeritic properties[59]. 

Spherical crystallization is an alternative method that utilizes a bridging liquid to 

simultaneously combine high aspect ratio crystals into spheres, while nucleation and growth 

occur[60]. Although the spherical agglomeration mechanism is system specific and currently 

unknown in the COBC, Kawashima, Peña, and others predict two mechanisms of agglomerate 
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formation. The first is emulsion based in which the counter diffusion of immiscible good and 

poor solvents drive supersaturation and initiate crystallization inside the emulsion. The second 

proposed mechanism dictates that a bridging liquid preferentially wets the surface of crystals, 

while numerous inter-crystal collisions result in adhesion.[40], [61] To truly understand the 

mechanism in the COBC, advanced in situ imaging devices such as Particle Vision and 

Measurement (PVM) probes must be implemented.  

Nevertheless, spherical crystallization considerably reduces the number of processes 

required to manufacture the final dosage form, even allowing for the addition of excipients 

before direct compression into tablets[48]. Other benefits of spherical agglomerates include free 

flowability, more uniform dissolution patterns, and narrower size distributions21. The bridging 

liquid droplet size[62] and addition rate[63] allow one to tailor the size of the spherical 

agglomerates to specified ranges, adding an additional degree of control and further promoting 

process intensification. 

2.8 Process Analytical Technology Tools and Their Role in Spherical Agglomeration 

When scaling up self-nucleating continuous systems, an added degree of product 

variability comes into play as nucleation kinetics are highly stochastic[21]. However, online 

process analytical technology (PAT) tools can monitor the system, allowing one to adopt process 

parameters that minimize off spec product formation in real time[52]. Of utmost importance in 

spherical agglomeration is the size of the primary crystals incorporated in the structural lattice. 

These primary particles dissociate from the original agglomerate and then further dissolve within 

the body. Therefore, the size of these primary particles plays a vital role in bioavailability and 

targeted drug delivery[22]. A focused beam reflectance measurement (FBRM) probe uses laser 

backscattering to measure a chord length distribution of suspended crystals without invasively 
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altering crystal size or morphology[64]. This in situ measurement relates to the actual size of each 

passing particle, allowing for real time process parameter adjustments, e.g. changes in 

antisolvent flow rates, cooling rates, etc. Additionally, FBRMs in continuous processes are 

useful for determining if the system is operating in steady state[65]. When chord length 

distributions no longer fluctuate or the oscillations become predictably repetitive, then the 

system dynamics (crystal nucleation and growth) are approximately independent of time. 

Ultra-performance liquid chromatography (UPLC) is another useful PAT tool for 

monitoring not only component concentrations, but also steady state. UPLC techniques differ 

from high performance liquid chromatography (HPLC) techniques in that they utilize columns 

with smaller diameters, smaller particles[66], and therefore higher pressures[67] to increase peak 

capacity (defined as the ‘number of peaks resolved per unit time’) and decrease retention time[68]. 

Specific to the COBC, the UPLC offers an offline method to construct a concentration profile as 

function of length. This functionality will prove useful when dividing the COBC into three 

specific operating zones for the small molecule spherical agglomeration: nucleation, growth, and 

agglomeration. 

For the large molecule spherical agglomeration work, an additional PAT was used. The 

Blaze900 (Blaze Metrics, LLC) uses high resolution microscopy and particle system analytics to 

estimate end to end chord length distributions. Because the large molecule spherical 

crystallization system is occurring in droplets (see Chapter 5 for details), the advanced analytics 

of the Blaze900 was required to representatively monitor the system. Multiphase (L/L) systems 

prove difficult for the FBRM measurement because the laser backscatter is highly dependent on 

the optics of the laser, while the oscillatory motion of the OBC adds an added degree of 

difficulty. However, because the Blaze uses advanced microscopy at 532nm illumination, end to 
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end chord length distributions can be drawn across high resolution images, ensuring the 

measurement of the solid phase. Additionally, the Blaze900 system was used to predict the 

process dynamics and mechanisms, while still actively monitoring steady state. 

2.9 Dimensionless Operating Parameters 

In operating the OBC system, mixing intensity is highly important. Four dimensionless 

parameters define the fluid flow patterns in an OBC, that is, the oscillatory Reynolds number 

(Reo), the net flow Reynolds number (Ren), the Strouhal number (St), and ψ, the ratio of 

oscillatory and net flows.  

     (7)  

     (8)  

     (9)  

     (10)  

Note: x0 is the piston amplitude, ρ is the solution density, D is the diameter of the tube segment, 

u is the mean superficial velocity and µ is the solution viscosity. The St measures effective eddy 

propagation by simply taking the ratio of the column diameter to piston stroke length [12], [50]. The 

Reo measures the intensity of the oscillations generated by the piston and therefore, the mixing 

imposed on the fluid. Similar to traditional fluid dynamics, the Ren is a ratio of inertial to viscous 

forces. The ratio of both Re results in the dimensionless mixing parameter ψ, a measure of 

oscillatory versus net flows. Large ψ values result in “well-mixed” baffles[12], [69]. Reis et al. 
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showed that flow separation occurs at Reo > 50, leading to asymmetric vortex formation[65], [67]. 

In other words, radial mixing at large Reo is no longer uniform, largely due to ‘fluid slipping’ at 

the wall’s surface. One last consideration in the determination of operating parameters for a 

given system is the over-creation of eddies. For relatively low St numbers (St<0.13), vortex 

generation extends into adjacent baffles, leading to irregularities in mixing and large 

dispersion/back-mixing[68]. In contrast, relatively high St numbers (St>0.2) lead to ineffective 

eddy generation within each cavity, which could impact particle suspension in two phase 

systems[68]. 

2.10 Geometric Considerations in Oscillatory Baffled Systems 

 

COBC Model D (mm) do (mm) lb (mm) Glass Thickness (mm) 

DN15 16 7.5 21.4 2 

DN6 6.85 3.5 11 3 

 

 

 

 

 

 

 

Conventional oscillatory baffled reactors vary in geometry and have diameters greater 

than 15mm[67], while the newer (more recent) mesoscale reactors have diameters in the range of 

4-5mm[51]. Regardless of scale, the commercial application of oscillatory systems are generally 

limited to purely liquid systems, as plug flow operation in a two phase (solid/liquid) system is 

Figure 2.10 Illustration of COBC geometry with dimensions. Adapted from McDonough[67] 
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still a topic of interest amongst academics, especially for shear-sensitive systems[70]. In the 

commercialization of an oscillatory flow system, two common approaches are used: design the 

baffle geometry such that mixing is maximized or design such that frictional losses are 

minimized[41]. 

 Flow characteristics in oscillatory systems are largely governed by both operating and 

geometric parameters[71]. As described in Figure 2.10, S controls the size and shape of eddies 

formed, while adequate distance between baffles (lb) ensures fully developed vortices and the 

minimization of mixing dead zones[72]. This balance provides the foundation for solid suspension 

during crystallization, which is absolutely necessary to avoid settling and clogging. A major 

concern in designing crystallization systems is minimizing shear stress, as it can lead to crystal 

breakage and bimodal size distributions. Therefore, a smooth constriction or “integral baffle” 

was chosen for this application. Integral baffles provide a low shear environment, while also 

generating pairs of vortices[57]. These baffles differ from helical or central axial baffles (not 

shown), which are primarily used for immiscible liquid-liquid systems, where inter-phase 

homogeneity is desirable[73].  
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3.1 Abstract 

 

 Oscillatory flow strategies through baffled tubular reactors provide an efficient approach 

in improving process kinetics through enhanced micromixing and heat transfer. Known to have 

high surface area to volume ratios, oscillatory flow baffled reactors (OFBR) generate turbulence 

by superimposing piston driven oscillatory flow onto the net flow generated by a pump. By 

tuning the oscillating parameters (amplitude and frequency), one can tailor the residence time 

distribution of the system for a variety of multiphase applications. Using a microscope camera, 

principal component image analysis, and pulse tracer injections, a novel noncontact approach has 

been developed to experimentally estimate dispersion coefficients in two geometrically different 

systems (DN6 and DN15, Alconbury Weston Ltd.). The paper also introduces for the first time a 

novel scaled-down version of the commercially available DN15 OFBR, the DN6 (about 10 times 

smaller scale), and provides a comprehensive experimental investigation of the effect of 

oscillation parameters on the residence time distributions (RTD) in both systems. The oscillation 
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amplitude was found to have a significant positive correlation with the dispersion coefficient 

with 1 mm providing the least amount of dispersion in either system. Oscillation frequency had a 

less significant impact on the dispersion coefficient, but optimal operation was found to occur at 

1.5 Hz for the DN6 and 1.0Hz for the DN15. Until now, OFBR literature has not distinguished 

between piston and pump driven flow. Pump driven flow was found to be ideal for both systems 

as it minimizes the measured dispersion coefficient. However, piston driven turbulence is 

essential for avoiding particle settling in two phase (solid-liquid) systems and should be 

considered in applications like crystallization. 

Keywords: residence time distribution, oscillatory flow, continuous reactions 

3.2 Introduction 

Increasingly popular for both synthesis and purification applications, continuous 

oscillatory flow strategies improve process kinetics through enhanced micromixing and heat 

transfer characteristics.[1] Specifically useful for dual phase systems (liquid- liquid/ solid- liquid), 

oscillatory flow baffled reactors (OFBR) offer process flexibility with adaptable configurations. 

OFBRs are often divided into several zones which allow for the implementation of temperature 

profiles and the spatial distribution of reagents across multiple injection points[1]. These added 

degrees of freedom provide numerous design advantages when compared to their continuous 

stirred tank counterparts. 

Compared to traditional plug flow reactors (PFRs), OFBRs generate turbulence by 

superimposing an oscillatory flow onto the net flow through the use of a piston. By imposing this 

oscillatory turbulence, OFBRs do not need to operate at high throughput flow rates like PFRs, 

meaning smaller tube lengths and holdup volumes. However, several authors have indicated that 

these oscillations have a significant impact on the RTD of the system,[2],[4],[5],[6] but do not 
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consider system geometry or scale up. Herein, two commercial systems of different geometry 

and scale will be evaluated under a variety of operating conditions. 

 

OFBR Model 
D 

(mm) 

do (mm) lb (mm) Glass Thickness 

(mm) 

Volume 

(mL) 

DN6 6.85 3.5 11 3 37.5 

DN15 15 7.5 21.4 2 312.5 

 

 

 

 

 

 

 

 

 

 

Conventional oscillatory baffled reactors vary in geometry and have diameters of 15 mm 

or greater,[7] while the newer (more recent) mesoscale reactors have diameters in the range of 4-

5 mm. Regardless of scale, the commercial application of oscillatory systems are generally 

limited to purely liquid systems, as plug flow operation in a two phase (solid/liquid) system is 

still mainly a topic of interest amongst academics, especially for shear-sensitive applications.[8]  

 The flow characteristics in oscillatory systems are largely governed by both operating and 

geometric parameters.[9] As described in Figure 3.1, S controls the size and shape of eddies 

formed, while adequate distance between baffles (lb) ensures fully developed vortices and the 

minimization of mixing dead zones.[10],[11] Baffle type also plays a major role and should be 

chosen appropriately for a given application. For example, a major concern in designing 

crystallization systems is minimizing shear stress, as it can lead to crystal breakage and broad 

size distributions.[12] Integral baffles (like those in the DN6 and DN15) provide a low shear 

Figure 3.1 Illustration of OFBC geometry, adapted from McDonough7 
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environment[13],[14] by smoothly constricting the inner diameter of the tube periodically, making 

them ideal for these applications.  

Four dimensionless parameters define the fluid flow patterns in an OBC, that is, the 

oscillatory Reynolds number (Reo), the net flow Reynolds number (Ren), the Strouhal number 

(St), and ψ, the ratio of oscillatory and net flows.  

      (1) 

      (2) 

      (3)

       (4) 

Note: x0 is the piston amplitude, ρ is the solution density, D is the diameter of the tube segment, 

u is the mean superficial velocity and µ is the solution viscosity. The St measures effective eddy 

propagation by simply taking the ratio of the column diameter to piston stroke length[6]. The Reo 

represents the turbulence generated by the oscillating piston. Similar to traditional fluid 

dynamics, the Ren is a ratio of inertial to viscous forces. The ratio of oscillatory and net flow Re 

result in the overall mixing parameter ψ, a commonly used turbulence parameter. 
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3.2.1 Residence Time Distributions in Oscillatory Baffled Systems 

System DN15 Custom Custom Amicon-Wright 

Length (m) ~5 5 20.5 0.67 

Inner Diameter 

(mm) 
15 25 40 23 

Vertical (V) or 

Horizontal (H) 
V V V H 

Reo 94-3,000 435 2008 Not reported 

Optimal Frequency 

(Hz) 
Both high (5) 

and low (1) 
Not reported 2 No effect 

Optimal Amplitude 

(mm) 
1 Not reported 4 1 

Conclusions 

Ψ is not 

sufficient in 

characterizing a 

system 

 

Scale up can be 

achieved using a 

multi-tube 

configuration 

Increasing x0 

led to 

increasing 

dispersion 

Frequency had 

an insignificant 

effect on 

dispersion 

measurements 

Author Kacker[4] Ni[15] Pereira[6] Dickens[16] 

 

A major advantage in oscillatory tubular systems is the ability to operate near plug flow 

for narrow residence time distributions[17]. As seen in Table 3-1, several authors have worked to 

develop the operating framework for continuous oscillatory baffled systems. Each had a 

geometrically different system, but the trends for optimal operation are similar. Kacker’s work 

used the commercially available DN15 manufactured by Alconbury Weston Ltd. He found that 

Ψ is not a sufficient parameter in characterizing the fluid dynamics of their system and that 

optimal operation occurred at both high and low frequencies as long as the amplitude remained 

small (1 mm). Similarly, Dickens reported the same optimal amplitude of oscillation and that 

frequency had little to no effect on dispersion measurements. Moreover, both Kacker’s and 

Dickens’ results agree with those conducted by Pereira, who showed that increasing the 

amplitude of oscillation resulted in increased dispersion and a larger mean residence time. Ni 

Table 3-1 Optimum operating parameters of OFBRs in literature 
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used flow visualization studies to evaluate the benefits of both baffles and oscillations in 

achieving plug flow behavior at minimal flow rates (ReN). Plug flow operation is vital for 

crystallization, as narrow CSDs are directly proportional to narrow RTDs. Moreover, the 

majority of RTDs in OFBR literature are conducted for single phase liquid systems, which do not 

accurately represent solid-liquid systems. Kacker, however, performed both liquid and solid-

liquid RTD studies and showed that plug flow operation is achievable under a variety of 

conditions. 

3.2.2 Mean Residence Time and Dispersion Calculations 

 To evaluate the residence time distributions at different flow conditions, both mean 

residence time and dispersion calculations are often used:[4],[5] 

          (5) 

                 (6) 

               (7) 

where t is time (s), c is the concentration (mg/mL), σ is the variance, D (m2/s) is the dispersion 

coefficient, u (m/s) is the net flow superficial velocity, and L (m) is the distance between the 

tracer’s injection point and the point at which the concentration measurement is taken. While 

equations (5) and (6) are standard in the RTD literature, Levenspiel[18] solved the dispersion 

model subject to the open-open boundary condition to obtain the analytical solution found in 

equation (7). Using this method, Kacker experimentally determined D/ (uL) values for the 
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commercially available DN15 to be on the order of 10-2. These results should be independent of 

scale, as equations (5) – (7) are independent of geometrical considerations. 

 One limitation of the proposed approach in determining the dispersion coefficient is that 

equations (5) and (6) only consider the area under the concentration versus time curve, while 

information regarding the shape of the curve is lost. To better consider this lumped information, 

an asymmetry factor was introduced. 

 

 

    (8) 

 Typically used to describe qualitative information in chromatographs,[19] the asymmetry 

factor provides an additional means of comparing RTDs under different process conditions. Peak 

“tailing” is not adequately described by dispersion calculations because the area under the peak 

tail is rather small. Asymmetry factors close to 1 indicate minimal peak tailing, while factors 

much larger than 1 give insight regarding the amount of back mixing (tracer spreading in the 

Figure 3.2 Illustration of asymmetry factor calculation 
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reverse direction) caused by piston drawback. All in all, the asymmetry factor is a supplementary 

tool that should be used in combination with the dispersion coefficient to evaluate overall system 

performance.  

3.2.3 Principal Component Image Analysis (PCA) 

Principal component transformations are an advanced technique that reduces the 

dimensionality of a dataset, such that correlations found within the data are measured as a 

maximization of uncorrelated variations.[20],[21] Specific to image analysis applications, PCA is a 

linear orthogonal transformation that converts traditional RGB measurement space to PC1-PC3 

space. PC1 is a maximization of the statistical variance (σ) in the RGB data set. Each subsequent 

PC also maximizes the statistical variance, subject to the constraint that it is orthogonal to the 

previous principal components. In this way, the signal is largely captured in PC1 and is weaker 

with each additional principal component. The utility of this approach is that a single 

measurement can be tracked with time (PC1) and is directly proportional to the concentration of 

tracer in the system. This technique is often used to define a new basis set of vectors (viz. the 

first three principal components) and has many commercial applications.  

 In regards to the following residence time distribution studies, PCA is used to identify the 

presence of methylene blue as a pulse tracer. Although nontraditional for this application, this 

technique has novel capabilities compared to traditional concentration measurements with UV 

probes. In this oscillatory system, probe-based measurement ports can only be located at the 

elbow/tube junctions in order to avoid interference with the baffles. However, the dispersion 

term in the elbow is likely different than that found in the tube segment, creating a parameter 

mismatch at the point of measurement.[22] In using a microscope camera measurement, with PCA 
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image analysis, a novel approach was developed that measures RTDs and dispersion coefficients 

at different geometrical locations without direct contact in the system.  

Simply using RGB camera measurements without the processing of PCA is ineffective at 

determining RTDs, since the proportionality of G/B changes nonlinearly with the concentration 

seen by the camera. In other words, a difficult calibration is required to correlate RGB intensity 

measurements with methylene blue concentrations. Grayscale video processing is a potential 

RGB alternative for RTD measurements. Although appropriate for OFBR RTD studies, 

grayscale video processing is sensitive to process lighting conditions and camera positioning. 

PCA, however, measures uncorrelated variations in the dataset, which is independent of the 

absolute intensity measured by the camera. That is, if the unprocessed measurements from an 

experiment fall in the upper range of the 256 bit scale on one day but fall in a lower range on a 

different day, the two experiments can still be compared because the first principal component 

measurements are with respect to changes in the statistical variance and not the absolute 

measurement! Therefore, by tracking changes in variance instead of changes in the true 

measurement, PCA is a more robust and appropriate processing method. 

3.3 Materials and Methods 

3.3.1 Residence Time Distribution Studies 

 The first set of experiments implemented the newly designed Nitech DN6 (Alconbury 

Weston Ltd) OFBR with a total holdup volume of 37.5 mL distributed across 2 equal tube 

segments and a single elbow connection, while the second set utilized a Nitech DN15 

(Alconbury Weston Ltd) with a holdup of 312.5 mL (roughly one order of magnitude difference 

in scale). Methylene blue (Lab grade ≥99.5% purity, Fisher Scientific) was injected as a pulse 

tracer (380 µg/mL) using a syringe pump (kd Scientific, Infusion). Water was pumped at the 
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inlet using a peristaltic pump (MasterFlex L/S, Cole-Palmer) at varying flow rates. The entire 

system was jacketed and held at 25 ℃ for the duration of the experiment. A Firefly Pro 

microscope camera (RW180) was used to record video images at 720×480 resolution at 15 fps.  

 In order to relate the DN6 system parameters with the DN15, several decisions were 

made regarding the injection volume of methylene blue and the flow rate of the bulk fluid 

(water). Using the cross sectional area of the DN6 and a set water flow rate of 15 mL/min, an 

estimated axial velocity was determined. This estimated axial velocity was kept constant and was 

directly translated to the DN15 and the equivalent water flow rate was determined to be 154.7 

mL/min. In regards to the pulse tracer injection, the original intention was to scale the methylene 

blue volume with the total holdup of each system. However, due to limitations on the injection 

speed of the syringe pump (max 52 mL/min), it was determined that the larger volume required 

for the DN15 could not be injected at a quick enough rate to be considered instantaneous. As a 

result, the injection speed between the systems was kept constant and the maximum injection 

volume for that speed was used in the DN15 experiments. The final injection parameters are as 

follows: 0.2 mL at 40 mL/min for the DN6 and 0.25 mL at 50 mL/min for the DN15. 
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3.3.2 Principal Component Image Analysis 

Prior to the application of PCA, the dataset is averaged to 1 fps in order to reduce noise in 

the RGB intensity measurements. Moreover, this technique helps to maximize the variations 

found in PC1 by avoiding large noise spikes that result from air travelling through the system. 

The goal of this approach is to completely capture the variations of the system in PC1 instead of 

a combination of all three PCs. The developed Matlab software identifies the initial pulse tracer 

by taking the derivative of the first principal component. When the derivative of the first 

component exceeds a sufficiently large value, the software checks subsequent local points to 

ensure pulse tracer detection. This approach limits noisy data and ensures proper pulse tracer 

detection limits. The end detection limit utilizes a baseline averaging technique. A baseline is 

defined as an average of the final 25% of data points. When the principal component 

measurement crosses this baseline, an endpoint limit is defined. Herein, the width of the RTD is 

Figure 3.3 Pictures with main components of the DN6 (top) and DN15 (bottom) RTD 

experimental setup 
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defined as the difference in time between the initial tracer pulse detection limit and the endpoint 

tracer limit. To normalize the distribution, a min-max difference is used. 

   (9) 

 

   (10) 

 

                       (11) 

 

That is, the 90th percentile (90% of the data falls below this point) is used as the max 

while the 10th percentile is used as the min. The difference between the max and min is taken and 

divided by the max for each frame. Note that this is the approach used to reduce the two-

dimensional data matrix measured for each frame to a single scalar value. Herein, these are the 

scalar values tracked with time and reported in the RTD results section. 

3.3.3 Limits of Detection using PCA and Methylene Blue 

In using a non-contact microscope camera instead of a UV-vis probe for concentration 

measurements, the limit of detection may come into question as it relates to the accuracy of the 

dispersion coefficient calculations. To measure the limit of detection, a series of step changes 

were implemented before reaching a controlled state of operation. In other words, several known 

concentrations of methylene blue were pumped through the inlet and held for several minutes 

before the subsequent step change was implemented. Firstly, water was introduced to the system, 

followed by dilute methylene blue at 0.95 µM, 0.71 µM, 0.48 µM 0.24 µM, and 0.12 µM, 

respectively. When the measure of principal component 2 dips below that measured for water, 
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the limit of detection is reached. Note that PC2 is used here instead of PC1 because at this 

dilution, the variations measured in PC1 for each concentration are very similar to that of water. 

However, the subtle variations in the dataset are completely captured by PC2. Using the 

aforementioned method, the limit of detection was determined to be 0.24 µM, thus validating the 

use of a microscope camera and PCA as an RTD measurement approach. 

3.4 Results and Discussion 

3.4.1 Summary of Experimental Conditions 

Exp. 
Flow 

Rate 

(mL/min) 
 

(mm)   

 (Hz)  
Reo 

 

Asymmetry 

Factor 
 

  

1 15 1 1 48.2 0.9 1.6 0.017 

2 15 3 1 144.6 2.8 1.7 0.019 

3 15 5 1 241.1 4.6 1.6 0.022 

4 15 10 1 482.2 9.3 2.0 0.042 

5 15 1 0.2 9.6 0.2 1.9 0.027 

6 15 1 1.5 72.3 1.4 1.4 0.015 

7 15 1 3 144.6 2.8 1.8 0.034 

8 10 1 1 48.2 1.4 2.2 0.023 

9 30 1 1 48.2 0.5 2.5 0.014 

 

Exp. 
Flow 

Rate 

(mL/min) 

(mm)    (Hz)  
Reo 

 

Asymmetry 

Factor 
 

  

1 154.7 1 1 112.6 0.5 1.5 0.010 

2 154.7 3 1 337.9 1.5 1.4 0.012 

3 154.7 5 1 563.1 2.4 1.5 0.020 

4 154.7 10 1 1126.2 4.9 2.0 0.034 

5 154.7 1 0.2 168.9 0.7 1.4 0.015 

6 154.7 1 1.5 337.9 1.5 2.2 0.023 

7 154.7 1 3 22.5 0.1 1.6 0.014 

8 15 1 1 112.6 5.1 1.7 0.018 

9 38.7 1 1 112.6 2.0 1.5 0.017 

10 77.4 1 1 112.6 1.0 1.7 0.015 

 

Table 3-2 DN6 (top) and DN15 (bottom) RTD experiments and dispersion calculation results 
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3.4.2 Changes in Amplitude 
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As the amplitude of the piston increases, the width of the RTD broadens and the 

dispersion coefficient increases. The stroke length of the piston directly influences the RTD 

because a longer drawback leads to more back mixing and inherent deviation from plug flow 

operation. Similarly, large amplitudes can lead to the fluid passing through multiple baffles, 

leading to additional non-idealities in flow behavior. Note that these results are in line with those 

found by Kacker and Mackley in that operating at minimal amplitude leads to the lowest 

dispersion coefficient. Although minimal dispersion leads to “plug flow” behavior, one must also 

consider the minimal energy required to maintain solid suspension in two phase applications like 

crystallization. Solid suspension is essential to prevent system clogging and particle settling. 

With respect to process design, one must choose appropriate piston conditions keeping in mind 

the direct proportionality of the solid’s settling velocity to both the size and true density of the 

crystal.[23] 

Figure 3.4 (top) Measured dispersion coefficients over a range of piston amplitudes (middle) 

RTDs in the DN6 (bottom) RTDs in the DN15 
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3.4.3 Changes in Frequency 
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Similar to the results shown by Dickens, varying the frequency of the piston had an 

uncorrelated effect on the dispersion experienced by the system. Optimal operation was found to 

be at 1.5 Hz for the DN6 and 1.0 Hz for the DN15 when the amplitude was constant at 1 mm. 

Both high and low frequency operation saw more of a ‘tailing effect’ on the residence time 

distribution and this may be insightful in describing vortex propagation for the given baffle 

geometries. Because frequency seems to have an effect on the shape of the RTD, changing the 

frequency of the forward vs backwards plunges may be of interest. This operating strategy gives 

rise to the idea that asymmetrical oscillations could minimize dispersion such that plug flow 

operation is achievable at a variety of operating conditions and may be important for solid 

suspension applications.  

Figure 3.5 (top) Measured dispersion coefficients over a range of piston frequencies (middle) 

RTDs in the DN6 (bottom) RTDs in the DN15 
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3.5 System Sensitivity to Flow Type 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Over the range of flow rates in this study, the dispersion coefficient decreases as the 

pump induced flow rate increases under constant piston conditions. Higher flow rates clear the 

pulse tracer faster and are less affected by the oscillations of the piston. That is, piston 

oscillations generate substantial back mixing as previously described in the amplitude analysis 

section of the results. Again, there exists a trade-off between minimizing dispersion and 

generating turbulence. One of the advantages of an oscillatory flow strategy is decreased system 

length as compared to the traditional PFR. Unrealistically long lengths are often required in PFR 

systems to generate the turbulence required for solid suspension. By superimposing oscillations 

onto the net flow, OFBRs generate similar turbulent conditions, but at lower flow rates with the 

tradeoff being increased dispersion in the system. 

 

 

 

 

Figure 3.6 Measured dispersion coefficients at different pump flow rates 
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In order to properly address optimal operating strategies for both OFBC systems, one 

must consider how far the fluid is travelling with each stroke of the piston. Initial intuition would 

lead one to consider how dispersion changes as a result of how much volume is pushed through a 

baffle with a single forward piston stroke. While adequate for describing a single system, this 

reasoning does not address the different diameters of each OFBR. In other words, because both S 

and lb vary between the two systems, comparing volume equivalents is insufficient in describing 

the “spreading” of the pulse tracer. A more appropriate means of evaluation is to compare the 

axial distances travelled by the pulse tracer with lb.  

 Figure 3.7 describes how dispersion changes as the axial net flow of the fluid traverses 

multiple baffles. Oddly enough, both OFBR systems exhibit a minimum dispersion coefficient at 

some pivot point (roughly 0.8 for the DN6 and 0.4 for the DN15). As the fluid gets pushed past 

multiple baffles, the dispersion coefficient drastically increases. However, when the fluid does 

not travel a far enough axial distance, the dispersion also increases, which seems perplexing. 

Figure 3.7 Measured dispersion as the fluid flows through a set number of baffles per second 
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This phenomenon gives rise to distinguishing between two types of flow regimes: pump 

dominated and piston dominated flow. 

 The mechanism by which fluid flows through the OFBR can be broken down into two 

parts: axial flow generated by the forward stroke of the piston and axial flow generated by the 

peristaltic pump. Piston generated flow can be approximated by dividing the volume of fluid 

displaced by the piston each second by the cross-sectional area of the tube. Pump generated flow 

is approximated by dividing the volumetric flow rate of the pump by the cross-sectional area of 

the tube. Using these approximations along with equation (12), piston and pump dominated flow 

regions are defined in Figure 3.8. 

 

   (12) 

 

 

 

 

 

 

 

 

 

 

 Figure 3.8 Measured dispersion while operating in either piston or pump dominated flow 
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Figure 3.8 transforms the data from Figure 3.7 into a more appropriate treatment of 

system parameters. By distinguishing the mechanisms by which fluid is being axially transferred, 

the relationship between dispersion and flow becomes quite apparent. In piston dominated flow 

(Ratios > ~0.75 in the DN6 and Ratios >~1.0 in the DN15), the dispersion coefficient grows 

rapidly because the superimposed oscillations largely affect the net flow generated by the pump. 

In pump dominated flow, system dispersion is lower and therefore ideal for operation. In 

operating a two-phase system, one would want to design process parameters such that the system 

is operating in pump dominated flow while tailoring the oscillations to ensure proper solid 

suspension. Together, pump driven flow and controlled oscillations allow for narrow residence 

time distributions which directly correlate to narrow crystal size distributions (CSDs) for a 

variety of pharmaceutical applications. 

3.6 Conclusions 

 In this study, the effects of oscillation parameters on system dispersion were evaluated 

across two commercially available reactors of different scale. Oscillation amplitude was found to 

have a positive correlation with the dispersion coefficient, with the minimum dispersion 

coefficient occurring at 1 mm for both systems. This result agrees with those previously 

presented in the literature. Piston frequency was also evaluated and it was found that optimal 

operation occurred at 1.5 Hz for the DN6 and 1 Hz for the DN15. However, varying the piston 

frequency did not have as significant of an impact as the piston amplitude on the dispersion 

coefficient. Moreover, this result supports Kacker’s claim that the mixing parameter Ψ is 

insufficient in characterizing the oscillatory system.  

 Prior to this study, distinguishing between pump driven and piston driven flow was 

omitted in the literature. Piston driven flow leads to an increase in measured dispersion due to 
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the significant back mixing effects that counteract the net flow. While minimal dispersion is 

desired, one must also keep in mind the inherent benefits of piston oscillations. In liquid reaction 

systems, vigorous oscillatory mixing improves process kinetics by increasing the propensity of 

intermolecular interactions. In solid-liquid crystallization systems, the piston oscillations are 

essential for solid suspension to prevent particle settling and clogging. Therefore, proper OFBC 

operation is in a pump dominated region which minimizes dispersion, while keeping in mind the 

oscillatory demands of the system.  
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4.1 Abstract 

Drug substance purification by crystallization is a key interface in going from drug substance 

synthesis to final formulation and can often be a bottleneck in process efficiency. There has been 

increased importance in the development of continuous crystallization systems of active 

pharmaceutical ingredients to produce crystals with targeted physical and biopharmaceutical 

properties. Continuous spherical crystallization (CSC) is a process intensification technique that 

can address many of the present flaws (e.g. size distribution, downstream processing efficiency) 

of traditional crystallization systems. In this study, a novel concept and method in the field of 

process intensification through continuous spherical crystallization is proposed. This study is 

based on performing crystallization/spherical agglomeration in an oscillatory flow baffled 

crystallizer (OFBC). OFBCs are comparable to plug flow crystallizers (PFCs) in that they are 

both tubular crystallizers, however, the OFBC has periodically spaced orifice baffles with 

oscillatory motion overlapped on the net flow. Independent crystallization mechanisms can 

theoretically be achieved through spatially distributed solution, solvent, anti-solvent, and 

bridging liquid addition; offering more control of each mechanism. However, this study shows 
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that the OFBC allows for spatially distributed addition of solvents but achieving control of each 

mechanism individually proved difficult due to the back mixing of the system.  

Keywords: process intensification, spherical crystallization, oscillatory flow baffled 

crystallizer, OBC 

4.2 Introduction 

As the pharmaceutical industry continues to adopt different aspects of continuous processing, 

process intensification will be a key driver towards more integrated unit operations. Process 

intensification is defined as the integration of innovative techniques and technologies to create 

sustainable solutions to current industrial production difficulties. It is comprised of two parts: 

novelty in equipment[1],[2] and novelty in processing techniques.[3]-[10] Continuous process 

intensification techniques lead to improved product quality, process safety and efficiency, and a 

reduction in waste/maintenance. These techniques allow for development and manufacturing at 

laboratory scale, ultimately reducing time to market and improving patent life utilization.[2],[3],[10]-

[12]  

Spherical crystallization is inherently a process intensification technique due to its ability to 

eliminate further downstream unit operations and improve particulate flow properties while 

promoting higher processing efficiency. Continuous spherical crystallization provides the ability 

to directly connect upstream reaction synthesis to separation and purification unit operations. 

Peña & Nagy[2] and Tahara et al.[14] implemented continuous spherical crystallization using a 

mixed suspension mixed product removal (MSMPR) system. Tahara et al. used a single-stage 

MSMPR to carry out a quasi-emulsion solvent diffusion (QESD)[15],[16] spherical crystallization 

technique with a solvent recycle stream. The recycling of solvent from the mother liquor resolves 

two major issues common to spherical crystallization: low yield and maintaining the low ratio of 
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solvent (API carrier) to anti-solvent. Peña & Nagy used a spherical agglomeration (SA)[17],[18],[19] 

technique in a two-stage MSMPR system where the first stage was the nucleation/growth 

dominated stage and the second stage was the agglomeration dominant stage through the use of a 

bridging liquid (binder). Their work focused on the ability to alter both the properties of the 

internal (primary) crystals and the agglomerates by independently changing operating conditions 

in each stage. Independent control of internal and external properties provides the ability to 

achieve a target primary crystal size for bioavailability and a target agglomerate size for drug 

product manufacturability. The ease of ‘knowledge transfer’ from batch to continuous operation 

using the design concept of a MSMPR was evident when comparing the feasibility of spherical 

crystallization in Peña & Nagy and Tahara et al. to those of batch operations.[15],[18]  

The MSMPR framework provides a straightforward technology transfer from batch 

operations since the mixing dynamics for both systems can be similar (independent of the net 

flow). The MSMPR system can be expanded in capacity and degrees of freedom through the 

addition of a cascade of multiple stages.[20],[21] These characteristics make the MSMPR one of the 

more flexible continuous systems. However, broad crystal size distributions (CSD) are typically 

obtained as a result of the broad residence time distributions (RTD) experienced by 

crystals.[22],[23] Another concern when using multistage MSMPR systems is appropriately 

transferring crystal slurry through each stage while maintaining the crystallizer operating 

conditions.[2],[24],[25] Plug flow reactors (PFRs) are an alternative continuous system that are 

known to deliver narrower CSDs. However, PFRs usually require high flow rates to create the 

desired mixing quality via turbulence. This requirement can lead to physically unrealistic lengths 

to achieve appropriate residence times.[2],[14] As a design alternative to PFRs, the oscillatory flow 

baffled reactor (OFBR) is a plug flow reactor where an oscillatory motion is superimposed on 
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the net fluid flow through the use of a piston near the reactor inlet. Periodically spaced baffles 

along the reactor length create changes in the reactor internal diameter, leading to paired eddy 

propagation as the net flow oscillates back and forth.[2] The zone between each pair of baffles is 

assumed to be uniformly mixed and acts as a continuous stir tank reactor. Figure 4.1 is a 

schematic that illustrates the fluid flow pattern of the oscillatory system. In some cases, the 

mixing capabilities of an OFBR are enhanced relative to a PFR, leading to improved heat 

transfer, longer residence times, turbulent mixing with laminar net flow Reynolds (Ren), smaller 

reactor volume, and narrower CSDs.[2],[26],[27],[28] 

 
 

 

There are four key dimensionless parameters often used to define the fluid flow patterns in an 

OFBR, which include the oscillatory Reynolds number ( ), the net flow Reynolds number 

( ), the Strouhal number ( ), and , the ratio of oscillatory and net flows.  

                                      (1) 

Figure 4.1 Schematic of the fluid flow pattern in an OFBR/C with net flow to the right: a) 

forward stroke b) backward stroke. Adapted from Ni et al.26,27 

a 

b 
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      (2) 

      (3) 

      (4) 

The variables in equations 1-4 are as follows:  is the piston amplitude,  is the oscillation 

frequency,   is the fluid density,  is the internal diameter of the tube segment,  is the mean 

superficial fluid velocity, and  is the fluid viscosity. The Strouhal number ( ) represents the 

effective eddy propagation through the ratio of the tube diameter to piston stroke length.[27],[28] 

The Reo measures the intensity of the oscillations generated by the piston and therefore, the 

turbulence level imposed on the fluid. The Reynolds number (Ren) is the ratio of inertial to 

viscous forces. The volumetric flow rate limits the Ren in the system, despite the impeding 

oscillatory flow imposed by the piston. The ratio of the Reynolds numbers (Reo/Ren) results in a 

dimensionless mixing parameter, ψ, a measure of oscillatory versus net flows. Large ψ values 

result in “well-mixed” sections between the baffles[27],[29]. 

The objective of this study was to conduct continuous spherical crystallization in an 

oscillatory flow baffled crystallizer (OFBC) system. Conceptually, the system enables the 

application of various types of spherical crystallization techniques; allowing for both 

simultaneous and independent nucleation, growth, and agglomeration mechanisms. The ability to 

have spatially independent zones within a crystallizer where only one crystallization mechanism 

is dominant offers additional degrees of freedom for the control of final product properties. This 

technique allows for products to be tailored for biopharmaceutical benefit and efficacy (e.g. 
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bioavailability, dissolution rate, particle morphology) and processing efficiency (e.g. filtration 

and drying times). The feasibility of spherical crystallization within a OFBC was studied via a 

series of experiments in which the control crystallization mechanisms and final product 

properties were investigated.  

4.3 Materials and Method  

4.3.1 Lab Reagents 

Benzoic acid (C6H5COOH) (≥99.5% purity, Sigma Aldrich) was used as the model 

compound in this study. Benzoic acid spherical agglomeration has been studied in the 

literature[2],[17],[18] making it an ideal candidate for this study. The solvent system consisted of 

ethanol (pure, 200 pf, USP grd, Decon Labs), deionized water, and toluene (≥99.5% assay, 

Fisher Scientific). Ethanol served as the solvent in which to prepare benzoic acid solutions, water 

as the anti-solvent, and toluene as the bridging liquid. Acetic acid (≥99.5% assay, Fisher 

Chemical), water (Optima LC/MS grade, Fisher Chemical) and methanol (Optima LC/MS grade, 

Fisher Chemical) were used for ultra-performance liquid chromatography (UPLC) quantification 

of benzoic acid. The spherical agglomerates created were filtered and dried at 60 °C for 24 hours. 

A Nikon microscope was used to take images of the spherical agglomerates. Image analysis 

software (ImageJ) was used to determine the agglomerate size distribution (Feret diameter) and 

assess final agglomerate morphology. 

4.3.2 Experimental Setup 

The OFBC was evaluated for a continuous spherical crystallization system using a spatially 

distributed solvent/anti-solvent/binder addition strategy. In this system, nucleation and growth 

occur in the first four segments due to supersaturation created by mixing solution and anti-
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solvent, while bridging liquid is added at the end of the fourth segment, leaving a four-segment 

agglomeration zone. Figure 4.2 is a picture of the experimental setup and illustrates the 

nucleation, growth, and agglomeration zones. Changing the binder addition location makes the 

agglomeration zone flexible in that adjusting this residence time allows one to tailor agglomerate 

size to a desired size target. 

The OFBC used in this work (Figure 4.2) was a Nitech DN15 (Alconbury Weston Ltd) 

consisting of eight segments and a total volume of 1250 mL. All segments and elbows of the 

DN15 were jacketed for temperature control. The temperature was controlled by using four 

thermo-regulators (Huber Ministat 125/Julabo F25-ME) effectively dividing the OFBC into four 

temperature zones. The first zone (consisting of one segment) was kept at 40 °C to dissolve 

particles and prevent particles from reaching the piston which can lead to damage/leaking. The 

rest of the zones (consisting of seven segments) were kept at 22 °C. There is a temperature 

gradient from 40 °C to 22 °C at the interface between the first and second segments, however the 

temperature converges to 22 °C by the exit of the second segment and is uniform through the 

remaining segments of the OFBC. The solution was added at the end of the first zone to ensure 

an antisolvent process. Peristaltic pumps (MasterFlex L/S by Cole-Palmer) and platinum cured 

silicon tubing (MasterFlex L/S by Cole-Palmer) were used for both solution and anti-solvent 

feed into the OFBC (100-150 mL/min). A Waters 515 HPLC pump was used to feed toluene at 

the bridging liquid injection point through an injector (1.32-1.65 mL/min). A control unit allows 

for setting the oscillation amplitude (mm) and frequency (Hz). A Lasentec focused beam 

reflectance measurement (FBRM) S400 was used for on-line monitoring of the particle chord 

length distribution within the system. 
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4.3.3 UPLC Method for Benzoic Acid Quantification 

UPLC techniques differ from high performance liquid chromatography (HPLC) techniques in 

that they utilize columns with smaller diameters and particles (larger surface area to volume 

ratio), and therefore higher pressures to increase peak capacity (number of peaks resolved per 

unit time) and decrease retention time.[30] Benzoic acid quantification for both the determination 

of steady state and solubility data used an Acquity UPLC system (Waters Corporation). The 

system utilizes column, sample, and binary solvent managers coupled with Tunable Ultraviolet 

(TUV) detection in an offline setup to create an output signal that is later processed using the 

Empower 3.1 software (Waters Corporation). The stationary phase was an Acquity UPLC BEH 

C18 column 2.1 mm x 100 mm, 1.7µm, while the mobile phase was a combination of 1.5 % (v/v) 

acetic acid (in water) solution and HPLC grade methanol in an 85:15 ratio by volume. The 

diluent contains the same two solutions as the mobile phase, but in a 55:45 ratio by volume. Each 

Figure 4.2 OFBC configuration indicating location of anti-solvent, solution and binder addition 

as well as PAT port (FBRM) 
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sample injection was 10 µL and the flow rate of the mobile phase was 0.5 mL/min. The 

temperature of the column was 40°C and the UV detection wavelength was 243 nm. 

4.3.4 Benzoic Acid Solubility Determination 

Benzoic acid was dissolved in ethanol/water solutions of varying proportions (0.1-0.4 

ethanol/water (v/v)) and were held at ambient conditions for 24 hours with intermittent mixing to 

reach equilibrium. The supernatant fluid was assumed to be at saturation. The samples were 

centrifuged for five minutes and the supernatant fluid was nano-filtered (200 nm pore size). 

Using this filtered saturated solution in a 10x dilution with ethanol and a manually prepared 

benzoic acid standard, the UPLC method generated a solubility curve as a function of solution to 

anti-solvent ratio (SASR). To validate the equilibrium measurement, a second approach was also 

implemented. Benzoic acid was dissolved in pure ethanol (the solvent) before water (the anti-

solvent) was added in a dropwise manner. This anti-solvent addition induced crystallization and 

the slurry was held at ambient conditions for 24 hours with constant mixing to reach equilibrium. 

With this additional step, both nucleation and dissolution rates are removed from the uncertainty 

as the measured concentration of benzoic acid in solution should be the same using either 

method. Figure 4.3 shows experimentally determined solubility data that was used for choosing 

operating conditions in the OFBC.  
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4.3.5 Experimental Procedure 

4.3.5.1 Degassing Feed Solution 

An in-house degassing system was built to remove the risk of generating air bubbles during 

the operation of the OFBC. To remove the dissolved gas prior to injection, the solution was 

heated to 40°C with constant stirring (150 rpm) in a 5L jacketed vessel with a retreat curve stirrer 

(dia. 140 mm). In addition to the temperature shift, the vessel pressure was decreased using a 

vacuum pump (ultimate vacuum pressure of 110 torr, Welch by Gardner Denver). The decrease 

in pressure also decreases the solubility of air in solution. The entire system was held under these 

conditions for one hour before injection into the OFBC. The degassing process was limited to an 

hour because there is a tradeoff in removing trapped air and evaporating ethanol from the vessel. 

However, the concentration of benzoic acid was determined offline prior to injection, ensuring 

comparable starting conditions between experiments. The degassing process was a batch 

operation which impacted the length of each experimental run time. 

Figure 4.3 UPLC generated solubility of benzoic acid in ethanol solution-water mixtures of 

different ratios 
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4.3.5.2 OFBC Concentration Sampling 

After reaching steady state based on stabilized particle counts measured by the FBRM, a 

sample was taken from the bridging liquid injection port before connecting the toluene feed line 

(refer to Figure 4.2). Once bridging liquid addition was initiated, samples (3 mL) were taken at 

the outlet to determine if steady state was also maintained in the liquid phase throughout the 

process. This approach serves to cross-validate the solid phase (particle counts) and liquid phase 

(concentration) based steady state assumption since crystallization processes depend on both 

phases. The samples taken at the outlet were filtered through (200 nm) pores before being diluted 

10x with ethanol and inserted into the UPLC. Figure 4.4 shows an example of the concentration 

data used to monitor the process for 12 residence times (refer to experiment 3 from Table 4-1). 

The figure shows the benzoic acid concentration as a function of time for the duration of the 

experiment with the slight oscillation in the measurement due to the RTD in the liquid phase. [32] 

The measured concentration data corresponds to a steady state supersaturation of ΔC = 23 

mg/mL (absolute supersaturation) or expressed as a ratio S = 1.6 (S = C/Csat). S is the 

supersaturation ratio, C is the concentration, and Csat is the saturation concentration.  
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4.4 Results and Discussion 

Several process parameters were varied between each experiment (refer to Table 4-1). As 

previously mentioned, the lumped parameter (ψ) determines the intensity of mixing within the 

OFBC. Five distinct values of  (ψ = 12, 33, 56, 58, and 82) were chosen to determine the 

sensitivity of agglomerate formation to the mixing conditions. The lower and upper values were 

chosen based on the manufacturer’s recommendations for mixing and safe operation of the 

equipment; with two intermediate values to assess the operating range. Supersaturation, and 

hence slurry density, in the initial OFBC tube segments are varied by changing the SASR (0.18-

0.30) and the benzoic acid (BA) concentration of the feed (0.08-0.125 g/mL). The bridging liquid 

to solute ratio (BSR) impacts both the extent of agglomeration and the agglomeration 

mechanism.  The BSR was varied (0.6-1.2) to alter agglomeration size and decrease the number 

of un-agglomerated particles. The SASR, concentration, and BSR ranges were chosen based on 

Figure 4.4 Concentration of benzoic acid as a function of time measured at the outlet of the 

OFBC. 
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previously successful spherical agglomeration experiments.[32] The remaining variables in Table 

4-1 include the amplitude, frequency, residence time, oscillatory Reynolds (Reo) and mean 

particle size (Dm).  

Exp. 
Conc. of BA 

(g/mL) 
SASR BSR 

RT 

(min) 

 (Hz) (mm) 

 

 
Dm (mm) 

1 0.08 0.30 0.80 10.0 1.5 15 1974 12 3.0 

2 0.08 0.30 0.80 8.33 3.0 25 6581 33 1.8 

3 0.08 0.30 1.00 10.0 3.5 30 9213 56 2.3 

4 0.08 0.30 0.80 12.5 3.5 35 10748 82 1.4 

5 0.08 0.18 0.80 12.5 3.5 35 11015 82 1.6 

6 0.08 0.25 0.80 12.5 3.5 35 10853 82 1.6 

7 0.125 0.30 0.80 12.5 3.5 35 10748 82 1.5 

8* 0.08 0.30 0.85 12.5 3.5 35 10748 82 1.7 

9* 0.08 0.25 0.85 12.5 2.5 35 7752 58 1.3 

*Exp.8: agglomeration zone consisted of three segments, Exp. 9: agglomeration zone consisted of two segments  

4.4.1 Evaluation of Mixing Conditions 

Experiment 1 had the least turbulent mixing conditions (ψ= 12) and resulted in a broad 

agglomerate size distribution (ASD) as shown in Figure 4.5. In spherical agglomeration systems, 

the bridging liquid preferentially wets the crystals in suspension. Agglomerate formation then 

depends on particle collisions. Poor oscillatory mixing prevented uniform bridging liquid 

distribution, caused particle settling, and reduced collision events, resulting in a tri-modal ASD. 

This tri-modality is a result of particles left un-agglomerated due to reduced collisions, larger 

particles created due to particle settling, and very large particles created from over-

agglomeration due to poor bridging liquid distribution. As mixing intensity increased (ψ = 33 to 

82), the ASD improved significantly, average agglomerate size decreased, and the system could 

run at a controlled state. The ASDs and images of agglomerates at the different mixing 

intensities are shown in Figure 4.5. Note that images were not presented for experiment 1 due to 

the large particles that were out of the viewing field of the microscope and the broad size 

distribution that could not be represented in a single image. At a constant total flowrate, there 

Table 4-1 Summary of the experimental conditions 
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was significant improvement in the ASD by increasing the amplitude and frequency of 

oscillations (experiment 1 vs. 3). Increasing residence time combined with increasing oscillatory 

mixing, allowed for improved agglomeration due to more sustained collisions and consolidation 

of agglomerates (experiment 1, 2 and 4). Overall, increased oscillatory mixing led to a narrower 

ASD, smaller average agglomerate sizes, and reduced particle settling/fouling. For these reasons, 

the mixing intensity remained high in each of the latter studies. Note that experiment 3 (ψ = 56) 

does not follow the trend of decreasing mean size and narrower ASD as mixing intensity 

increases due to the difference BSR value when compared to experiments 2 and 4.   
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Figure 4.5 (top) Size distributions for different oscillatory mixing intensities and (bottom) 

agglomerates from experiments with increasing mixing intensity from left to right (exp. 2-4) 
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4.4.2 Initial supersaturation variations via SASR 

Benzoic acid solution and anti-solvent are mixed in the first segment of the OFBC.  

Assuming the system is perfectly mixed, the SASR dictates the initial operating point in the 

phase diagram (initial supersaturation). In experiment 5, the SASR is low at 0.18, resulting in a 

higher initial supersaturation compared to experiments 4 and 6. Operating at such a low SASR 

(high supersaturation) increases slurry density due to higher nucleation. This supersaturation, and 

subsequent nucleation, is maintained throughout the agglomeration zone (refer to Figure 4.2), 

resulting in many un-agglomerated crystals and a bimodal ASD (Figure 4.6). As the SASR 

increases from 0.18 to 0.25 to 0.30, the ASD narrows, the average agglomerate size decreases, 

and the maximum agglomerate size decreases. It is important to note the maximum agglomerate 

size, or the breadth of the ASD, as it is related to the RTD of the system.[31]  

For each set of operating conditions, the maximum agglomerate size of each experiment 

captures a portion of the system dynamics. From Figure 4.6 it is apparent that increasing the 

slurry density (at constant net flow) broadens the ASD due to increased dispersion, suggesting 

that the RTD of the system is related to slurry density.[31] From a phase diagram perspective, a 

decrease in SASR can have the same effect on the RTD of the system as increases in 

concentration. At constant concentration, increasing the SASR past 0.30 results in an increase in 

the solubility of the system impeding sufficient supersaturation to crystallize. It is important to 

note that changes in the SASR (at a constant BSR) will also affect the operating point within the 

ternary phase diagram (ethanol-water-toluene).[32] Changes in the operating point in the ternary 

phase diagram affect the immiscibility of the bridging liquid which can cause changes in the 

agglomeration mechanism. Very low SASR increases the immiscibility of the bridging liquid 

moving it above the critical maximum BSR limit. Very high SASR will have the opposite affect; 
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moving the bridging liquid below the critical minimum. At the SASR conditions studied, no 

significant differences in the agglomeration mechanisms were observed.  
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4.4.3 Initial supersaturation variations via benzoic acid concentration 

At a constant SASR, the initial concentration of benzoic acid in solution dictates the 

crystallization starting point in the phase diagram (initial supersaturation). Increasing the 

concentration from 0.08 g/mL to 0.125 g/mL, induced more clogging/fouling in the system, 

Figure 4.6 (top) Agglomerate size distributions for different SASR ratios and (bottom) 

agglomerates from experiments with decreasing SASR from left to right. 
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broadened the ASD and the maximum agglomerate size dramatically increased (Figure 4.7). 

Increasing the initial supersaturation increases both primary and secondary nucleation.  As with 

changes in the SASR, an increase in slurry density via increases in concentration can result in 

inconsistent agglomerate sizes and clogging/fouling. As concentration increases, the effects of 

RTD contribute significantly to the broadening of the ASD and the increase of the maximum 

agglomerate size. Concentrations above the values reported here were attempted but were 

unsuccessful due to clogging/fouling. Based on the observed trends, there is an optimal slurry 

density that minimizes the effects of RTD and avoids clogging/fouling.  
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4.5 Changes in BSR 

Spherical agglomeration techniques generally have narrow BSR operating ranges which 

induce spherical agglomerate formation.[2],[17],[18] Changing this ratio drastically changes the final 

Figure 4.7 Agglomerate size distributions for different solution concentrations of benzoic acid 
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ASD and can change the agglomeration mechanism.[32] After increasing the BSR from 0.8 to 1.0, 

the average agglomerate size increased from 1.4 to 2.3 mm. The ASD broadened and the 

maximum agglomerate size dramatically increased as shown in Figure 4.8. As the bridging liquid 

is increased to the critical range, the agglomeration mechanism becomes increasingly adhesive as 

the particles have a greater bridging liquid film. The increased adhesiveness of the particles 

results in a greater propensity for successful collisions (collisions that result in agglomerate 

formation), particularly in agglomerate-agglomerate collisions. When two agglomerates adhere, 

the system generates large particles and results in the broad distributions shown in Figure 4.8.  
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4.5.1 Set point changes in BSR 

One of the proposed advantages of continuous processes is the ability to make set point 

changes to operating conditions to adjust final product properties. For this study, set point 

Figure 4.8 Agglomerate size distributions for different BSR 
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changes in BSR were investigated to assess the feasibility of adjusting the final agglomerate 

properties while maintaining constant primary crystal properties. Set point changes in BSR were 

carried out at intermediate time steps during experiment 6 (refer to Table4-1) before setting the 

system to its original operating conditions afterwards. Figure 4.9 shows the FBRM total counts 

and square weighted mean chord length (SWMCL) data over time as well as images of primary 

crystals from the experiment. The data shows that a controlled state of operation (CSO) was 

attained after four residence times (50 min). The primary crystals in the images were collected at 

the end of the third residence time at the outlet of OFBC after which binder addition was 

initiated.  The images of the primary crystals show the needle/rod-like morphology of the 

benzoic acid crystals and their relatively large size.  
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Figure 4.9 Total counts and square weighted mean chord length (SWMCL) from FBRM probe 
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 Once under a CSO, the BSR was changed at the end of each residence time. The 

following set point changes in BSR took place: the system began operation with a BSR of 0.80, 

increased to a BSR of 1.0, decreased to 0.85 and then brought back to its original value of 0.80. 

Figure 4.11 shows the ASDs and images of agglomerates after the various set point changes. The 

fifth residence time corresponds to the first residence time after a CSO is reached per the FBRM 

data. However, given the breadth and maximum frequency of the ASD at the fifth residence, it is 

apparent that the agglomeration portion of the OFBC was not yet in a CSO. This observation 

suggests that there is a delay in the CSO of the primary crystals versus that of the agglomerates. 

However, the observation is not unexpected given that the binder addition was not initiated until 

the third residence time. When the BSR is increased to 1.0 (RT 6) the ASD has a significant shift 

to the right as expected. Due the fact that only one RT was allowed for the step change response 

there is still a portion of the distribution corresponding to the original ASD prior to the change 

(RT 5). This observation suggests that one RT is not enough to achieve a CSO after a set point 

change. After the BSR is decreased to 0.85 and then to 0.80, the ASD shifts to the left returning 

to the uniform, normal distributions observed in previous sections. From the ASDs and images, it 

is evident that agglomerate properties can be adjusted throughout operation by set point changes 

in the operating conditions.  

Figure 4.10 Images of the primary crystals prior to agglomeration 

100 µm 
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4.6 Evaluation of Different Agglomeration Zone Lengths  

The ability to easily change the configuration of the OFBC is a major advantage of the 

Nitech DN15. Changes in the jacket temperature of individual segments and location of injection 

points can allow for optimized experimental conditions. The previous results used the 

configuration shown in Figure 4.2. Injecting the binder at the beginning of the fifth segment 

created an agglomeration zone consisting of the final four segments. For the studies that 

Figure 4.11 (top) Agglomeration size distributions for step changes in BSR and images of 

agglomerates at different residence times. (bottom from left to right) BSR = 0.8, BSR = 1.0, BSR 

= 0.85 and BSR = 0.8. 
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evaluated the impact of the agglomeration zone, the system is reconfigured by changing the 

location of the binder injection to change the length of the agglomeration zone while keeping the 

total length of the OFBC constant. Experiments were run for agglomeration zones consisting of 

three, two and one segment(s) with the operating conditions of experiment 4 used as reference.  

When the operating conditions were held at the reference point, none of the configurations 

produced spherical agglomerates. Decreasing the agglomeration zone by one segment decreases 

the volume of the zone by approximately 1/7 or 14%. This decrease in volume, along with an 

already short residence time (12.5 min), does not provide sufficient time for agglomeration to 

occur. To create spherical agglomerates, changes in the operating conditions must compensate 

for the lost time for agglomeration. Experiment 8 (refer to Table 4-1) used a three-segment 

agglomeration zone and required an increase in BSR to produce spherical agglomerates. 

Experiment 9 (Table 4-1) used a two-segment agglomeration zone and required an increase in 

BSR and a decrease in ψ . Figure 4.12 shows the ASDs for experiment 4, 8 and 9 along with 

images of the spherical agglomerates.   
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As evident by the ASDs and images of the agglomerates the experiments produced 

agglomerates of similar size distributions and mean sizes; with experiments 8 and 9 having 

broader ASDs and slightly larger mean sizes. The broader ASD can be attributed to the larger 

growth zone compared to experiment 4 which would contribute to a broader and larger crystal 

size distribution prior to agglomeration. As the agglomeration zone length decreases, the effects 

of dispersion/back mixing have a greater effect on the nucleation and growth than on the 

Figure 4.12 (top) Agglomerate size distributions for different agglomeration zone configurations 

and (bottom from left to right) images of agglomerates from experiments 4, 8 and 9 
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agglomeration mechanism with proper adjustments of the BSR. Experiment 8 required an 

increase in BSR to increase agglomeration and counteract the reduced agglomeration zone 

residence time. Experiment 9 required an increase in BSR to increase agglomeration and a 

decrease in the mixing intensity to reduce the dispersion of crystals from the growth zone. 

Reducing the crossing particles from the growth zone into the agglomeration zone allows the 

agglomeration to proceed without the effects of introducing new particles. Two segment 

agglomeration zone experiments at higher mixing intensities consistently produced a 

combination of spherical agglomerates and fine crystals. The effects at the interface between the 

growth and agglomeration can be overcome when the agglomeration zone is larger. 

4.7 Summary of Results 

Spatially distributing API solution, anti-solvent, and bridging liquid along the length of the 

crystallizer led to independent control of mechanisms within the OFBC system. Various 

crystallization operating conditions were evaluated in the OFBC. Knowledge of the initial point 

in the phase diagram and the mixing ability of the OFBC allowed for an assessment of the effects 

of various operating parameters on the implementation of a spherical agglomeration technique. 

Increased mixing intensity significantly improved the final agglomeration size distribution 

(narrower, smaller mean size). A ψ = 82 was found to be optimal in this study. Ψ = 82 was the 

limit attempted in this study due to the stability of system as excessive vibrations can affect the 

crystallization process. However, further increasing the ψ parameter should follow the same 

trends observed in this study at the expense of increased back mixing/dispersion. To achieve 

successful spherical agglomeration experiments, residence time (8.33-12.5 min) and benzoic acid 

solution concentration (0.08 and 0.125 g/mL) were kept relatively low. The slurry density should 

be limited to avoid fouling, clogging and particle settling, and decrease the effects of residence 
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time distributions. Broadening of the residence time distribution can be limited with decreased 

slurry density which leads to more narrow/uniform distributions. The supersaturation and slurry 

density was controlled by maintaining the solution concentration and the solution to anti-solvent 

ratios at appropriate levels (BA conc. at 0.08 g/mL, SASR at 0.30). Higher flow rates and mixing 

intensities also slow the buildup of fouling on crystallizer walls by reducing the possibility of 

particle settling. A solution concentration of 0.08 g/mL benzoic acid in ethanol and a SASR of 

0.3 were found to be the optimal values in this study. The experimental conditions present in this 

study were largely determined by the avoidance of fouling. Thus, the experiments created very 

large primary crystals and spherical agglomerates. Higher nucleation rates could lead to smaller 

primary particle sizes and ultimately much smaller agglomerate sizes. However, fouling will be a 

bottleneck in such a process unless a continuously seeded system is studied. Lastly, as has been 

shown in the literature[2], the critical bridging liquid to solute ratio (BSR) range narrows for 

continuous systems. A BSR of 0.80 was found to be the optimal in this study, with minimum 

room for adjustment. Table 4-2 summarizes the overall trends in mean size and ASD for the 

various process parameters.  

Properties Effect of Process Parameters 

Mean Size 
decreases with   Ψ ↑ SASR ↓ Conc. ↓ BSR ↓ Agg. Segs ↓ 

increases with Ψ ↓ SASR ↑ Conc. ↑ BSR ↑ Agg. Segs ↑ 

ASD 
narrows with   Ψ ↑ SASR ↑ Conc. ↓ BSR ↓ Agg. Segs ↑ 

broadens with   Ψ ↓ SASR ↓ Conc. ↑ BSR ↑ Agg. Segs ↓ 

 

4.8 Conclusions 

The OFBC is a viable option for applications in continuous crystallization. Given the 

OFBC’s ability to be configured to optimize specific properties of interest, it also has application 

Table 4-2 Summary of experimental results 



94 

 

 

in process intensification. The benefit of a plug flow type of crystallizer is the ability to achieve 

product of narrower final properties. The broad agglomerate size distributions observed 

throughout this study contradict this fact. The results presented here suggest the oscillatory flow 

baffled crystallizer deviates from an ideal plug flow crystallizer; with the effects of dispersion of 

the residence time distribution appearing to be most significant factor in that deviation. The 

findings in this study agree with RTD studies in literature that suggest the operating ranges 

studied here could cause significant dispersion.[31] The results show RTD to be related to slurry 

density. Increases the slurry density appeared to have led to increases in dispersion and back 

mixing. The effects of slurry density should be investigated further, especially for spherical 

agglomeration processes. Overall the agglomerate size distributions show improvement 

(narrower, more uniformity) over the distributions observed in an MSMPR.[2] A series of staged 

MSMPRs proves to be more efficient in decoupling the crystallization mechanisms because the 

stages are physically separated and are completely independent from one another. In the OFBC, 

the mixing (expressed through the Ψ) was the same through and between the different 

crystallization zones which can lead to multiple mechanisms occurring at the interface of 

different zones due to dispersion or back-mixing. Within the experimental framework studied 

here and in Peña & Nagy[2], the MSMPR does not exhibit fouling issues allowing it to operate at 

much higher supersaturation ratios; leading to finer smaller primary crystals. However, for 

optimal operating conditions, the OFBC proves effective in producing agglomerates of consistent 

quality. The superimposed oscillatory mixing of OFBC allows for process development at a wide 

range of productivity levels (from benchtop to pilot to manufacturing scale) without changes in 

equipment volume. 
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5. CONTINUOUS SPHERICAL CRYSTALLIZATION OF LYSOZYME IN 

AN OSCILLATORY BAFFLED CRYSTALLIZER USING EMULSION 

SOLVENT DIFFUSION IN DROPLETS 

 

Reproduced with permission from Joseph A. Oliva, Wei-Lee Wu, Michael R. Greene, Kanjakha 

Pal, and Zoltan K. Nagy. Submitted to the Journal of Crystal Growth and Design, in review. 

 

School of Chemical Engineering, Purdue University, West Lafayette, IN 47907, US 

5.1 Abstract 

Continuous protein crystallization is a cheaper, more efficient alternative to traditional 

chromatographic purification techniques. Isolating the active pharmaceutical ingredient (API) in 

its solid form improves stability, decreases transportation costs, and alleviates scalability 

concerns. In this work, the spherical crystallization of lysozyme was monitored with the Blaze 

900 (Blaze Metrics, LLC) in two continuous oscillatory baffled crystallizers (OBCs); namely, the 

Nitech DN6 and DN15. The practicality of this technique was evaluated in terms of process 

sensitivity and scalability. Using an emulsion solvent diffusion (ESD) based method to generate 

supersaturation in droplets allows for extraordinarily fast crystallization kinetics as well as 

control of the final product size distribution.  

 Process sensitivity analysis was performed to investigate the effect of the following 

parameters on the product’s crystal size distribution (CSD). The concentration of ethanol in the 

bulk phase was found to have a significant effect on crystallization kinetics, as its diffusivity 

drives supersaturation at the droplet interface. Although controlling supersaturation is important 

in determining product quality, maintaining droplet suspension near the injection site is critical to 

process longevity as fouling is most likely to occur in this high supersaturation region. Similarly, 

in scaling this process, the ratio of droplet diameter to tube diameter plays a significant role in 
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the formation of encrust. Increasing the size of the droplets, relative to the diameter of the 

system, increases the role of wall effects in distorting the final product quality. All in all, tunable 

process parameters provide flexibility to the final product, making the OBC an ideal platform for 

protein crystallization. 

Keywords: Protein crystallization, oscillatory baffled crystallizer, spherical crystallization, 

emulsion solvent diffusion, droplet crystallization 

5.2 Introduction 

Protein therapeutics have grown rapidly in the pharmaceutical industry, accounting for 

roughly one fifth of the global revenue.[1],[2] Despite their commercial successes, a number of 

challenges still remain; namely, the lack of production scalability.  As a consequence, many 

current platforms for protein production have poor cost-effectiveness and short drug storage half-

life.[3]-[5] Chromatography is currently regarded as the best option for biopurification because it 

produces high purity products with good yield.[6],[7] Although upstream processing technology 

has been dramatically improved, a bottleneck exists in downstream chromatography operations 

due to throughput and scalability limitations.  Scale-up of chromatography is both cost and 

space-intensive, posing a block in production improvement that requires a scalable solution.   

For small molecule active pharmaceutical ingredients (API), crystallization offers high 

purity purification at industrial scale. However, protein crystallization is notably more difficult 

than small molecule crystallization, because not all proteins can be crystallized.  Most often, 

high-throughput plate-based screening techniques or microfluidics-type platforms are used for 

macromolecular crystallization.[8] High-throughput plate-based screening techniques are useful 

for drug discovery, but are not feasible for commercial-scale crystallization[9] due to their use of 

sub-microliter volumes of solution and high capital cost requirement.[10],[11] Using  a continuous 
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oscillatory baffled crystallizer (COBC) is an attractive option for protein crystallization, as it has 

the potential for linear scalability and can generate high quality product.[12]  

A COBC is an alternative to a conventional plug flow reactor (PFR).  Many of the 

desirable characteristics of a conventional PFR for crystallization (i.e. narrower crystal size 

distribution (CSD)) are retained by the COBC, however, the COBC offers superior solid 

suspension.  A piston at the bottom of the COBC superimposes oscillatory flow onto the net flow 

from a pump. This process generates paired eddies spaced periodically across internal baffles, 

increasing system turbulence [13]. To characterize this oscillatory turbulence contribution, the Reo 

is often used and is defined below. 

      (1) 

Note: x0 is the piston amplitude, f is the oscillation frequency, ρ is the solution density, D is the 

diameter of the system, and µ is the solution viscosity. This system turbulence is useful in solid-

liquid applications, as improper particle suspension often leads to buildup and clogging. 

Traditionally, PFRs require long reactor lengths because system turbulence is solely generated 

by a pump and crystallization kinetics are typically slow.[14] By adding an oscillatory component 

to system turbulence, long residence times can be achieved without the need for high throughput 

rates from pumps, thus reducing reactor length. 

 In drug formulations, there often exists a trade-off between the bioavailability of a drug 

and its manufacturability. Bioavailability is largely impacted by aqueous solubility and 

dissolution kinetics. Generally, bioavailability favors smaller particles, due to their high surface 

area to volume ratios. However, small particles have poor manufacturability due to static electric 

forces which induce clumping and poor flowability. In contrast, manufacturability favors larger 

particles in the 100-150 µm range, as the total surface energy of these particles is lower, leading 
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to better flow properties. To overcome these characteristic differences, spherical agglomeration 

is used. Typically, this technique combines smaller particles into larger agglomerates through the 

use of a bridging liquid (also referred to as a binder). Spherical agglomeration improves both 

bioavailability and manufacturability, as the larger agglomerates have improved flow properties 

and also dissociate into their smaller constituents during dissolution testing.[15]  Increased 

bioavailability of spherical agglomerates has been demonstrated through improved dissolution 

profiles for a variety of compounds, including simvastatin,[16] aceclofenac,[17] ketoprofen,[18] and 

tolbutamide.[19]  

From a macroscopic manufacturing point of view, utilizing spherical crystallization 

allows for significant improvements in process efficiency, as size control unit operations such as 

milling and granulation can be eliminated entirely.[20]  By minimizing fine particles (as 

demonstrated by Zhang[21]), the bulk flow properties of the agglomerates are far superior to their 

primary particle counterparts[22]. This size enhancement is desirable for commercial scale 

manufacturing, as gravity-driven transportation is popular among drug manufacturers for moving 

the product between unit operations. 

 Spherical crystallization mechanisms can be categorized into two primary modes of 

action. The first method utilizes a bridging liquid which surface wets crystals and acts as an 

adhesive,[23],[24] causing clusters of crystals to form. The second method is emulsion based in 

which two immiscible phases are used. The good solvent initially contains the API while the 

poor solvent makes up the bulk of the solution phase. The good solvent is often added dropwise 

and the droplets are stable due to immiscibility characteristics. Some portion of the poor solvent 

phase must be able to diffuse into the droplet phase. Thus, a small portion (1-10%) of the poor 

solvent phase must be miscible with both the good and the poor solvent phases. Note: the 
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procedure for solvent selection using this method is outlined further in the methods section. 

When this component of the poor solvent phase permeates the droplet boundary, local 

supersaturation is very high and initiates nucleation at the droplet surface. The API continues to 

crystalize from the outside, inwards, but is always confined by the droplet boundary. This 

process is hereafter referred to as emulsion solvent diffusion (ESD). 

Emulsion-generated droplet crystallization is an attractive method for protein 

crystallization.  Droplet-based crystallization is better able to control the crystallization process, 

particularly with regards to the rate of molecular diffusion initializing the crystallization as well 

as the growth rate. [14] Although a plethora of studies have been conducted to understand the 

droplet generation, few have investigated these parameters as they relate to emulsion-based 

crystallization, particularly for a system using a T-junction injection port to generate droplets.  

Zhang et. al studied nanoliter-sized droplet formation using a T-junction system, similar to that 

used in this study, with the intent of applying the results towards a crystallization application.[25]  

In this work, three critical parameters were investigated: namely, the Reynolds number, average 

fluid velocity in the system, and the critical length above which gravity effects dominate 

capillary effects of the system.  Zhang found that, in accordance with other results published in 

the literature for non-cylindrical flow geometries, that the droplet size increases linearly with 

increasing ratio of the dispersed phase velocity to the continuous phase velocity. Droplet 

frequency also exhibited direct proportionality to this ratio of velocities.  Furthermore, as the 

total average fluid velocity (obtained by summing the velocities of the continuous and dispersed 

phases) increased, the droplet size decreased, though not in a linear fashion.  The implications of 

these results were used in predicting the size of the droplets injected in this study, which are 

known to have an impact on the final CSD.  
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5.3 Materials and Methods 

5.3.1 Solvent Selection and Screening Rationale 

Spherical crystallization via emulsion solvent diffusion (ESD) in droplets was the method 

chosen for generating and agglomerating lysozyme crystals because using a surface-layering 

method (like that described by Peña) is very difficult. In essence, the surface layering method 

uses a small molecule (the bridging liquid) to hold a cluster of large molecules (the lysozyme 

protein) together and form compact spheres. However, ESD forces the product to agglomerate by 

creating a highly unfavorable environment for the API in the bulk phase. In this case, water was 

chosen as the droplet solvent, since it provides orders of magnitude higher solubility for 

lysozyme in comparison to organic solvents.[26] In reference to the antisolvent phase, several 

critical requirements are necessary for the success of ESD, namely: 

i. The API phase (water) needs to be insoluble or sparingly soluble in the antisolvent phase 

(Note the antisolvent phase is comprised of Components 1 and 2) 

ii. The majority of the antisolvent solution (Component 1) needs to be immiscible with the 

droplet solvent under the process conditions to ensure droplet stability 

iii. Some portion of the antisolvent solution (Component 2) should be miscible with the 

droplet phase such that diffusion can initiate nucleation/ growth events at the interface 

of the droplet 

iv. Components 1 and 2 must be miscible 

 

Component 1 Component 2   

Ethyl Acetate Acetonitrile 

Tert-Butanol Dimethylformamide 

Cyclohexane Dimethyl sulfoxide 

Methylene Chloride 1,4 Dioxane 

Butyl Acetate Ethanol 

Hexanol Methanol 

Toluene  

Table 5-1 Solvent candidates in which lysozyme has poor solubility as defined by Chen et al[27]. 
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For component 1, only solvents that are immiscible with water were considered. The 

purpose of this phase is to stabilize the droplets being injected into the system. The droplets must 

be stable or the agglomeration process cannot proceed. Component 2 controls the kinetics of the 

crystallization, as its targeted function is to penetrate the lysozyme/water droplet and generate 

high local supersaturation. Therefore, Component 2 must be miscible with both Component 1 

and water. After eliminating several of the solvents for toxicity purposes (through ICH solvent 

classification), high throughput screenings were conducted combinatorically. Using ethyl acetate 

as Component 1 and ethanol as component 2, spherical lysozyme agglomerates were observed in 

a small-scale semi-batch experiment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.3.2 Materials and Methods for COBC Operation 

Two geometrically similar OBCs were used in this crystallization study: the Nitech DN6 

and DN15 (Alconbury Weston Ltd) with holdups of 300mL and 1250mL respectively. 

Lysozyme (Lab grade >99% purity, ~6µU/mg activity) was dissolved in deionized water and the 

Figure 5.1 Schematic of the droplet injection site, showing the primary mechanism for 

generating supersaturation at the droplet interface 
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pH in all cases was measured to be approximately 5.0 The bulk phase of the system was a 

solution containing ethyl acetate (Lab grade >99.5 % purity, Fisher Scientific) and ethanol (Lab 

grade, 200 proof, Fisher Scientific). The bulk phase was pumped at the bottom of the system 

using a peristaltic pump (MasterFlex L/S, Cole-Palmer) while the lysozyme solution was 

injected dropwise by a syringe pump (kd Scientific, Infusion). For experimental consistency, the 

system in each case was held at 30℃, noting that lysozyme’s solubility is only weakly dependent 

on temperature.[26] After exiting the OBC, the spherical product was collected using Büchner 

funnel filtration (4-8 µm particle retention) and allowed to dry in an oven at 35℃ for 24 hours. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.2 Overview of the experimental setup 
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5.3.3 Spherical Crystallization’s Impact on Protein Activity 

 The Lysozyme Activity Assay Kit by BioVision, Inc. (Cat. No. K236-100) was used to 

determine the activity of lysozyme samples according to kit instructions. Stock solutions of pre- 

and post-crystallization lysozyme samples were dissolved in the Lysozyme Activity Buffer 

provided in the kit at a concentration of 10 mg/mL. Lysozyme is an N-acetylmuramide 

glycanhydrolase (also known as muramidase), which is a type of hydrolase that acts on 

glycosidic bonds present in the mucopolysaccharide cell walls of bacteria. It specifically cleaves 

β-(1-4) glycosidic linkages in the cell wall. The kit works by measuring the ability of the 

lysozyme in a sample to cleave a synthetic analog of this bond, which yields a fluorescent by-

product (4-methylumbelliferone, ex/em = 360/445 nm).  

 

 

 

 

 

 

 

 

 

The fluorescence signals from the lysozyme samples were compared to the 4-MU calibration 

curve to determine the amount of product formed in a given time (i.e. the activity). From Figure 

5.3, the activity of the lysozyme product is the same pre and post crystallization within an 

acceptable margin of error.  

Lysozyme kit substrate + lysozyme à cleaved substrate + fluorescent product + lysozyme 

Figure 5.3 Lysozyme activity calibration and result before and after the spherical crystallization 

process 
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5.3.4 Size Analysis 

5.3.4.1 Characterizing Particle Size: Number vs Volume Distributions 

 The Morphologi 4 (Malvern Panalytical) was used for image-based size analysis because 

the product was spherical in nature. Roughly 25mg of product was loaded into the auto-

dispersing chamber of the unit, before pressurized air (1 bar) dispersed the sample over 60s onto 

a glass plate. Diascopic illumination was used for optimal contrast in particle detection at 2.5x 

magnification. Each size distribution was constructed with a minimum of 500k particles. The 

Morphologi software calculates the circle equivalent diameter from the images and exports the 

raw data to be used as a number-based size distribution. Characteristically, number-based size 

distributions emphasize smaller particles because they are weighted equally to their larger 

equivalents. Knowing this may not be a proper representation of the generated product, the 

pharmaceutical industry most commonly reports volume-based size distributions. To transform a 

number-based size distribution into a volume distribution, the following equation from Litster [28]  

was used. 

      (2) 

Note: fv is the volume-based frequency, f is the number-based frequency, x̄ is the mean size of 

the bin, and Δx is the width of the bin. Figure 5.4 clearly illustrates the difference between the 

two different types of distributions and the significance in this specific system due to the large 

number of small agglomerates generated. 
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When the number distribution is used, the CSD is narrow and the mean is 15.9µm, but when the 

volume distribution is used, the CSD is broad (mean:144.3) due to the larger particles having a 

higher weighting factor. Because a significant portion of the material lies in these larger 

particles, volume-based distributions will be reported throughout. 

5.3.4.2 Statistical Approach in Determining Appropriate Bins for Particle Size 

Distributions 

 The direct output from this image-based size analysis is a list of circle-equivalent 

diameters that must be appropriated to a specific number of bins that will be representative of the 

sample. The default method for many software is to set the number of bins (k) equal to the 

square root of the number of observations (n1/2) in the data set. However, in these experiments, 

the data set is extremely large, leading to an unrealistically large number of generated bins. 

When there are too many bins for a given data set, the signal to noise ratio is very low. 

Conversely, when there are too few bins for a given data set, the resulting CSD is coarse, often 

Figure 5.4 Transformation of a number-based CSD to a volume-based CSD and the qualitative 

effect of the reporting method 
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lumping bimodality and other key features of the data. As a result, utilizing a statistically 

relevant approach is imperative for this study. 

 In statistics, several rules are recommended for determining the appropriate number of 

bins for a given dataset. In this study, the following four rules were investigated; namely, Sturge, 

Rice, Scott, and Freedman-Diaconis. 

Sturge’s Rule 

      (3) 

Rice’s Rule 

                                                                  (4) 

Scott’s Rule 

                (5) 

Freedman-Diaconis 

                (6) 

Note: σ is the standard deviation and IQR is the interquartile range of the data set. Sturges’ rule 

was derived in 1926 and assumes the data set will be Gaussian in nature (often referred to as the 

normal reference rule). This method inherently tends to oversmooth data and additional bins are 

necessary if the data set is known to be large. Rice’s rule is similar to Sturge’s Rule in that it 

follows the normal reference rule but consistently predicts a larger number of bins required for 

the same number of observations (n>2.6). Scott’s rule, also derived using the normal reference 

rule, incorporates the mean integrated squared error as a bin width predicting parameter. It 

differs from the previous two methods in that it predicts equally distributed bin widths, rather 
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than the total number of bins, leading to higher accuracy near the center of the normal density. 

Similarly, the Freedman-Diaconis rule estimates bin widths instead of total number. Instead, 

however, this rule uses the inter-quartile range of the distribution and a weighting factor of 2 to 

improve the robustness of a generalized method. 

 

 

 

 

 

 

 

 

 

 

 

Clearly, the number of bins dramatically influences the representation of the dataset, 

especially in the case of a bimodal distribution, like that shown in Figure 5.5. When the binning 

is too coarse (Sturge), information is lost by lumping the true nature of the distribution. 

Conversely, when the binning is too fine (Freedman), the data set loses its bimodality altogether. 

One thing to note is that the data becomes very noisy for the larger bin sizes (in the cases of 

Rice, Scott and Freedman). The data becomes increasingly noisy due to the small number of 

large particles in the system. Those larger particles represent a large portion of the total volume 

in the dataset, but do not appear consistently across bin sizes. As a result, nonuniform bin widths 

Figure 5.5 Comparison of statistical approaches used to determine appropriate bin widths for 

CSD reporting 
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will be investigated to better represent the tail end of the dataset, without compromising the 

resolution of the finer particles. 

 

 

 

 

 

 

 

 

 

Figure 5.6 redistributes the bins of the dataset such that the bin widths increase 

logarithmically, rather than being uniformly spaced. By applying this transformation, the bins for 

smaller sized particles have higher resolution (their bin widths are smaller), while their larger 

equivalents have wider bin widths. Because these specific datasets contain a small number of 

large particles, wider bins dampen the noise in the distribution, leading to more representative 

end behavior. The Sturge method was selected for this study because logarithmically spacing 

large numbers of bins dampens the signal to noise in the data set, due to the fast growth behavior 

of the function. Hereafter, the CSDs presented have been processed identically to Figure 5.6, 

omitting the bars for clarity in data comparisons. 

Figure 5.6 Comparison of statistical approaches used to determine appropriate bin widths that 

increase logarithmically 
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5.3.5 Determining the Effect of Droplet Size on Crystal Size Distribution 

 Several process parameters affect the size of the droplets being injected into the COBC 

system: namely, the injection rate of the droplet solution (V̇), the tip size of the nozzle injecting 

the droplets (d), the flow rate of the bulk solvents (Ḟ), and the oscillatory mixing conditions 

(Reo). In this study, the effect of changing Ḟ and Reo are easily described by holding the other 

process conditions constant. However, there is a dependency between V̇ and d that is less 

apparent. In ESD based systems, several mechanisms affect the CSD of the product: nucleation, 

growth, droplet coalescence, and droplet/ agglomerate breakage. The nucleation and growth 

mechanisms are primarily controlled by the concentration of ethanol in the system, as the 

diffusivity of the bulk phase into the droplet phase can be tailored accordingly. In the case of the 

droplets, coalescence events are dominated by the spacing between the droplets as they are 

injected and their proximity to the wall of the system. As a result, the wall effects of the system 

will also be discussed by directly comparing the product of the DN6 and DN15 systems. The 

spacing of the droplets can be described as follows. 

      (7) 

where xc is the characteristic size of droplets being produced for the given nozzle tip size (d). In 

order to keep the spacing between the droplets constant, thereby attempting to normalize the 

droplet coalescence rate between experiments, xc must be defined. However, xc is highly 

dependent on both material properties (fluid viscosity and density) as well as process conditions 

(d, Ḟ, and Reo). Because the bulk axial flow rate is much larger than the injection speed (Ḟ >> V̇), 

xc is assumed to always be smaller than or roughly equal to d. Equation 7 now becomes 

      (8) 
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In a more useful form, equation 8 can also be written as 

              (9) 

Using this relationship, the spacing of the droplets being injected can be held roughly equal and 

scaled appropriately between experiments. 

5.3.6 Scaleup Between the DN6 and DN15 Systems 

In scaling the production of lysozyme agglomerates from lab to pilot scale, several 

approaches should be considered. Because the supersaturation of the system is depleted within 

the first couple minutes, the tube length of the system is less significant than the diameter. In 

scaling by diameter, the production rate of lysozyme will be determined by the number of 

droplets that can be injected by relating the average droplet diameter to the cross-sectional area 

of the tube. Following this logic, the wall effects of each system will be characterized using two 

approaches. The first approach directly scales the process conditions from the DN6 to the DN15, 

namely keeping both V̇ and Ḟ constant, while tuning the Reo of each system to be equal. The 

second approach will consider the effect of tube diameter on the net axial velocity directly 

related through Ḟ. By scaling the axial velocity, the injection conditions near the nozzle should 

also be constant, giving more information regarding the effects of the walls on coalescence 

events. 
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5.4 Results and Discussion 

 

Exp. 
Flow Rate 

(mL/min) 

Injection Rate 

(mL/min) 
 

(mm) 
 

(Hz) 

CEtOH 

(Vol %) 

CLysozyme 

(mg/mL) 

Nozzle Diameter 

(inches) 
  

1 22.6 0.25 25 2 5 30.7 1/8 

2 22.6 0.25 25 2 1 30.7 1/8 

3 22.6 0.25 25 2 3 30.7 1/8 

4 22.6 0.25 25 2 10 30.7 1/8 

5 22.6 0.25 15 2 5 30.7 1/8 

6 22.6 0.25 20 2 5 30.7 1/8 

7 22.6 0.35 25 2 5 30.7 1/8 

8 22.6 0.20 25 2 5 30.7 1/8 

9 22.6 0.25 25 2 5 15.4 1/8 

10 22.6 0.25 25 2 5 46.1 1/8 

11 22.6 0.25 15 1.3 5 30.7 1/8 

12 141.25 0.25 15 1.3 5 30.7 1/8 

13 22.6 0.25 15 1.3 5 30.7 1/16” 

14 22.6 0.25 15 1.3 5 30.7 5/32” 

 

5.4.1 Steady State Operation 

 

 

 

 

 

 

 

 

 

 

Table 5-2 Summary of Experimental Conditions. Note: experiments in bold were performed in     

the DN15, while all others were performed in the DN6. 

Figure 5.7 Determining steady state product generation in the DN6 (left) and DN15 (right). The 

data shown corresponds to Exp 1 and 12 respectively. 
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In order to properly understand the dynamics of continuous systems, a steady state must 

first be reached. Figure 5.7 (left) illustrates the DN6 reaching a steady state somewhere between 

RT2 and RT3, while Figure 5.7 (right) shows the DN15 reaching a steady state over a much 

shorter timestep. Note that RT0 is not a reflection of the experiment startup. Instead, it is the time 

point at which the entire reactor has product, with each subsequent RT using RT0 as a reference. 

In this example, the DN15 converges to a steady state much faster than the DN6 because the 

relative turbulence generated by the pump is much larger than that of the piston. When operating 

under piston-dominated conditions, backmixing plays a much larger role.  These examples are 

ideal cases. In some instances, dynamic fouling can lead to bimodal size distributions and even 

clog the system, leaving it inoperable. 

5.4.2 Non-Steady State Operation 
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 Figure 5.8 illustrates a case where an ideal lognormal distribution (RT0) diverts into a 

nonideal bimodal distribution (RT3). Qualitatively, the OBC is building a fouled layer near the 

injection site of the droplets; the point where the nucleation rate is the highest. When the fouled 

material layers to some critical thickness, pieces break off and continue to agglomerate. 

Ultimately, this leads to a dynamic steady state where fouled material is simultaneously 

deposited/ chipped off, leading to a bimodal distribution of the product. This phenomenon occurs 

most often when there is not enough suspension energy in the system to keep the droplets from 

settling.  

Figure 5.8 Consequences of encrust formation on process steady state as measured by CSDs 

over time (top) and microscope images (bottom). Note: the bottom left image is from RT2 and 

the bottom right image is from RT3. The data shown corresponds to Exp 6. 
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5.4.3 Blaze Microscopy vs Scanning Electron Microscopy (SEM) 

 

 

 

 

 

 

 

 

 

 

 

 

 The Blaze 900 was used to capture high definition images of the droplets at the injection 

site. Several interesting phenomena were observed in describing a mechanistic understanding of 

the process. In addition to the online Blaze microscopy, offline SEM was performed for further 

analysis. The Blaze images show the early stages of crystallization, namely the existence of a 

solid shell and liquid core of the droplet. Together, with the SEM images, the fate of the water 

inside of the droplet can be described. From Figure 5.9, a pore size distribution is observed after 

slicing an agglomerate. As the droplet undergoes crystallization, localized high-pressure regions 

extrude the liquid core of the droplet, generating a series of pores. If these channels become 

unstable, they can collapse into large holes as shown in both the Blaze and SEM images. This 

phenomenon occurs somewhat regularly in the product. If this property is considered significant, 

the pressurization of the droplets might be controlled by the amount of ethanol in the bulk phase, 

due to its control of the local supersaturation. 

Figure 5.9 Comparison of in-situ Blaze Microscopy (left) vs. offline SEM (right) in 

characterizing the spherical lysozyme product 
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 Ideal ESD-based crystallization would generate very uniform spherical product.  

However, due to the oscillating nature of this system, there tends to be an abundance of 

coalescence between the droplets prior to the liquid/solid transition. To limit these events, 

droplet injection spacing as well as the ratio of droplet diameter to reactor diameter should be 

controlled. Accumulating particles in the vortices of the baffles increases the propensity for 

droplet coalescence and is influenced by reactor wall effects. 

5.4.4 Ethanol Concentration in the Bulk Phase 

 

 

 

 

 

 

 

 

  

The concentration of ethanol in the bulk phase controls the initial nucleation rate at the 

droplet boundary. As the ethanol diffuses into the center of the droplet, the lysozyme crystals 

grow and agglomerate, while the water inside of the droplet extrudes to the boundary due to 

localized high-pressure regions. Both nucleation and growth depend on the local supersaturation. 

From Figure 5.10, an optimal concentration of ethanol exists for this process. When there is not 

enough ethanol (EtOH=1%) in the system, the droplets do not crystallize fast enough, leading to 

uncontrollable droplet coalescence events. By the time the droplets begin crystallizing, the 

Figure 5.10 The effect of varying ethanol concentration on crystal size. The data corresponds to 

Exp 2, 3, 1, and 4 respectively. 
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intended droplet size distribution has shifted significantly, leading to an abnormal CSD. When 

there is too much ethanol (EtOH=10%) in solution, nucleation occurs very quickly at the droplet 

surface. With very small particles at the droplet surface, while maintaining a liquid core, the 

droplet becomes unstable, increasing the likelihood that these particles exit into the bulk phase. 

With an uncontrolled amount of droplet breakup, a bimodal distribution develops, as seen in 

Figure 5.10. As in the work by Peña[13],[29] and others, there exists an optimal operating region for 

the amount of binder in solution. For the case of lysozyme, both the 3% and 5% ethanol 

experiments yielded acceptable CSDs. The size of the crystals generated from each of these 

cases similarly depends on the size of the primary particles formed inside of the droplet, as well 

as the droplet stability during the initial nucleation/ growth stages. 

5.4.5 Concentration of Lysozyme in Droplets 

 

 

 

 

 

 

 

 

 

 

  

Figure 5.11 The effect of changing the concentration of lysozyme in the droplet phase. Note: 

0.5x corresponds to 15.4 mg/mL, 1x corresponds to 30.7 mg/mL, and 1.5x corresponds to 46.1 

mg/mL. The data corresponds to Exp 9, 1 and 10 respectively 
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The concentration of lysozyme in the droplet phase is a critical parameter for 

crystallization kinetics. However, unlike traditional crystallizations, ESD-based droplet 

crystallization has a second mode of action which can dominate the system. Changing the droplet 

concentration from 1x to half concentration does not significantly impact the product formed. 

This result implies that the crystallization kinetics are diffusion limited in this concentration 

range. In other words, with the amount of ethanol present in solution, the system is limited by the 

diffusivity of the ethanol, that is, the rate at which ethanol is able to permeate the droplet. In 

these cases, the local supersaturation at the droplet boundary is dominated by the ethanol, not the 

amount of lysozyme in solution. However, this result does not imply that these two products are 

the exact same. Physical properties such as average agglomerate mass and compactness were not 

included in this study, but would likely vary under these process conditions. When the 

concentration of lysozyme increases to 1.5x, the system’s supersaturation is now dominated by 

the lysozyme in solution, rather than the diffusivity of the ethanol. As a result, high local 

supersaturation drives excessive nucleation at the droplet boundary early in the process, leading 

to droplet instability. When the droplet is primarily still liquid and the shell is composed of small 

particles, the small particles are likely to escape the droplet during inter-droplet collisions or 

collisions with the system walls. As a result, a large number of small agglomerates form. The 

result is a bimodal distribution with the majority of the agglomerates in the smaller size domain. 

However, a number of the larger agglomerates fall in the same range as the 0.5x and 1x cases, 

implying that a number of those agglomerates were also in the diffusion limited region. 
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5.4.6 Piston-Driven Suspension Energy 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Proper droplet/ solid suspension must be maintained throughout the crystallization 

process. When particles settle or initiate fouling in the system, abnormalities can be seen in the 

product before the system eventually clogs. Two modes of action contribute to the overall 

suspension energy in the system; namely, the turbulence generated by the oscillating piston and 

also that from the peristaltic pump. Because the net flow rate was held constant in order to 

maintain a consistent nominal residence time, the suspension energy was varied by changing 

piston amplitude. The piston amplitude was chosen instead of the frequency because several 

Figure 5.12 The impact of varying piston driven suspension energy on the CSD. The data 

corresponds to Exp 5, 6, and 1 respectively (top) while the pictures correspond to Exp 5 and 6 

(bottom). 
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authors (Ni, Kacker, Oliva, and others[9],[30],[31]) have shown that its contributions are much more 

significant to overall flow dynamics. From Figure 5.12, the lowest tested piston amplitude 

(Amp=15mm) has a large mean particle size and the CSD is quite skewed. Qualitatively, even at 

the initial stages, the injected droplets were not suspended well, leading to a large amount of 

fouling in the system. The droplets immediately settled to the bottom of the system and 

coalesced prior to initial nucleation events. This fouled layer dominated the system, as no 

individual droplets were observed. The material collected at the outlet was very large and crude, 

undoubtedly coming out as broken pieces from the parent tube encrust. As the piston oscillations 

increased (Amp=20mm) in the subsequent experiment, fouling again could be observed, but the 

overall layer was smaller than its 15mm predecessor. With more oscillation energy, the droplets 

were better suspended, but some settling still occurred. The fouled layer was smaller because the 

breakage rate was higher from the increased piston energy. As seen in Figure 5.12, the resulting 

distribution was bimodal, as some spherical particles were able to exit the system in combination 

with smaller pieces of chipped fouled material. Lastly, as the piston amplitude was increased to 

25mm, the fouling in the system was minimized and the droplets suspension improved 

significantly. The resulting CSD indicated a significant improvement in the process. Note: the 

piston amplitude was not increased further because 25mm is the limit of operation in the system 

software. 
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5.4.7 Lysozyme Injection Rate 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

In deciding an appropriate droplet injection speed, several phenomena must be 

considered. From Figure 5.13, if the injection speed is too low, the system generates a bimodal 

product. This bimodality could result from the presence of satellite droplets breaking off from 

the mother droplet during injection. Qualitatively, there are a large number of small 

agglomerates in the product. As the injection speed of the droplets increases, the number of small 

agglomerates significantly decreases. However, past some threshold, the injection speed is too 

fast, inducing fouling at the injection site. This fouled layer leads to bimodality, as pieces of the 

Figure 5.13 Variable lysozyme droplet injection rates and their effect on the product's CSD. The 

data corresponds to Exp 8, 1, and 7 respectively (top) while the pictures correspond to Exp 8 and 

7 (bottom). 
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layer get chipped off while surface layering simultaneously occurs. As a result, there exists a 

delicate balance in choosing an appropriate injection speed. Note that in the larger system, the 

injection speed can be increased significantly higher before intense fouling occurs, implying that 

this decision is both process as well as system dependent. 

5.4.8 Effect of Nozzle Tip Size on CSD 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

The size of droplets in the system dramatically impacts the size of agglomerates formed, 

as seen through the previous case studies. In this case study, the nozzle tip size was changed to 

study the impact on the droplet size and thereby controlling the overall agglomerate size. The 

Figure 5.14 The effect of varying the injection nozzle tip size on the product's CSD. The data and 

pictures correspond to Exp 13, 11, and 14 respectively. 
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droplet injection rate to diameter ratio  was scaled as described in the methods section. From 

Figure 5.14, changing the nozzle tip size seems to have no significant impact on the CSD. Two 

process parameters impacting the injection site could be responsible for this result, namely the 

Reo and the net axial velocity. From the previous case studies, the injection environment 

drastically impacts the fate of the droplet downstream in the system. In this case, the net axial 

velocity and Reo, do not allow fully developed droplets to be injected into the system. As a 

result, the critical size of droplets being formed (xc) is limited by the injection environment, 

thereby limited the size of agglomerates that can form. To truly control the size of droplets in the 

system, upstream droplet generation (for example, using a membrane) could be implemented 

before adding the droplets to the oscillatory environment of the COBC. 
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5.4.9 Scale-Up and Geometric Considerations 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

As described in the methods section, two approaches were investigated in regards to 

scaling the lysozyme process. The first approach directly translates the process conditions used 

from Exp 1 in the DN6 system to the DN15, except the piston oscillations were scaled to keep 

the Reo constant. The results from this approach are represented by the blue curve in Figure 5.15. 

There are several notable characteristics in describing the transition from the black curve to the 

blue. The product produced from the DN6 is notably larger than that formed by the DN15, 

Figure 5.15 Two different approaches for scaling the production of lysozyme. The data 

corresponds to Exp 1, 11, and 12 respectively, while the pictures correspond to Exp 11 and 12 

(bottom). 
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suggesting that the rate of droplet coalescence is much higher due to wall effects. Another 

noteworthy observation is that the shape of these curves is very similar, suggesting that the Reo 

plays a significant role in determining the quality of product formed. Both of these results show a 

number of smaller agglomerates, with the bulk of the product being in a larger size domain. 

These smaller particles are likely formed due to droplet settling and fouling, since the turbulence 

is primarily piston driven. 

 When the axial velocity is scaled to be equivalent (i.e. accounting for the change in 

system diameter), the resulting product is more uniform. Scaling the axial velocity to be 

equivalent, significantly increases pump driven turbulence, downplaying the effect of piston 

driven backmixing in the system. In reference to each DN15 experiment, the spacing between 

droplets is larger, decreasing the likelihood for coalescence, thereby narrowing the CSD. 

Because the kinetics of this process are extremely fast, generating turbulence with a pump is 

preferred. Piston driven turbulence is beneficial when long residence times are required, but 

often leads to significant backmixing. As a result, scaling this process should prioritize 

minimizing wall effects (increasing the system diameter, not increasing the length of the system) 

and maximizing the system’s suspension energy. 

5.5 Conclusions 

 In this study, the continuous crystallization of lysozyme was evaluated in terms of 

process sensitivity and scalability. Typically, supersaturation is the most critical parameter in 

crystallization. However, due to the nature of this application occurring at the droplet interface, 

operating in certain domains led to diffusion limiting the crystallization kinetics. As a result, the 

diffusivity of component 2 can be tailored to control process kinetics and final product CSD, 

keeping in mind that the concentration of API in the droplet also plays a role.  



131 

 

 

Droplet suspension was determined to be the most significant operating parameter, as it 

often induces encrust formation, which negatively affects the final product quality. The early life 

of the droplet in the system is critical, as the droplet is most susceptible to settling and 

coalescence in the purely liquid stages. As nucleation occurs at the droplet surface, the 

propensity for coalescence significantly decreases, as elastic collisions become dominant. 

Dynamic encrust formation and breakage drastically impacts the shape of the CSD and should be 

avoided to ensure process longevity. 

 In addition to analyzing system parameters, scale up was also evaluated using the two 

aforementioned techniques. While directly translating the process parameters from the DN6 to 

the DN15 proved to give similar product, scaling the axial velocity to the larger system gave a 

more uniform CSD. Because the crystallization kinetics occur on the order of minutes, not hours, 

scaling the OBC should be based on tube diameter, not system length. Assuming plug flow 

operation, time and length in the OBC become one in the same. As a result, for this process, 

limiting droplet coalescence with proper injection spacing and minimal wall effects is essential 

to form uniform, spherical product. 
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6.1 Abstract 

Compartment models (CMs) are widely used to capture typical hydrodynamic features of 

systems with generally low computational costs. The main building blocks of the CMs are 

continuous stirred tank reactor (CSTR) and plug flow reactor (PFR) models. In this study, the 

hydrodynamics of two laboratory scale continuous oscillatory baffled crystallizer (COBC) 

systems were investigated: the comercially available DN15 and a scaled down version known as 

the DN6. CM structures were identified based on residence time distribution (RTD) 

measurements for both the DN6 and DN15 systems. To attain a more accurate CM calibration, 

individual piston and pump flowrates, in addition to simultanous piston and pump action, were 

thorougly analyzed.  

The behavior of the systems proved to vary based on the oscillation amplitudes and 

frequencies, so the number of compartments required for an adequate model was identified based 

on a variety of operating conditions. It is shown that adaptive CMs are needed to capture the 
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measured RTD characteristics over a broad piston operation range. The model was validated 

using datasets outside of the calibration. Both the RTD curves and the calculated dispersion 

coefficients follow similar trends in the DN6 and DN15 systems. This enabled a generalization 

of the CM structure (number of CSTR elements as a function of operating conditions) for the 

DN6 and DN15 systems for scale-up applications.  

Keywords: COBC, Compartmental model, oscillatory flow, residence time distribution 

6.2 Introduction 

Mathematical modeling is widely used to enhance process design and development by 

reducing the number of experiments required to determine an effective operating space. In 

chemical  engineering, the simplest reactor models are continuously stirred tank reactors (CSTR) 

and ideal plug flow reactors (PFR). Due to the very low computational cost associated with the 

CSTR and PFR characteristic equations, these are ideal for on-line control and optimization 

applications, where the simulation time is paramount. 

These simple models, however, are generally not able to describe the real hydrodynamics 

of large scale processes with complex geometries. Full 3D Computational Fluid Dynamics 

(CFD) models with high precision calculations are ideal for those tasks, but the runtime is high, 

and often times, the complexity level of CFD models is not required. Generally speaking, a 

tradeoff exists between precision and computational runtime. CMs utilize simple models as 

building blocks and are an excellent way to approximate complex hydrodynamics with 

significantly lower computational demand than their CFD counterparts.  

CMs use at least two basic building blocks (compartments), based on on hydrodynamic 

characteristics. That is, a simple CM of a stirred vessel can be created by considering the region 

near the impeller as one (high velocity) compartment, and the remaining parts of the vessel as a 
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second, low velocity, compartment. However, the number of compartments considered is heavily 

dependent on the comlexity and the dimensions of the system.  The application of CMs are vast, 

from neuroscience[1], marine research[2], biology[3], pharmaceutics[4],medicine[5], bioenergetics[6], 

epidemics[7], fire safety[8], environmental pollution[9] etc. 

One challenge in developing CMs is determining an appropriate number of compartments 

and the respective volume for each compartment. One technique is to divide the whole device 

based on specific hydrodynamic conditions. For example, in a catalytic PFR, the longer pipe 

segments can be identified as PFR compartments and the catalyst bed can be modeled as CSTR 

compartments. The volume of each compartment can be derived from the real system or can be 

identified based on experimental data. Additonal compartments can be considered if backflow or 

recirculation were to be implemented. These features can be mixers or distributors and can be 

used for stream handling (mixing different streams together or distributing them).  

Residence time distributions (RTD) are excellent experimental data for identifying the 

structure of a compartment model[10], even in multi-inlet systems[11] , as they define characteristic 

flow condtions with geometric considerations. A second technique for the identification of CM 

structure and the interconnectivity between the compartments is data mining (e.g. clustering)[12]. 

Another clustering technique is related to Delafosse[14], who modelled the mixing within 

bioreactors by combining CFD mesh elements with similar velocity values. These authors 

pointed out that the defining compartments can be based on the uniformity of certain model 

parameters. The third coomon technique is heuristic determination, which can be applied even if 

there is limited experimental information about the system[15]. 

Continuous oscillatory baffled crystallizers (COBC) are getting more attention with the 

quick spread of continuos technologies in the pharmaceutical industry.[16] A great advantage of 
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COBC systems is that the baffles improve internal mixing, which reduces sedimentation and 

clogging related issus for long residence time processes.[17] This effect is significantly improved 

by applying high frequency oscillation through a dedicated piston, however, the piston 

oscillation impacts the RTD through backmixing[18]. Although COBCs are relatively newly 

developed systems, numerous different aplications, from polymorphic crystallization[19] to 

spherical agglomeration and process intensification,[20] have proven their versatility. Even though 

high performance process design and optimization model based approaches are routinely applied, 

an accurate simulation of the RTDs in these systems is still an unsolved problem due to the 

complex hydrodynamics associated with their varying geometries and piston oscillations. 

The aim of this work is to investigate the hydrodynamics of two COBC systems by the 

means of CMs. The CM is fitted to experimentally measured RTD curves using a recently 

developed non-invasive external video imaging based technique.[21] In this study, the DN6 and  

DN15 COBC systems (Nitech Solutions) are used and have 6 mm and 15 mm nominal diameters 

respectively. Because the DN15 is a proportionally scaled up version of the DN6, the possibility 

of model-based scale-independent adaptive CM for describing the RTD of COBC systems is 

evaluated. The paper is structured as follows. The next section presents RTD experimental 

methods for the CM calibration. The third section presents analysis of flow-fields generated by 

the piston and pump operations, which is an important input parameter for the CM. The fourth 

section presents the development of the CM, as well as it’s calibration methodology. Finally, the 

individually identified DN6 and DN15 CM structures corresponding to different piston 

oscillations and frequencies are used to generalize the model structure, which then became scale 

independent. This scale independent, adaptive model is validated with DN6 RTD data in the 

same section. 
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6.3 Experimental Materials and Methods 

RTDs are an excellent experimental data to identify CM structure and were therefore 

chosen for this study. Since the RTD measurements are not the main obective of this work and 

the technique was recently published[21], below is a brief description of the procedure, which is 

required for a complete, high level understanding of this work. 

OBCs of two different scales were used in the RTD measurements. The first was a Nitech 

DN6 (Alconbury Weston Ltd) with a total holdup of 37.5mL, while the second was a Nitech 

DN15 with a total holdup of 312.5mL. Both systems were limited to two glass tube segments 

with a single elbow junction for computational simplicity. The pulse tracer, methylene blue (Lab 

grade ≥99.5% purity, Fisher Scientific) was injected over 0.3 seconds using a syringe pump as 

shown in Figure 6.1. The washout fluid, deionized water, was controlled at various flow rates 

using a peristaltic pump (Masterflex L/S by Cole-Palmer). The temperature of the system was 

kepy constant at 25℃ by a Huber Ministat 125 thermoregulator. A USB microscope camera 

(RW180 by Firefly Pro) recorded videos of the tracer experiments at 720x480 resolution at 15 

fps for offline concentration processing. 

 

 

 

 

 

 

 Figure 6.1 Experimental setup for pulse tracer experiments in the oscillatory baffled reactor 
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6.3.1 Principal Component Image Analysis (PCA) 

A linear orthogonalization was used to extract information regarding the concentration of 

methylene blue from the recorded videos, namely principal component based image analysis. 

PCA captures uncorrelated variations in a dataset by maximizing the statistical variance found in 

RGB space[22],[23]. Each axis of the new transformed space, PC1-PC3, maximizes statistical 

variance but is subjected to a PC(n-1) orthogonality constraint. As a result, the signal of the 

measurement is largely captured by the first principal component. By reducing the 

dimensionality of the dataset from three variables to one, a single representative statistic, 

hereafter refered to as PC1, can be tracked with time for use in dispersion calculations. The 

procedure for this dimensional reduction is adequately described by Oliva et al. 

The calculation of the mean residence time and dispersion coefficient from PC1 data is 

described as follows. 

     (1)  

    (2)  

    (3)  

where t is time (s), c is the concentration (mg/mL), σ (s) is the variance, D (m2/s) is the 

dispersion coefficient, u (m/s) is the net flow superficial velocity, and L (m) is the tube length 

between tracer injection and concentration measurement. Note that these calculations are scale 
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independent and geometrical considerations are not included, allowing for a direct comparison of 

both the DN6 and DN15 data. 

6.3.2 Flowrate analysis of the DN6 and DN15 COBC system  

CM based RTD simulations require inlet flowrate data. Therefore, the RTD simulation 

can only be as accurate as the inlet velocity profile used. As a result, a detailed flow-field 

analysis was carried out and is described as follows.  

The inlet flowrate of the COBC system is generated by the combined action of the piston 

and pump, and is one of the most important control parameters for these systems. The pump is 

responsible for the net axial flow, whereas the oscillatory motion of the piston superimposes 

additional turbulence, keeping the particles suspended. Flowrate measurements were carried out 

for three objectives:  

1. evaluate the accuracy of the DN6 piston in terms of amplitude and frequency, 

2. evaluate the stability of the peristaltic pump 

3. evaluate the effective flow field in the DN6 system during operation.  

To determine the flowrate at varying operating conditions, an Omega (FLR1000) flow 

rate sensor was used. From Figure 6.2, Configuration 1 is upstream of the pump and exclusively 

measures flow from the piston. Configuration 2 is at the outlet of the reactor (two tube segments 

total), while configuration 3 is at the end of the first segment. Due to the different dimensions of 

the DN6 and DN15, the flowrate sensor couldn not be mounted to the DN15 because the flow 

through the sensor would be out of the range of linear operation as designated by the 

manufacturer. 
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The piston generates oscillatory flow, and it is well-known that peristaltic pumps have 

oscillatory behavior as well. Therefore, it is convenient to apply a Fourier transformation on the 

time-series flowrate data, which directly provides the oscillation frequencies and amplitudes. 

Figure 6.3 presents a typical example for data interpretation using the frequency plot.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.2 Sensor placements in the DN6 system. The flowrate sensor is the black box in 

Configuration 2. 

Figure 6.3 (left) temporal evolution of the flowrate generated by the superposition of pump 

and piston operations with 15 mL/min pump flowrate, 10 mm piston amplitude and 1 Hz 

piston frequency as measured in Configuration 3 and (right) the corresponding frequency 
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In the COBC piston control software, the oscillation is defined through the frequency and the 

piston displacement distance, or peak-to-peak amplitude (PtPA), therefore, the directly measured 

oscillation data is transformed from mL/min to mm/s based on the equation: 

 
 

where A denotes the oscillation amplitude expressed in mL/min. Note: the derivation of Eqn. (4) 

can be found in Appendix 1. 

6.3.3 Piston dynamics and analysis: oscillation damping effects 

Configuration 1 enables the direct measurement of the piston oscillation frequency and 

amplitude. According to the results, the actual piston frequency is higher than the setpoint 

frequency by 0.15-0.23 Hz, but the offset, however, is very consistent. The oscillation amplitude 

has an uncertainty of 0.3 mm in the 1 – 10 mm amplitude setpoint domain. Therefore, it can be 

concluded that the piston is able to accurately produce the oscillation setpoint. The data can be 

found in Appendix 2. 

Because the COBC is a closed system, one would expect the flowrate data to be 

configuration independent. However, as shown in Table 6-1, there is a significant damping effect 

in the first segment (compare Configurations 1 and 3), but significantly lower damping in the 

elbow and second segment (compare Configurations 2 and 3). It is also evident that the majority 

of overall damping (compare Configurations 1 and 2) occurs in the first segment. Some damping 

is inherently caused by the gas bubbles in the system, however, the gas is assumed to be equally 

distributed across the system, which does not provide clarity involving the skewed damping 

towards the first segment. 

 

(4) 
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Config. 1 
PtPA [mm] 

Config. 3 
PtPA [mm] 

Config. 2 
PtPA [mm] 

Total damping  
(2 segments + 2 

elbows) [%] 

Damping in first 
segment + elbow 

[%] 

Damping in 
second segment 

+ elbow [%] 

3.20 1.17 1.02 68.1 63.4 12.8 
4.98 1.72 1.62 67.4 65.4 5.8 

10.15 2.90 2.46 75.7 71.4 15.2 

 

The data from Table 6-1 has two direct consequences on the COBC operation:  

1. the effective oscillation amplitude is significantly (up to 75 %) lower than the setpoint  

2. there is an element in the first segment that absorbs the majority of oscillation energy  

One noteworthy qualitative observation from the experiments is that the Masterflex pump 

tubing has the capacity, due to its elastic nature, to absorb the high frequency piston oscillation 

energy. In fact, significant expansion and compression of the Masterflex tubing was observed at 

the COBC inlet during high flow rate operation. This suggests that for reliable COBC operation 

and  reproducible results, these disturbances should be minimized by only using the elastic tubes 

in the smallest possible sections, the rest of the feeding line should be rigid pipe. 

6.3.4 Pump dynamics analysis 

The stability of the peristaltic pump was evaluated by measuring the flowrate in the 10-30 

mL/min flowrate domain (Configuration 3), without piston oscillations. The pump frequency 

increases linearly with the flowrate. This result is reasonable, since the higher flowrate is 

achieved by faster rotation. There is a weak but clear decreasing tendency of the oscillation 

amplitude with the flowrate, which is explained with the energy absorption of the elastic tube. 

The data can be found in Appendix 3. 

Table 6-1 Oscillation damping in the DN6 system 
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6.3.5 Flow-field generated by the combined action of piston and pump 

Due to the complexity of the system, it is difficult to calculate the effective flowrate 

based on the pump and piston operation settings. Therefore, the effective flowrate was measured 

for the conditions applied in the RTD measurements, which was then used in the CM 

identification. This data transfer also helps to better understand the interactions between the 

pump and piston operation. The data can be found in Appendix 3. According to Figure 6.4 

(right), the damping is significantly stronger at higher piston frequencies, which is a low-pass 

filter-like behavior. Figure 6.4 (left) indicates that the increasing piston oscillation amplitude 

suppresses the pump oscillations. This result suggests the saturation of elastic peristaltic pump 

tube in terms of oscillation energy absorption. The outlier pump amplitude at 5 mm piston 

amplitude setpoint is a measurement error and not true outlier, which is supported by the 

frequency plots of Appendix 4.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.4 Flowrate profiles generated by the combined action of piston and pump at 15 

mL/min flowrate, as measured in Configuration 2. (left) effective piston and pump oscillation 

amplitudes and (right) effective piston oscillation amplitude. 
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The results of Figure 6.4 indicate that, in this operation domain, the effective oscillations 

cannot be expressed as the linear combination of pump and piston oscillations. From an 

operation standpoint, the piston oscillation is controlled, but the pump oscillation is uncontrolled, 

as it depends on the length and diameter of the elastic tube as well as the type of peristaltic 

pump. Hence, these disturbances have significant effects on the formation of effective 

oscillations in the DN6 system.  

6.3.6 Approximation of flowrate profile in DN15 COBC system 

Since the placement of the flowrate sensor was not possible in the DN15, the pump and 

piston oscillations are approximated based on the available data. The follwoing assumptions 

were used: 

1. the accuracy of DN15 piston, in terms of amplitude and frequency, is similar to DN6 

piston, 

2. the energy absorption capacity of the elastic tube is identical in the DN6 and DN15 

systems. 

The mean flowrate in the DN15 experiments was approximately one order of magnitude 

higher than in the DN6. The available pump oscillation data (see Appendix 3, Table 6-6) 

suggests that the pump oscillation amplitude decreases in the 10-30 mL/min flowrate range, and 

the frequency increases nearly linearly. Extrapolating the trends, under the DN15 pump 

operation conditions, the pump oscillation frequency may reach 3.5 Hz, but the amplitude will 

drop to zero. This is in good agreement with experimental observations.  

Knowing that the oscillation energy is proportional with the flow cross-section area and 

using assumption (2) the piston oscillation damping is expressed as: 

 

(5) 
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where S denotes the flow cross section area and ζ denotes the damping factor. Table 6-2 

summarizes the oscillation data for the conditions of RTD measurements, implemented as inlet 

velocity profile in the CMs. According to these calculations, the damping in DN15 is 

significantly weaker, which is explained with the ~6.25 times larger flow cross section area, 

hence, ~6.25 times larger oscillation energy. 

Inputs: pump and piston settings  Outputs: effective pump (upper line) and 

piston (bottom line) oscillation data 

Flowrate 

DN15 

[mL/min] 

Flowrate 

DN6 

[mL/min] 

PtPA 

[mm] 

F [Hz] PtPA 

DN15 

[mm] 

PtPA 

DN15 

[mm] 

F  

DN15 

[Hz] 

F  

DN6 

[Hz] 

154.7 15 1 1 
0 5.66 0 0.37 

0.92 0.51 1.16 1.16 

154.7 15 3 1 
0 4.62 0 0.37 

2.75 1.46 1.15 1.15 

154.7 15 5 1 
0 3.15 0 0.37 

4.61 2.6 1.15 1.15 

154.7 15 10 1 
0 3.28 0 0.37 

8.99 3.73 1.15 1.15 

154.7 15 1 0.2 
0 5.86 0 0.37 

1.02 1.1 0.24 0.24 

154.7 15 1 1.5 
0 5.55 0 0.37 

0.89 0.32 1.69 1.69 

154.7 15 1 3 
0 5.65 0 0.37 

0.86 0.16 3.22 3.22 

 

Table 6-2 Measured DN6 oscillations and approximation of the DN15 flowrate oscillation 

behavior 
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6.4 CM development, calibration and results 

A cascade of CSTRs was used to model the COBCs. Every compartment has a unique 

response to certain functions, e.g. a PFR acts like a direct time delay, while a CSTR shows a 

continuously decreasing concentration output. Multiple types of models can be used as 

compartment transfer functions or simple white box models. In this study, a simple CSTR was 

used as a building block implemented in the Simulink environment. Figure 6.5 shows some 

typical response functions for PFRs, CSTRs and cascade CSTRs models. 

 

 

The simulation times, inlet conditions, and parameters were chosen based on the 

experimental data from the DN6 and DN15 experiments, with the following assumptions: 

• Every compartment is considered isothermal 

• The CSTR model was created to calculate only the response to the impulse function inlet 

• The compartment model was identified as a cascade of CSTRs (with realistic conditions 

for modelling a PFR). 

Figure 6.5 Typical response functions to indicator impulses. The thin lines in between belong to 

the cascaded CSTR model. Note: the higher the number of cascade element, the better the 

approximation of a PFR. 
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• The distribution of the total volume in each cascade of CSTRs was equal 

• No backward or forward circulation occurred between compartments 

The number of cascade elements was identified based on the shape of the response function. First 

the normalized results were compared to each other from each dataset, before the intensity 

differences between each dataset were considered. For the evaluation of the number of required 

compartments, individually  normalised response functions were used with the calculation of 

absolute error between experimental and simulated data. Afterwards, a min-max normalization 

was incorporated for the entire system specific dataset in order to see the differences in 

intensities. In this step, the number of comparments was tuned to match the intensity tendencies 

of the experimental data. For this step, the experiments were colour-coded (shown in Table 6-3). 

The 2D surface correlation was established using an optimization algorithm and the model was 

validated against new experimental results (Table 6-4, experiments 15-20). 
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6.4.1 DN6 and DN15 results with new compartment numbers with realistic pump flow 

rates  

Table 6-3 shows the results of number of CSTRs with the DN6 and DN15 system as well 

compartment model, while Figure 6.6 shows the results. 

Exp. 
Reactor 

type 
x0 (mm) f (Hz) 

Number 

of CSTR 

Measured 

D 

Relative 

standard 

deviation of 

measured D 

(%) 

Error of 

simulated 

D (%) 

1 DN6 1 1 20 0.017 1.3 -34.9 

2 DN6 3 1 15 0.019 3.2 -24.3 

3 DN6 5 1 10 0.022 8.2 -20.9 

4 DN6 10 1 8 0.042 5.1 -38.0 

5 DN6 1 0.2 7 0.027 22.5 -42.0 

6 DN6 1 1.5 10 0.015 4.9 -27.2 

7 DN6 1 3 3 0.034 8.5 -7.1 

8 DN15 1 1 15 0.010 1.3 -28.6 

9 DN15 3 1 10 0.012 2.9 -10.1 

10 DN15 5 1 7 0.020 1.0 -13.6 

11 DN15 10 1 5 0.034 8.2 -16.6 

12 DN15 1 0.2 9 0.015 2.8 -14.1 

13 DN15 1 1.5 15 0.023 6.1 -30.4 

14 DN15 1 3 9 0.014 28.8 -22.1 

 

Comparing the dispersion coefficients for the simulated and experimental work reveals 

the same relative trends. That is, higher amplitudes lead to higher dispersion coefficients. The   

highest values were found in high amplitude and medium frequency regions, as shown in Table 

6-3. The average difference between simulated and experimental dispersion estimates in the DN6 

was 3.6%. Table 6-3 also lists the relative standard deviation of the measured dispersion 

coefficients, calculated from three repetitive measurements, and the deviation in simulated 

dispersion coefficients, relative to the mean measured value. The average relative standard 

Table 6-3 The comparison of measured and simulated dispersion coefficients for the DN6 and 

DN15 system in the calibration runs. 
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deviation of the measurements was 7.5%, and the simulations have a -23.2% error. The 

simulations consistently underestimate the measured dispersion coefficient in each case. 

However, the simulated values are of the same order of magnitude and follow the same trends as 

the experimental data. Moreover, a significant part of the simulation differences from the 

experimental results can be attributed to the experimental variation (7.5%). The rest of the 23.2% 

error in the CM can be attributed to modelling assuptions and simplifications. Figure 6.6 

summarizes these results. 

 

  

Figure 6.6 Signal intensity results without normalization for the DN6 (top) experimental and 

(bottom) simulated 
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As shown in Figure 6.6, the simulated intensity results are closely related to the experimental 

results. However, further adjustment is not possible in the case of simulation 7 because lowering 

the number of compartments further will cause inadequate response functions. The average 

difference for the DN15 experiments (8-14) was 4.3%, roughly half the error from the DN6 

comparison. Figure 6.7 illustrates the simulation and experimental results. 

 

 

  

As shown in Figure 6.7, the simulated intensity results are closely related to the 

experimental results. Since the number of compartments was set by minimzing the difference 

between measured and experimental RTDs, furher improvement is not possible with the applied 

Figure 6.7 The new results without normalization for DN15 (top) experimental and (bottom) 

simulated 
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compartmental model. Different CM structures, i.e. involving recirculation streams, may 

improve the fitting, but the likehood of overfitting the model increases. 

6.5 CM generalization for the DN6 and DN15 systems 

According to the results of Table 6-3, there is a clear correlation between the number of 

cascade CSTRs in the case of DN6 and DN15 systems. Figure 6.8 (left) shows the correlation 

plot for the DN6. In the frequency domain (between 1 and 3 Hz), the number of cascaded CSTRs 

required to describe the system decreases. The effect of frequency in the full 0.2-3 Hz domain 

although is more complex: there is a peak in the number of compartments at F = 1 Hz. Similar 

trends are obtained in the case of amplitude. Between 1 and 5mm, the number of cascaded 

CSTRs required decreases, while amplitude ten does not follow this correlation. Figure 6.8 

(right) shows the correlation plot for DN15. The correlation between the amplitude and the 

number of CSTR’s required to describe the system adequately is much clearer than in the case of 

DN6. However, again, there is no linear correlation in the case of frequency. Similar to the DN6, 

the maximum number of compartments is obtained using medium frequencies. The number of 

cascaded elements is decreasing with increasing amplitude. 
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6.5.1 Correlation estimation using different expressions 

In consequence of these simulation results, the experimental data was used to identify the 

connection between frequency, amplitude, and the number of compartments. The 10 mm 1 Hz 

value from the DN6 was replaced by eight because increasing the piston amplitude results in a 

decrease in the number of required compartments. The NOMAD black-box optimization method 

was used for the parameter identification. Figure 6.9 shows the resulting contour plot for the 

investigated amplitudes and frequencies, while Eqns 6 and 7 show the expressions used for the 

DN6 and DN15 respectively. Figure 6.9 shows continuous values, but for the calculations, a 

discrete number of compartments were used (known as the floor). A preliminary trendline fitting 

was performed. Using third order curves provided much better data fitting than second order 

expressions, so third order expressions were identified as the connection between the amplitudes, 

frequencies and the number of applied compartments. The lowest physical value for the number 

of cascaded elements is 1, so the minimal value was chosen as 1 for each correlation plot. The 

objective function contains the absolute difference between the measured and the simulated 

Figure 6.8 Correlation plot for the COBC systems (left) number of cascaded CSTR elements for 

DN6 (right) number of cascaded CSTR elements for DN15 
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number of compartments (using measurement data from Exp 1-14). In each case, the 

corresponding data set was used for the error calculation. 

The results are shown in Figure 6.9 and Eqns 6-8. The correlation was made based on the 

theoretical amplitudes and frequencies. Another correlation was made using the realistic flow 

rate data described earlier. Figure 6.10 and Eqns 9-11 show these resuts results. Note: Appendix 

5 shows the amplitudes and frequencies used for fitting.  

   

 

Figure 6.9 Correlation plot based on theoretical amplitudes and frequencies for (top-left) DN6 

(top-right) DN15 (bottom) DN6-DN15 combined 
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   (6) 

   (7) 

   (8) 

     

 

 

     (9) 

   (10) 

Figure 6.10 Correlation plot based on realistic amplitudes and frequencies for (top-left) DN6 

(top-right) DN15 (bottom) DN6-DN15 combined 
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   (11) 

As seen from the contour plots, the maximum values were obtained with lower amplitudes and 

frequencies around 1 (medium). The same tendencies were observed in Figures 6.9 and 6.10, 

independent of the approach used (6.9 uses the theoretial piston conditions, while 6.10 uses the 

observed flowrate data). Observing this same behavior supports the assumption that the same 

rules applies to each COBC system, suggesting that CM can be used for scale-up. 

6.5.2 Model validation using new measurements 

Validation data was applied to the cases shown in Table 6-4. Different amplitudes and 

frequencies were used from the averaged frequencies using a new set of experiments in the DN6 

system. The validation was performed using Eqn 8 and Eqn 11. Note: the real amplitudes and 

frequencies are presented in Appendix 6. Figure 6.11 shows the results (the identified number of 

compartments are shown in Table 6-4). 

 

Experiment x0 (mm) f (Hz) Eq8 Eq11 

Simulated 

dispersion 

coefficient 

(Eq8) 

Simulated 

dispersion 

coefficient 

(Eq11) 

Measured 

dispersion 

coefficient 

15 1 0.67 11 12 0.0136 0.0136 0.022 

16 1 0.40 9 10 0.0171 0.0161 0.020 

17 10 0.67 2 9 0.0454 0.0177 0.033 

18 10 0.40 2 6 0.0619 0.0255 0.029 

19 1 0.75 12 13 0.0127 0.0126 0.020 

20 1 1.00 14 14 0.0118 0.0118 0.019 

 

 

 

Table 6-4 Model validation results 
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The visual evaluation of the results shows that the proposed model can describe the 

system outside of its initial operating limits, i.e the parameter space where model identification 

was completed. The magnitude of the dispersion coefficients are the same and this agreement is 

strongest for an operating frequency of 1Hz. However, further experiments will be required to 

make sure this algorithm works sufficiently well with low frequencies. Figure 6.11 shows the 

model validation using Eqns 8 and 11 respectively and generally good agreement was found. 

Eqn 11 overestimates the number of compartments for experiments 17 and 18 (high amplitudes, 

low frequencies). A good agreement was achieved in cases where the joint identification 

Figure 6.11 Model validation using (top) Eqn 8 (bottom) Eqn 11 
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expressions were used (Eqn 8 and 11). This implication suggests that these equations could 

potentially be used for system scale-up. 

6.6 Conclusions 

A compartmental modeling approach was used to model two COBC systems at different 

scale. The measurement system was analysed thoroughly and the damping effect of the 

oscillation applitudes were also considered in the simulations. The piston and peristaltic pump 

generated oscillations were analyzed separately and combined by carrying out flowrate 

measurements and applying Fourier transforamtion on the time series data. The analysis revealed 

that, under normal operation in the DN15, the setpoint flowfield is realized well by the pump and 

piston. However, in the DN6, significant pump oscillation disturbances are present and the piston 

oscillations are damped in a low-pass filter-like behavior by up to 75%.  

Cascaded CSTR models were fitted to the experimental data from the DN6 and DN15 

results. Second order expressions were used to indicate the correlation between the number of 

CSTRs required and the piston parameters for both theoretical and real values. The parameters of 

the expressions were identified by an optimization algorithm. The model was validated using a 

set of new experiments. The results where the DN6 and DN15 correlations were fitted together 

gave good agreement with the validation results, both for the theoretical and the real value based 

expressions. These results suggest that the two scales can be treated together and the proposed 

CMs could be a good bridge for the calculation between different scales.  
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6.8 List of Appendices 

Appendix 1. Transformation of oscillation amplitude from mL/min to mm/s 

The continuity equation relates the volumetric flowrate (Q, m3/s) to the linear velocity (v, m/s) 

and cross-sectional area (S, m2) as: 

 

From where the velocity can be expressed as 

 

Where D is the system diameter 

In the experiment, Q is expressed in mL/min while the velocity should be expressed in mm/s. 

Eqn (i) can be written as 

 

The nominal diameter of the DN6 is 6.85mm, leading to the final form of the equation 

 



165 

 

 

Appendix 2. Evaluation of the DN6 piston dynamics using the Fourier transformation of the 

time-domain measured flowrate data. 

Experiment Peak-to-peak amplitude [mm] Frequency [Hz] 

Setpoint Measured Difference Setpoint Measured Difference 

1 1 0.74 -0.26 1 1.15 0.15 

2 3 3.20 0.20 1 1.14 0.14 

3 5 4.98 -0.02 1 1.16 0.16 

4 10 10.15 0.15 1 1.16 0.16 

5 1 0.77 -0.30 1.5 1.70 0.20 

6 1 0.66 -0.34 3 3.23 0.23 

  

Appendix 3. Evaluation of the pump flowrate oscillations using the Fourier transformation of the 

time-domain measured flowrate data. 

SP FR PtPA [mm] Frequency [Hz] 

10 4.12 0.25 

15 4.61 0.35 

20 4.44 0.49 

25 3.91 0.62 

30 3.27 0.75 

 

Table 6-5 Comparison of measured piston oscillation data with the setpoint. All point is an 

average of two measurements. 

Table 6-6 Frequency analysis of the pump flowrate 
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Appendix 4. Measured pump and piston oscillation data for the DN6 system for the 

experimental conditions of RTD measurements. 

Exp. No 

Inputs: pump and piston settings 

Outputs: measured pump 

(upper line) and piston 

(bottom line) oscillation data 

Flowrate 

[mL/min] 
A [mm] F [Hz] A [mm] F [Hz] 

1 15 1 1 
5.66 0.37 

0.51 1.16 

2 15 3 1 
4.62 0.37 

1.46 1.15 

3 15 5 1 
3.15 0.37 

2.6 1.15 

4 15 10 1 
3.28 0.37 

3.73 1.15 

5 15 1 0.2 
5.86 0.37 

1.1 0.24 

6 15 1 1.5 
5.55 0.37 

0.32 1.69 

7 15 1 3 
5.65 0.37 

0.16 3.22 

 

Table 6-7 Frequency analysis of RTD measurement conditions in the DN6 system 
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Figure 6.12 Frequency diagram of Experiments 1-4. The pump amplitude peak is abnormally 

wide in the case of A = 5 mm, which suggests that in this case the determination of effective 

pump oscillation amplitude is not accurate. 
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Appendix 5: Data describing the real piston/pump oscillation. The pump oscillation frequeny 

was 0.37 Hz for the DN6. 

Exp System Xpiston Fpiston Xpump 

1 DN6 1.16 1.15 5.66 

2 DN6 1.46 1.15 4.62 

3 DN6 2.6 1.15 3.15 

4 DN6 3.73 1.15 3.28 

5 DN6 1.1 0.24 5.86 

6 DN6 0.32 1.69 5.55 

7 DN6 0.16 3.22 5.65 

8 DN15 0 1.15 0 

9 DN15 2.75 1.15 0 

10 DN15 4.61 1.15 0 

11 DN15 8.99 1.15 0 

12 DN15 0.89 1.69 0 

13 DN15 0.86 3.22 0 

14 DN15 1.02 0.24 0 

15 DN6 1.16 0.78 5.66 

16 DN6 1.16 0.489 5.66 

17 DN6 3.73 0.78 3.28 

18 DN6 3.73 0.489 3.28 

19 DN6 1.16 0.86 5.66 

20 DN6 1.16 1.15 5.66 

 

 


