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ABSTRACT 

Author: Ding, Changqin. PhD 

Institution: Purdue University 

Degree Received: May 2019 

Title: Polarization-Enabled Multidimensional Optical Microscopy 

Committee Chair: Garth J. Simpson 

 

Polarization-dependence provides a unique handle for extending the dimensionality of 

optical microscopy, with particular benefits in nonlinear optical imaging. Polarization- dependent 

second order nonlinear optical processes such as second harmonic generation (SHG) provide rich 

qualitative and quantitative information on local molecular orientation distribution. By bridging 

Mueller and Jones tensor, a theoretical framework was introduced to experimentally extend the 

application of polarization-dependent SHG microscopy measurements toward in vivo imaging, 

in which partial polarization or depolarization of the beam can complicate polarization analysis. 

In addition, polarization wavefront shaping was demonstrated to enable a new quantitative phase 

contrast imaging strategy for thin transparent samples. The axially-offset differential interference 

contrast microscopy (ADIC) was achieved as a combination of classic Zernike phase contrast 

and Nomarski differential interference contrast (DIC) methods. The fundamentally unique 

manner of this strategy also inspired rapid volumetric analysis in time dimension that is 

accessible for most existing microscopy systems. Finally, the dimensionality of high speed two-

photon fluorescence imaging was extended to the spectral domain by spatial/spectral 

multiplexing, enabling beam scanning two photon fluorescence microscopy with 17 frames per 

second rate and over 2000 effective spectral data points.   
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 INTRODUCTION CHAPTER 1.

1.1 Polarization dependent nonlinear optical (NLO) microscopy 

Nonlinear optics describes the behavior of light in nonlinear optically active media in which 

the polarizability of the material responds non-linearly to the electric field of the light. The study 

of nonlinear optics prospered after the observation of second harmonic generation (SHG) by 

Peter Franken and his co-workers at the University of Michigan in 1961.
1
 Since then, a host of 

nonlinear optical phenomena has been explored, including two-photon excited fluorescence 

(TPEF)
2-6

, sum-frequency generation (SFG)
7-9

, coherent anti-stokes Raman scattering (CARS)
10-

12
, stimulated Raman scattering (SRS)

13-15
, etc. Nonlinear effects from the material can be 

categorized into parametric and non-parametric effects.
16

 The parametric non-linearity means 

that in the interaction between light and nonlinear material, the quantum state of the nonlinear 

material is not changed by the interaction with the optical field. As a consequence, the nonlinear 

optics process is instantaneous, making phase-matching important and enhancing polarization-

dependent effects since the energy and momentum are conserved in the optical field during the 

interaction. 

As one of the most common NLO processes, SHG classically arises from the interaction 

between an intense optical field (i.e. in the focus of a laser beam) and an anharmonic potential 

energy surface of electrons.
16, 17

 In the SHG process, a new electric field with exactly twice the 

frequency of the incident fields is generated from the interaction between the incident light and 

the material. Coherent SHG is selective for noncentrosymmetric media and sensitive to the 

polarization states of the incident light. Polarization dependent SHG measurements can directly 

access the hyperpolarizability tensor that describes the second order response of the material to 

the applied electric field, with up to 18 unique elements in the Cartesian reference frame.
18

 

Polarization dependent SHG microscopy has been widely used for structural characterization of 

myosin, collagen
19-24

, protein crystals
25-30

, and crystalline active pharmaceutical ingredients (API) 

31-36
. However, as the imaging depth is increased in biological media analysis, interpretation of 

polarization dependent SHG measurements is complicated due to native turbidity associated with 

the myriad of solubilized small particles and birefringent protein.
37

 Since in vivo imaging 
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typically requires passing the beam through tissue to access the focal plane, the structural 

information recovered by polarization analysis is often lost in live-animal SHG imaging. 

1.2 Jones and Stokes descriptions of polarization 

To describe the polarization states in nonlinear optical processes, Clark Jones and Henry 

Hurwitz published a series of papers to establish “a new calculus for the treatment of optical 

systems”
38-41

 in the 1940s, now known as the Jones calculus framework. The Jones framework 

treats the polarization state and intensity of an optical beam with linear algebra notation as a 

prelude to extending generalization for tensor analysis. By projecting the electric field onto two 

orthogonal axes, any polarized beam traveling in the positive z-direction can be presented by a 

two-element Jones vector of the form shown in Eq. (1.1). Thus, the Jones vector describes the 

amplitude and phase of the electric field in both the x and y directions. The total intensity of the 

light can be calculated as the squares of the absolute values of the two components of the Jones 

vector. The Jones calculus addresses the effects of individual polarizing and attenuating optics 

with simple multiplication of Jones matrices to propagate polarization through complex optical 

paths. 
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  (1.1) 

Jones vector and Jones matrices provide broad foundation of polarization dependent 

nonlinear optics description with the application of the nonlinear optical susceptibility, Jones 

tensor 
( )n 18, 31, 42, 43

. However, Jones framework is limited in describing partially depolarizing 

reflectivity/transmissivity.  

In these cases, Stokes vectors and Mueller tensors provide an alternate linear algebra 

framework to describe nonlinear optical interactions in assemblies that involve partially or totally 

polarized fields.
18, 43-45

 As the basic unit of polarization description in the Stokes/Mueller 

framework, the Stokes vector presents different combinations of intensities recorded for different 

polarization components of a light beam, as shown in Eq. (1.2). HI , VI , 
45

I


, RI , and LI  are the 

intensities recorded for horizontally, vertically, 45  linearly, right and left circularly polarized 

components, respectively.  
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 The comparison between Jones vectors and Stokes vectors for several common polarization 

states are presented in  

Table 1.1. Similar with Jones matrices, Mueller matrices are also introduced to describe 

polarization transfer due to the optics or samples in the beam path. In the absence of any 

depolarizing interaction, a transformation matrix A connects the Stokes vector with Jones vectors 

in Eq. (1.3).
18, 43
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Table 1.1 Jones vectors and Stokes vectors for common optical polarizations 

Polarization Jones vector Stokes vector Illustration 

Linearly polarized: 

horizontal 
 1 0

T
  0 1 1 0 0

T
I  

 

Linearly polarized: +45˚  1

2
1 1

T
  0 1 0 1 0

T
I  

 

Circular polarized: right  1

2
1

T
i   0 1 0 0 1

T
I  

 

Depolarized Not applied  0 1 0 0 0
T

I  
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In this dissertation, the connection between Jones calculus and Mueller/Stocks framework 

will be discussed for polarization dependent SHG analysis to extract hyperpolarizability tensor 

elements from collagen tissues with partial or depolarized light in CHAPTER 2 and CHAPTER 3. 

1.3 Quantitative phase contrast imaging 

Different with thick or turbid tissue samples, specimens such as living cells, unstained 

tissues, protein crystals, nanomaterials, and membranes pose challenges to intrinsic contrast 

imaging when using transmission/back-scattering optical microscopy due to the weak absorption 

and scattering. Phase-contrast microscopy is a technique that utilizes the phase shifts in light 

passing through a transparent specimen to produce contrast in the image.
46-49

 As one of the few 

label-free methods available to quantify cellular structure and components, phase-contrast 

microscopy has been actively used in biological research including observing neurons in 

unstained tissue slices
50

, kinesin-driven movement studies
51

, microtubule-related motility 

visualization in cells
52

, etc. 

There are two common ways to increase image contrast from subtle phase shifts when using 

an intensity detector: i) Zernike phase contrast uses spatial interference between light patterned 

with annular rings to produce intensity contrast, highlighting phase differences between 

relatively tightly focused (sample) and relatively gently focused (background) beams;
46, 47, 53

 ii) 

differential interference contrast (DIC), or Nomarski interference contrast (NIC) measures the 

interference of two separated orthogonally polarized mutually coherent parts from one polarized 

light source at the recombination.
48, 50, 52, 54, 55

 Without the halo-effects existing in Zernike phase 

contrast method, DIC microscopy suffers orientation-dependent “side lighting” artifacts since the 

two orthogonal polarized components are in the same sample plane. 

To achieve artifact-free quantitative phase imaging (QPI), Gabor has suggested using 

interferometry to split and recombine the beam with an angle, so that an interferogram is 

recorded to quantitatively recover the complex optical field.
56-59

 Based on similar principles, 

many interferometric QPI approaches were developed recently, including asymmetric 

illumination-based differential phase contrast (AIDPC) microscopy
60-62

, quadriwave lateral 

shearing interferometry (QWLSI)
63

, 𝜏  interferometry
64

, spatial light interference microscopy 

(SLIM)
65

, Fourier ptychography
66

, etc. These methods have low limits of detection for phase 

changes to detect the phospholipid bilayer, cells or other objects with a dimension below the 
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diffraction limit
67

. These methods often required dedicated purpose-built instruments with sparse 

sample image required for interferogram analysis. However, there is no doubt that the 

development of new type of QPI methods capable of per-pixel analysis compatible with 

retrofitting into available microscope platform will promote the growth of non-invasive live cell 

imaging and automated cell culture analysis. 

1.4 High throughput multidimensional and multiplexing imaging methods 

Optical imaging systems have been widely used in biological structural analysis and in vivo 

pharmaceutical analysis. Different dimensions have been explored in optical imaging for 

improving the information content from the samples, such as video rate imaging to provide time 

resolution (x, y, t), volume imaging for z-axis resolution (x, y, z), and spectral imaging for 

spectroscopic analysis in cells or tissue with wavelength dimension (x, y, λ). Multiple 

dimensions can be combined, with up to five different dimensions (x, y, z, t, λ) explored in this 

thesis work.  

High frame rate of time-dependent imaging reduces the 1/f noise and motion blur in 

dynamic imaging. To improve the time resolution, the beam scanning system and high-speed 

camera are available as replacements for the sample scanning system. Meanwhile, developments 

in beam scanning mode and image reconstruction modification provide higher video rate 

imaging methods, such as Lissajous trajectory beam scanning microscopy. For volumetric 

imaging, the most common approach for three-dimension imaging is depth sampling (z-

scanning), in which images are acquired in sequence at different z positions. These methods 

require movement of the objective or the sample, resulting high 1/f noise and motion blur. 

Recently, light sheet microscopy and varifocal lens for multi-focus imaging were developed for 

3D imaging.
68, 69

 Light sheet microscopy enabled high speed and high-resolution volumetric 

fluorescence imaging but was limited in turbid media such as biological tissues.
70

 Other fast 

multi-focus imaging methods were developed, including electrically-controllable liquid-crystal 

varifocal lens
69, 71-73

 and acoustically driven optofluidic lens
74, 75

.  However, these methods 

require extra electronical control for the liquid-crystal micro lenses, complicating the 

manufactory of an existing microscope system.  

In multiphoton excited fluorescence imaging of biological systems, the spectral dimension 

or wavelength dimension provides plenty of information, enabling multi-labeled analysis for 
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studies of biological processes and clinical diagnoses
76-79

. Similar with volumetric imaging 

method, traditional hyperspectral imaging techniques need long requiring time to populate the 3 

dimensional data structure (x, y, λ) through spatial scanning or spectral scanning. Several 

snapshot hyperspectral imaging systems were developed as alternatives to the traditional time-

consuming spectral imaging techniques, such as coded aperture snapshot spectral imager 

(CASSI)
80

, image mapping spectrometers (IMS)
81

. However, most of these snapshot methods are 

not directly compatible with conventional multi-photon excited fluorescence microscopy with 

trade-offs between spatial and spectral resolution, because both sets of information were encoded 

on the same fixed number of imaging channels. In this case, a strategy for high speed spectral 

imaging accessible with existing fluorescence microscope is higher required. 

1.5 Dissertation overview 

The work described in this dissertation includes instrumentation and methods development 

for polarization-enabled optical microscopy to extract extended information from different 

dimensions of the sample. Two types of polarization dependent strategies were used for this 

purpose: i) polarization dependent SHG measurements were developed to extract microscopic 

structures from the samples with or without polarization dependent incident light; ii) polarization 

wavefront shaping was shown as a new type of quantitative phase contrast imaging system with 

potential applications in heterodyne detected nonlinear optical imaging, particle analysis, and 

rapid volumetric imaging. Additionally, a hyperspectral two-photon fluorescence imaging 

system was demonstrated through spatial-spectral multiplexing as a video-rate four-dimensional 

(x, y, t, λ) imaging method. 

In CHAPTER 2, a theoretical framework connecting Mueller and Jones frames is introduced 

and experimentally proven to extract local structure information from the samples with partially 

or fully depolarized light. The prediction of this framework agreed well with the experimental 

observations for z-cut quartz as a model system. Microscopic structures of collagen tissue 

including polar and azimuthal orientation were recovered on a per-pixel basis with a depolarized 

source. This framework has been used for local-frame tensor element imaging for thick, partially 

depolarizing tissues, as discussed in CHAPTER 3. 

In CHAPTER 4, spatially encoded polarization dependent SHG measurement was achieved 

with a patterned microretarder array for local tensor imaging of z-cut quartz and collagenous 
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tissue. With the combination of ‘snapshot’ and sample translation approaches, these methods 

showed good agreement with traditional polarization dependent measurements, providing an 

alternate approach for polarization SHG analysis with minimal modifications on current beam 

scanning nonlinear optical systems. 

As described in CHAPTER 5, axially-offset differential interference contrast microscopy 

(ADIC) was demonstrated via polarization wavefront shaping as a new strategy for quantitative 

phase contrast imaging. This strategy combined classic Zernike phase contrast and Nomarski 

differential interference contrast (DIC) methods, with its fundamentally unique manner 

providing subsequent opportunities that are inherently inaccessible from most recent QPI 

methods. ADIC correlation spectroscopy has been developed based on this quantitative phase 

retrieval method for drifting particle analysis of size distribution and refractive index recovery, 

as detailed in CHAPTER 6. 

In CHAPTER 7, the possibility of using polarization wavefront shaping method to achieve 

rapid volumetric imaging from multiple focus planes is presented theoretically. With a designed 

wavefront shaping optics inserted in the beam path, two or three focal planes with different 

polarization states can be generated simultaneously with the same objective based on the incident 

light wavelength. Fast modulation of the incident light polarization states is predicted to result in 

the intensity distribution among these separated focal planes, leading to the potential for rapid 

volumetric imaging after demultiplexing. 

In CHAPTER 8, a high speed spatial/spectral multiplexing hyperspectral two-photon 

fluorescence imaging system is introduced with up to 17 frames per second rate and over 2000 

effective spectral channels in a 200 nm wavelength window. An iterative algorithm was 

developed for spectral retrieval and component classification for fluorophores with similar 

emission spectra, which were difficult to discriminate by the conventional filter-based 

fluorescence microscopy. 
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 SECOND HARMONIC GENERATION OF CHAPTER 2.

UNPOLARIZED LIGHT 

A version of this chapter has been published by Physical Review Letters. Reprinted with 

permission from Changqin Ding, James R. W. Ulcickas, Fengyuan Deng, and Garth J. Simpson. 

Second harmonic generation of unpolarized light. Physical Review Letters. 119(19), 193901, 

2017. Copyright (2017) by the American Physical Society. 

 

A Mueller tensor mathematical framework was applied for predicting and interpreting the 

second harmonic generation (SHG) produced with an unpolarized fundamental beam. In deep 

tissue imaging through SHG and multiphoton fluorescence, partial or complete depolarization of 

the incident light complicates polarization analysis. The proposed framework has the distinct 

advantage of seamlessly merging the purely polarized theory based on the Jones or Cartesian 

susceptibility tensors with a more general Mueller tensor framework capable of handling partial 

depolarized fundamental and/or SHG produced. The predictions of the model are in excellent 

agreement with experimental measurements of z-cut quartz and mouse tail tendon obtained with 

polarized and depolarized incident light. The polarization-dependent SHG produced with 

unpolarized fundamental allowed determination of collagen fiber orientation in agreement with 

orthogonal methods based on image analysis. This method has the distinct advantage of being 

immune to birefringence or depolarization of the fundamental beam for structural analysis of 

tissues. 

2.1 Introduction 

Second harmonic generation (SHG) is a second order nonlinear optical process that is only 

allowed for structures without an inversion center. Due to these specific symmetry properties, 

SHG is sensitive to polarization dependent measurement, providing rich information on 

orientation and arrangement of local structures. Over the last two decades, polarization 

dependent SHG microscopy has been demonstrated for characterization of biostructures
1-4

, 

protein crystals
5
, and active pharmaceutical ingredients

5, 6
. However, the rich structural 

information inherent in SHG polarization analysis is routinely lost in measurements designed to 

take advantage of the increased penetration depth of nonlinear optical interactions. SHG scales 

quadraticaly with the incident intensity, such that only locations of high intensity contribute to 
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the detected signal. In beam-scanning instruments, image contrast in SHG is generally retained 

in turbid media for much greater depths than analogous linear interactions. Though the 

ubiquitous use near IR incident light exhibits deeper penetration and less damage for thick 

biological samples
7-9

, the native turbidity and/or birefringence of biological media has the 

potential to complicate polarization dependent measurements through partial or complete 

depolarization of the incident and/or detected light. 

Several studies have considered the effects of partial depolarization in polarization-

dependent nonlinear optical imaging via the cumulative effects of scattering, birefringence, and 

linear/circular dichroism
3, 4, 10

. Optical clearing is one approach to mitigate the effects of 

scattering by refractive index matching
11

. Careful bookkeeping of polarization-state changes via 

experimentally recovered parameterization has been used to great success to remove bias in 

recovered tensor elements from polarization resolved SHG microscopy at tissue depths of 100 

µm
3, 4, 10

. However, such methods do not account for the influence of depolarization arising from 

heterogeneity within the sample during propagation to the object plane. More recently, Mueller 

tensor methods have been introduced for quantitatively understanding and correcting for 

depolarization effects in nonlinear optical measurements. Barzda and coworkers have introduced 

the Stokes-Mueller framework for the theoretical description of nonlinear optical polarimetry 

based on a “super-Mueller matrix” approach originally developed by Mclain and Shi
12-14

. This 

approach has been used to study crystalline and collagen fibril organization for polarization 

dependent measurements.
15, 16

 However, a large number of observables with many different 

incident polarization states are required in order to populate all 36 unique elements of the super-

Mueller matrix. In a recent complementary framework,
17

 the Mueller tensors in partially 

depolarizing assemblies were greatly simplified by directly bridging Jones and Mueller tensors. 

The role of partial depolarization can in principle be incorporated by a single additional 

adjustable parameter relative to analogous measurements in non-depolarizing assemblies. 

In principle, linear optical interactions can be used to describe much of the depolarization 

effects in nonlinear optics. Giving an example, in SHG microscopy of turbid media, the 

collective process can be conceptually broken down into three key steps: i) propagation of the 

fundamental beam through the turbid matrix to the object plane, ii) production of SHG by the 

object of interest by the Mueller tensor  2
M , and iii) propagation of the frequency-doubled light 

to the far-field detector. In steps i) and iii), partial depolarization of the incident and detected 
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beams can in principal be handled by conventional linear Mueller matrices. However, step ii) is 

the key step that cannot be described by either linear Mueller matrix transformations or 

considerations of conventional nonlinear polarizability based on Jones and/or Cartesian tensors 

due to the partially depolarized fundamental. 

In this chapter, the process of SHG driven by unpolarized light was considered both 

theoretically and experimentally, and then applied to recover both polar and azimuthal 

orientation of collagen fibrils. In a model system, predictions from a mathematical framework 

connecting Jones and Mueller tensors
17

 were compared with observations for z-cut quartz. With 

this framework in place, polarization-dependent SHG from partial depolarization of the incident 

beam can be quantitatively described using the intuitive Jones tensor. 

2.2 Theoretical foundation 

2.2.1 Stokes Vector and Jones Tensor for detected SHG 

In the most general manner, the rank three Mueller tensor M
(2)

 describing SHG in the 

presence of partial depolarization can be written as  22 :det dets s s   M , in which the Stokes vector 

describing the detected SHG is given by the tensor product of the Mueller tensor and the incident 

Stokes vector s . The tensor product can be rewritten using a vectorized form of the Mueller 

tensor, as described in previous work.
17

 It can be rewritten as Eq. (2.1). 

    2

4

T T

det dets I s s      
  

M   (2.1) 

In Eq. (2.1), I4 is a 4 × 4 identity matrix and M  is the 64-element ascending vectorized form of 

the Mueller tensor, and the symbol  indicates a Kronecker product. 

In SHG microscopy of a turbid sample, partial depolarization of the incident and detected 

beams can be in principal handled by conventional linear Mueller matrices. 

 
    22 2 2 2 :det obj objs M s M M s M s            M   (2.2) 

The two sets of linear Mueller matrices can be combined with the underlying Mueller tensor 

of the object 
(2)

objM  to describe the net observed Mueller tensor. 

  (2) 2 (2) :det objM M M   M M   (2.3) 
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In the simplest model for partial depolarization, the fundamental light reaching the object 

plane as a simple linear combination of a fully depolarized fraction () and a residual purely 

polarized component (1-). For depolarized component of the incident light, s0 is the only 

nonzero entry in the Stokes vector for the fundamental. Upon making this substitution, only a 

subset of 4 elements within the Mueller tensor contribute to the Stokes vector produced from a 

depolarized source: M000, M100, M200, and M300, respectively corresponding to the decimal 

positions of 0, 16, 32, and 48 in the vectorized tensor. In this case, the Stokes vector for the SHG 

maps directly onto those four Mueller tensor elements. 

      

2

0 000

21 1002 2

2 200

3 300

1 1 :depol pol pol in in

obj depol

s M

s M
s s s s

s M

s M



      

   
   
            
   
   
   

M   (2.4) 

The purely polarized component scaled by (1  ) can be handled in the conventional way 

by switching to a Jones tensor description for SHG with purely polarized inputs, such that 

 2 2
:obj obj objobje e e

  
   and  2 22

obj objpols A e e
     . It describes the Stokes vector produced by the fully 

depolarized component of the fundamental beam at the object plane, which raises conceptual and 

mathematical questions regarding prediction of the anticipated output. 

The elements of the Mueller tensor describing SHG driven by partially or fully depolarized 

incident light were connected back to combinations of simpler Jones tensor elements. The 

expression bridging the two formalisms was derived in earlier work as shown in Eq. (2.5).
17

 

 
      2 2 * 2 1 1:J JM A A A        (2.5) 

It can be rewritten in vectorized form as below. 

         2 * 21 1
T T

J JM A A A        
  

  (2.6) 

The matrix A is the well-established transformation matrix connecting the Jones and Stokes 

vectors for purely polarized light.
17, 18

 

  

*

0 0

*

*0 1

*

1 0

*

1 1

1 0 0 1

1 0 0 1

0 1 1 0

0 0

e e

e e
s A e e

e e

i i e e

  
  

       
  
       

  (2.7) 
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In linear optics, connecting the Mueller matrices to Jones matrices provides a more intuitive 

framework for interpreting polarization propagation. Using the preceding relationship bridging 

the Stokes and Jones vectors allows the 4×4 Mueller matrix M to be written in terms of the 2×2 

Jones matrix J:   1M A J J A    . These connections between Mueller and Jones matrices in 

linear optics were shown to be directly extendable to nonlinear optics, in which the elements of 

the 4×4×4 Mueller tensor describing SHG  2
M  driven by partially or fully depolarized incident 

light are connected back to combinations of simpler 2×2×2 Jones tensor elements  2

J  with the 

same transformation matrix A. 

             2 * 22 1 1

4

T T T T

J Js I s s A A A               
      

  (2.8) 

Eq. (2.8) allows identification of the nonzero combinations of Jones tensor elements contributing 

to the SHG produced with unpolarized incident light. 

2.2.2 Connecting the Stokes Vector and Jones Tensor for Depolarized Light 

Eq. (2.8) can be rewritten in the following form. 

               2 * 22 1 1

4

T T T T

J Js I A s s A A             
  

  (2.9) 

Since any matrix commutes with the identity matrix, Eq. (2.9) can be rewritten inverting the 

order of I4 and A. Regrouping with the associative properties of Kronecker products allows 

rearrangement to Eq. (2.10). 

                2 * 22 1 1

4

T T T T

J Js A I s s A A             
  

  (2.10) 

The transpose operation can be more conveniently evaluated over the entire set of terms 

within brackets as shown in Eq. (2.11). 

          2 * 22 1 1

4

T

J Js A I A A s s               (2.11) 

Using the identity        A B C D A B C D       allows regrouping of Eq. (2.11). 

          2 * 22 1 1

4

T

J Js A I A s A s               (2.12) 

The 4-element vector 1A s   contains only two nonzero entries for depolarized light. 
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 1 1
2

1

0

0

1

A s

 
 
  
 
 
 

  (2.13) 

The Kronecker product of    1 1A s A s      produces a 16-element vector with the 

following nonzero entries: 0, 3, 12, 15, which in binary correspond to 000000, 000011, 001100, 

001111, respectively. 

Following an additional Kronecker product by the identity matrix, this same set of four 

entries exclusively contributes to
2

0s 
, the set 010000, 010011, 011100, and 011111 

(corresponding to indices 16, 19, 28, and 31, respectively) contribute exclusively to
2

1s


, etc. 

The nonzero Jones tensor elements can be regrouped with the first index in each of the ijk  

tensor elements corresponds to the electric field component produced by the nonlinear optical 

process. In addition to clarifying the underlying patterns, the 0/1 notation has subsequent book-

keeping benefits from binary counting. Most notably, only a small subset of the entries within 

the product     2 * 2

J J   contributes to the measured Stokes vector, with binary notation aiding 

in their identification. As described in previous work
18

, the specific combinations of tensor 

elements within the vector     2 * 2

J J   can be generated by re-ordering of the 0 and 1 entries 

in the binary number. 

 

 

Figure 2.1 Combination of tensor elements by re-ordering the 0 and 1 entries in the binary number. 

 

001011

Binary ordering in

*

J J 

000111

Binary ordering in

 *

J Jasc  

Decimal position Decimal position

 *

11J J   *
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Using the first four entries to illustrate this process, the binary number 000000 corresponds 

to the combination of Jones tensor element
*

000 000  , the number 000011 corresponds to
*

001 001  , 

the number 001100 corresponds to
*

010 010  , and the number 001111 corresponds to
*

011 011  , 

where 0 indicates the laboratory horizontal axis and 1 indicates the laboratory vertical axis. Since 

only these four elements contribute to
2

0s 
, explicit evaluation of the term in curly brackets in Eq. 

(2.12) multiplied by the vectorized tensor element products yields the first row of the right-most 

vector in Eq. (2.14). An analogous set of operations allows population of the remaining three 

rows in that same right-most vector in Eq. (2.14). 

 

2 * * * *
0 000 000 001 001 010 010 011 011

* * * *
1 000 100 001 101 010 110 011 1111

4 * * * *
2 100 000 101 001 110 010 111 011

* * *
3 100 100 101 101 110 11

1 0 0 1

1 0 0 1

0 1 1 0

0 0

s

s

s

s i i


       

       

       

     

     
   

      
      
   

    
*

0 111 111 

 
 
 
 
 

  

  (2.14) 

2.2.3 Connecting Local and Laboratory Frames 

Symmetry within the local-frame system can significantly reduce the number of nonzero 

Jones tensor elements. In the case of collagen (or any uniaxial assembly) aligned along the 

horizontal laboratory-frame axis, the nonzero elements within the collagen frame are 
' ' 'z z z , 

' ' 'z x x , 
' ' ' ' ' 'x x z x z x   , and 

' ' ' ' ' ' ' ' ' ' ' 'x y z x z y y x z y z x        , with the z'-axis defined as the 

unique fiber axis. From quantum chemical calculations, the chiral terms are predicted to be 

relatively weak in collagen performed far from resonance, and disappear by symmetry for fibers 

aligned within the field of view (FoV) in the plane-wave approximation
4, 19

.  

The Jones-Mueller connection provides a means of quantitatively predicting the SHG 

produced from depolarized light using the knowledge of SHG originating for pure polarization 

states. If the local-frame z'-axis is coparallel with the laboratory-frame horizontal (0) axis and the 

x'-axis is coparallel with the laboratory vertical (1) axis, inspection of Eq. (2.14) indicates that 

only the following four tensor element products will contribute to the detected Stokes vector for 

the SHG: 
2

000 , 
2

011 , 
2

101 , and 
2

110  . For the z'-axis oriented coparallel with the 

laboratory horizontal axis in the laboratory Jones frame, the only two of the four nonzero 

elements in the Jones tensor describing collagen remained as: 
000 ' ' 'z z z  , 

011 ' ' 'z x x  , and 
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110 101 ' ' 'x x z    . Substitution into Eq. (2.14) yields the following expression for the Stokes 

vector produced for an unpolarized input beam. 
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  (2.15) 

The subscript  = 0 indicates a collagen fiber axis coparallel with the horizontal laboratory-frame 

axis, corresponding to an azimuthal rotation angle  of zero (i.e., in which the local frame and 

laboratory frame have a specific correspondence). This expression can be generalized to include 

arbitrary azimuthal rotation by introduction of rotation matrices. 

For unpolarized incident light, the net SHG can be considered as arising from the incoherent 

summation of these three contributions. In general, the collagen principal axis will not be 

oriented exclusively along either the vertical or horizontal axes. Two equivalent strategies can be 

taken: i) generate the Mueller tensor for a uniaxial assembly in the local frame, then project onto 

the laboratory frame coordinates, or ii) generate the Jones tensor for a uniaxial assembly, the 

project onto the laboratory frame. The equivalence of these two approaches can be demonstrated 

as follows. The vectorized form for the laboratory frame Mueller tensor is connected to the 

vectorized local-frame Mueller tensor by a rotation operation.
17

 

   '

L lM M        (2.16) 

The prime on the local-frame Mueller tensor indicates that all 64 elements are includes in 

the vectorized form, many of which will be zero-valued by the assumption of local uniaxial 

symmetry. The rotation matrix   is given by Eq.(2.17), where R  is the rotation matrix for a 

Jones vector described in Eq.(2.18). 

   1A R R A  

      (2.17) 

 
cos sin

sin cos
R

 

 

 
  

 
  (2.18) 

Substitution of the rotated tensor expression in Eq. (2.16) into Eq. (2.1) yields the following 

expression for the Stokes vector describing SHG. 
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  (2.19) 

The Stokes vector can be connected back to the elements of the Jones vector by substitution of 

the relation in Eq. (2.6) using the complete set of local-frame tensor elements. 

               2 * 22 1 11
44

T T T T

l ls I s s A A A  

                  
      

  (2.20) 

Rearrangement of the middle terms: 

              1 1 1 1
T T T T

A A A A A A     

               
      

  (2.21) 

Connecting the Mueller and Jones rotation matrices allows the following substitution. 

    1A A R R A A A R R    

           (2.22) 

Substitution into Eq. (2.8) yields the following simplification. 
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  (2.23) 

For an achiral assembly with local uniaxial symmetry, only four nonzero tensor elements 

remain for SHG;
' ' 'z z z , 

' ' 'z x x , 
' ' 'x x z , and 

' ' 'x z x . These collectively produce 16 nonzero 

combinations in the Kronecker product in Eq. (2.23), which map to the laboratory frame tensor 

elements in Eq. (2.14). 

 

* * * *
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  (2.24) 

Substitution of this equality into Eq. (2.14) and evaluation of the multiplication by A yields Eq. 

(2.25). 
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 (2.25) 

Combining trigonometric identities  2sin cos sin 2    and  2 2cos sin cos 2     

together with the equality 
2 2

' ' ' ' ' 'x x z x z x   for SHG yields the simplified form of the equation 

given in Eq. (2.26). 
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  (2.26) 

Consistent with previous reports
3-5, 15

 for z-cut quartz and collagen far from resonance, Eq. 

(2.26)can be simplified by making the approximation of ' ' ' ' ' 'z x x x x z   and rewritten with two 

parameters: the azimuthal rotation angle   and a defined ratio 
' ' ' ' ' 'z z z z x x   . 
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  (2.27) 

Eqs. (2.26) and (2.27) are derived under the assumption that sample is aligned within the 

FoV with polar tilt angle of / 2  and   equal to the local frame ratio given above. The same 

tensor elements are also present for collagen with tilt angles other than / 2  (neglecting 

relatively weak chiral-specific contributions). In those cases,   equals to the ratio of projected 

' ' 'z z z  and 
' ' 'z x x   within the FoV, defined as /XXX XYY  . To avoid confusion in the later 

discussion, l  is defined as the local frame tensor ratio with tilt angle / 2  , and   as the 

measured laboratory-frame ratio /XXX XYY   for any arbitrary tilt angle  . 

The measured intensity in the laboratory frame can be calculated by combining the first two 

elements in the laboratory-frame Stoke vector 
Ls  using Eq. (2.28). 
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  (2.28) 

The measured intensity for polarizer at an arbitrary angle pol can similarly be obtained by 

projecting the laboratory frame Stokes vector Ls  onto the reference frame of the polarizer given 

by 
pols , given in Eq.(2.29).

17
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  (2.29) 

Combining Eq. (2.28) and (2.29) yields the Eq. (2.30) for detected SHG intensity after a 

post sample polarizer at angle 
pol , with 0s  normalized to unity through the proportionality 

constant C. 

    2

0 1 2( ) cos 2 sin 2
2

pol pol pol

C
I s s s      

 
  (2.30) 

Combining Eqs. (2.27) and (2.30), the measured laboratory-frame ratio   can be 

determined by a linear fit to the measured intensities based on Eq. (2.31). 

        
2 22 3 1 cos 2 2

8
pol pol

C
I           

 
  (2.31) 

2.2.4 Measurements acquired with polarized incident light  

The laboratory-frame Jones tensor describing the NLO properties of a uniaxial assembly 

with the unique axis lying within the field of view is given by Eq. (2.32).
20
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In Eq. (2.32),   is the rotation angle of the primary sample z'-axis relative to the laboratory 

horizontal axis. The Jones vector describing the polarization-dependent SHG is linked to the 

Jones tensor and the rotation angle  of the incident polarization through the following 

expression. 

 2 2

2

2 2
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  (2.33) 

The SHG intensity detected through a polarizer rotated an angle pol is given by Eq. (2.34). 
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  (2.34) 

With vertically polarized incident light, the combination of Eqs. (2.33) and (2.34) yields Eq. 

(2.35). 

  
22

2 cos sinpol HVV pol VVV polI          (2.35) 

Substitution of the relations in Eq. (2.32) followed by trigonometric simplification yields Eq. 

(2.36). 

        
2

2 2 2

' ' ' ' ' ' ' ' 'sin 2 cos sin cos sinpol x x z pol pol z x x z z zI                     (2.36) 

In the specific case of z-cut quartz, the following equalities emerge by symmetry:

' ' ' ' ' ' ' ' 'z z z z x x x x z      . Substitution of this equality into Eq. (2.36) yields the simple two-

parameter expression for the anticipated SHG produced for a z-cut quartz sample rotated an 

angle 0 driven by horizontally polarized incident light given in Eq. (2.37), with the same the 

proportionality constant C as shown in (2.31). 

    2 2, sin 3pol polI C         (2.37) 
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2.2.5 Derivation of tilt angle θ 

In order to illustrate the effect of polar tilt angle of collagen fiber, a mathematical relation 

between measured laboratory frame ratio (  ), local frame ratio ( l ) and polar tilt angle ( ) was 

derived by projecting local tensor element onto the lab frame.
21

 The projected laboratory frame 

tensors XXX  and XYY  are shown in Eqs. (2.38) and (2.39) respectively, where ' ' 'z z z   and ' ' 'z x x   

are local frame tensors. 

 
3 2

' ' ' ' ' 'sin 3 sin cosXXX z z z x x z            (2.38) 

 ' ' ' sinXYY x x z      (2.39) 

The laboratory frame tensor ratio (  ) is defined as XXX XYY    , which can be described as 

Eq. (2.40). 
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Since the local frame tensor ratio is defined as ' ' ' ' ' 'l z z z z x x   . Calculations of tilt angle   for 

a specific chromophore can be simplified as Eq.(2.41). 

 
2 3

sin
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  (2.41) 

2.3 Experimental Methods 

SHG measurements were performed with a custom-built microscope.
5
 Briefly, an 80 MHz 

100 fs MaiTai Ti:sapphire laser (SpectraPhysics) at 800 nm was used as incident light source. 

The beam was scanned across the sample using a resonant scanning mirror at 8.8 kHz (EOPC) 

for the fast-scan axis synchronized to the laser, and a galvanometer mirror (CambridgeTech) for 

the slow-scan. Then the beam was expanded through a pair of lens and focused with various 

objectives (10×, 0.3 NA; and 20×, 0.4 NA; Nikon) with average power between 40 - 80 mW on 

the sample. For depolarized incident light, a depolarizer (DPP-25B, Thorlabs) was placed in the 

collimated path after the beam expansion and before the excitation objective (Figure 2.2). SHG 

from the sample was collected through a 10×, 0.3 NA OPTEM condenser and separated from the 

fundamental light using a dichroic mirror in the transmitted direction. A Glan-Taylor polarizer 

was placed in a rotation stage before a photomultiplier tubes (PMT, Hamamatsu H12310-40) 
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with bandpass filters (HQ 400/20m-2p; Chroma Technology) for the SHG detection. Polarization 

dependent SHG measurements were conducted via mechanical rotation of the polarizer from 0 to  

  rad (
pol ) with 60 intervals illuminated with both a purely polarized and a depolarized 

incident beam.  

 

 

Figure 2.2 SHG transmittance microscope capable of delivering both a purely polarized and a 

depolarized fundamental beam. 

 

As a prelude to more complex samples, the SHG produced from z-cut quartz (500 μm thick) 

was measured to assess the predictions for a model system with well-established nonlinear 

optical properties exhibiting no birefringence for light propagating parallel to the z-axis. 

Measurements of polarization-dependent SHG from collagen were performed using a 20×, 0.4 

NA Nikon objective with mouse tails gifted from Prof. Philip Low (Purdue University, West 

Lafayette, IN). Mouse tails were first decalcified in the solution of 23% formic acid, 4% formalin, 

and 1% methanol for 2 hours, then sectioned longitudinally to ensure that sections were retrieved 

from the central region of the tail. For the SHG imaging, the mouse tail section was then fixed in 

10% formalin and embedded in paraffin prior to microtoming into 4 μm thick slides. 

2.4 Results and discussion 

Polarization-dependent SHG produced from purely vertically polarized incident light with 

z-cut quartz was shown in Figure 2.3. The SHG intensities integrated over the whole FoV was fit 

to Eq. (2.37), relating to the detected polarization angle, 
pol  in Figure 2.3(A), or the quartz 

orientation angle, azimuthal angle  , Figure 2.3(B)). Good agreement between the fitted curve 

(green lines) and experiment intensity (blue markers) for the SHG detected was observed, with 
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the three-fold higher periodicity in azimuthal angle as a direct consequence of the 3-fold 

rotational symmetry of z-cut quartz with purely polarized incident light. 

 

 

Figure 2.3 Polarization dependent SHG measurements with pure polarized and/or depolarized 

light with theoretical predictions. (A) Polarization dependent measurement of SHG signal from z-

cut quartz at an arbitrary angle under (a) vertically polarized and (b) depolarized incident light 

overlay with theoretical (c) fitting and (d) prediction. (B) Measurements of horizontally 

polarization SHG signals from z-cut quartz at different azimuthal angle under (a) vertically 

polarized and (b) depolarized incident light, with theoretical (c) fitting and (d) prediction. 

 

For SHG produced by z-cut quartz for a depolarized incident beam, the ratio 1    by 

symmetry, Eq. (2.31) predicts the production of SHG intensity that is completely independent of 

both the polarizer rotation angle 
pol and quartz orientation angle  . The outcome is consistent 

with the production of entirely unpolarized SHG from z-cut quartz, with intensity equal to half 

the amplitude observed from the purely polarized source. The prediction result based on the 

observed trends for the polarized source is shown in purple lines in Figure 2.3(A), together with 

the experimental observations (red dots) as 
pol  is varied. As shown in the figure, the 

measurements are in excellent agreement with the theoretical prediction. Analogous 

measurements performed as a function of   with a fixed detector polarization rotation angle 
pol

and z-cut quartz rotation showed similar agreement between theory and experiments, as shown in 

Figure 2.3(B). Although the depolarized result yields a slight offset from predictions based on 

the polarized measurements, the overall independence of the SHG measured through a fixed 

polarizer as a function of the quartz rotation angle was consistent with the expectations from the 

theoretical predictions. The observed offset was tentatively attributed to uncertainty in the 
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amplitude determined from the fits of the traces observed with a purely polarized input. The 

excellent overall agreement between theory and experiments generally supports the validity of 

the mathematical framework and its approximations for describing the coherent process of SHG 

driven by partially or wholly depolarized light. 

SHG produced from collagen within a longitudinally sectioned mouse tail was analyzed 

with depolarized incident light. The local fiber orientations ( ) and tensor ratios (  ) were then 

retrieved for every SHG-active pixel by fitting the intensity trend as a function of pol  described 

in Eq. (2.31). From the per-pixel fitting, the azimuthal angle of collagen was determined at a per-

pixel basis for each location exhibiting sufficient signal to noise to allow statistically significant 

polarization analysis, shown in Figure 2.4(A). Unlike the case for z-cut quartz, the polarization-

dependent SHG produced from a depolarized fundamental beam generally exhibited SHG with 

strong polarization preferences, consistent with Eq. (2.31) for 1  . A representative fit is 

shown in Figure 2.4(D). 

The local azimuthal orientations of the collagen fibers were also independently determined 

by OrientationJ, a plugin for image directional analysis for ImageJ.
22, 23

 Figure 2.4(A) 

demonstrates the intensity-weighted orientation map retrieved via pixel-by-pixel nonlinear fit, 

contrasted with the orientation map recovered by OrientationJ in Figure 2.4(B). Good agreement 

between the two methods was observed for local azimuthal orientations. Figure 2.4(C) shows an 

overlay of histogram of orientation angles recovered via both methods. It is worth noting that 

OrientationJ assigns orientation based entirely on image analysis relying on context from 

adjacent pixels. As such, the two methods for determining azimuthal orientation (single pixel 

polarization analysis and contextual image analysis) are orthogonal methods yielding comparable 

outcomes. 

Several possible explanations may account for the subtle but nonzero deviations between 

fiber orientation angles determined by polarization analysis versus image analysis (OrientationJ). 

First, the depolarizer functions by imposing a sinusoidal modulation of the polarization state 

across the physical expanse of the collimated beam. Upon passing this beam through the 

objective, the spatial Fourier transform of a sinusoidal modulation results in a horizontally offset 

dual-spot point spread function within the FoV, which in turn produces a double image. The 

SHG produced from a depolarized source should contain equal contributions from both foci in 
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order to be considered as genuinely depolarized. Spatial variation across the FoV may 

significantly influence the validity of this assumption, given that the fiber thickness is generally 

small relative to the displacement. Polarization analysis performed for both vertically and 

horizontally aligned collagen regions were compared to assess the potential impact of the 

double-beam in polarization analysis. Given that the offset is solely along the horizontal axis, 

perturbations from the double-focus should be significantly more pronounced for vertically 

oriented fibers. From inspection of the images, comparable deviations were observed for both 

horizontally and vertically aligned fibers, suggesting the absence of obvious systematic bias from 

the particular manner in which the beam was rendered unpolarized in the present study.   

 

 

Figure 2.4 Orientation images of the azimuthal angle for a single FoV of mouse tail section from 

(A) the pixel-by-pixel nonlinear fit analysis and (B) OrientationJ. Scale bar: 100 μm. (C) The 

histogram of the orientation distribution achieved from pixel-by-pixel fit and OrientationJ. (D) 

Nonlinear fitting results of depolarized light excitation SHG for signal random pixel. 

 

In addition to recovering the azimuthal angle, the polarization-dependent SHG generated 

from an unpolarized source also allows recovery of the measured laboratory-frame ratio   

through Eq. (2.31), with representative images are shown in Figure 2.5(A). The modal value of 

1.69   as marked in Figure 2.5(C) is consistent with several other previous reports
4, 24

 for 

mouse tail and other collagenous assemblies such as chicken wing and human dermis. Deviations 
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between polarization analysis and image analysis may arise from the implicit assumption that the 

fibers exhibit polar tilt angles of / 2 , such that the fibers are assumed to align perfectly within 

the FoV. In practice, any thin section is generally expected to transect a given fiber at a nonzero 

polar angle  . Whereas the image analysis methods such as demonstrated using OrientationJ 

can independently inform azimuthal orientation, polar tilt remains a challenge. Fortunately, the 

polarization-dependent SHG may provide a route for accessing polar tilt angle, provided the 

value of   can be independently measured or assumed. 

 

 

Figure 2.5 The laboratory-frame ratio   and polar tilt angle a single FoV of mouse tail section 

from the per-pixel fit analysis. (A) The measured laboratory-frame ratio   images. (B) The polar 

tilt angle   image recovered from the measured laboratory-frame ratio   for the same FoV with 

1.7l  . (C) The distribution of the ratio  , with the maximum peak marked at 1.69. Scale bar: 

100 μm. 

 

Using literature values for the local-frame ratio l (i.e., relative to the long-axis of an 

individual collagen fiber), a mathematical relation between measured laboratory-frame ratio (  ), 

the local-frame ratio l , and the polar tilt angle ( ) can be calculated using Eq. (2.41) by 

projecting local tensor element onto the lab frame
21

. A per-pixel fit was performed to recover a 

map of polar tilt angle   with the assumption of a local-frame hyperpolarizability ratio 1.7l   

based on previously reported values in which the range of polar tilt angle at each pixel was 

determined experimentally.
4, 15

 This value of the local-frame ratio for collagen fibers is quite 

similar to the most probable ratio observed experimentally, shown in Figure 2.5(C), consistent 

with an assembly in which the most probable collagen orientation is lying flat within the field of 

view. Under this assumption, the observed values of   was used to recover the polar tilt angle at 
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each pixel through Eq. (2.41). The recovered map of polar tilt angle   was shown in Figure 

2.5(B). A significant portion of collagen fibers was tilted out of the detection plane (i.e.,

/ 2  ). This phenomenon was more obvious in the region where collagen fibers bend. The 

measurements likely contain an implicit bias against tilt angles of 0  , as fibers aligned 

parallel with the optical access are symmetry-forbidden for production of coherent SHG. The 

results shown in Figure 2.5 are largely insensitive to the particular assumed value of l , yielding 

qualitatively similar results when assuming 1.4l  , consistent with other reports for the local-

frame tensor element ratio 
4, 15

. 

2.5 Conclusion 

The results of this study have intriguing implications on polarization-analysis of 

depolarizing systems. A Mueller tensor framework was utilized to predict the polarization of 

SHG stimulated with depolarized light. This framework has been verified experimentally with z-

cut quartz and collagenous tissue under depolarized incident light. From a practical standpoint, 

the intentional use of depolarized incident light has the distinct advantage of providing 

measurements that are immune to subsequent depolarization of the fundamental beam. Despite 

the loss of information from scrambling of the incident polarization, analysis of collagenous 

tissue with depolarized SHG still allowed determination of both collagen azimuthal and polar 

orientation from the laboratory-frame tensor elements. The use of unpolarized incident light may 

significantly simplify polarization analysis in thick tissue sections for measurement in 

transmission. 
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 LOCAL-FRAME TENSOR ELEMENTS RECOVERY CHAPTER 3.

FOR POLARIZATION DEPENDENT ANALYSIS OF THICK TISSUES 

A version of this chapter has been published by International Society for Optics and Photonics, 

2019. Reprint permission from James RW Ulcickas, Changqin Ding, Garth J Simpson, 

Multiphoton Microscopy in the Biomedical Sciences XIX, vol. 10882, p. 1088217. International 

Society for Optics and Photonics, 2019. 

 

The framework demonstrated in CHAPTER 2 was used to reduce the number of potentially 

unique parameters from 64 in the general Mueller tensor to as few as 2 in polarization dependent 

second harmonic generation (SHG) analysis of collagen tissue. Local-frame tensor elements in 

thick, partially depolarized tissues were recovered without substantial increase in mathematical 

complexity compared to conventional polarization-dependent nonlinear optical imaging. The 

results proved the ability of this relatively simple but mathematically rigorous framework for 

studies of integrating partial depolarization effects in biological imaging, supporting polarization 

analysis in broad classes of samples.  

3.1 Introduction 

The widespread adoption of SHG as a widespread tool for biological imaging is driven 

largely by two factors: the ability to produce high-resolution images despite high sample 

turbidity, and the relative ease of the measurements. The polarization-dependence of the detected 

SHG is highly sensitive on the incident polarization and the molecular/macromolecular 

properties of the nonlinear optically active source. Consequently, polarization-dependent SHG 

microscopy is intrinsically sensitive to local order, as demonstrated for characterization of 

biostructures
1-7

, protein crystals
8
, and active pharmaceutical ingredients

8, 9
. 

The ability to image deeply in turbid biological media is a challenge in accessing the rich 

molecular-scale structural information from polarization analysis in SHG. In the most common 

beam-scanning instrumentation, the nonlinear scaling of SHG with incident intensity suppresses 

nonlinear optical interactions outside the focal plane, in which the beam is unfocused
10, 11

. As a 

consequence, scattering losses may attenuate the beam, but still produce high resolution images 

from the “ballistic” component of light capable of traversing directly to the focal plane. However, 

the ballistic unscattered light is not generally purely polarized. If different cross sectional regions 
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of the unfocused beam experience different phase delays or local birefringence prior to arrival at 

the sample plane, the net sum of these collective contributions may result in partially or wholly 

depolarized incident light. The partial depolarization routinely raised in tissue imaging is 

incompatible with standard Jones tensor formulations for polarization analysis of SHG. In 

CHAPTER 2, a more general Mueller tensor mathematical framework supports compatibility 

with partially or wholly depolarized incident light is promoted. In this Chapter, polarization 

dependent SHG analysis was used for thick sample analysis with partial polarization lost in the 

incident light due to the scattering in the sample. The Mueller/Jones connecting framework 

recovered the similar local-frame tensor elements relative to the thin sample analysis with pure 

polarized incident light/driving field. 

3.2 Theoretical foundation  

As detailed in CHAPTER 2, Eq. (3.1) allows the general Mueller matrix to be fully 

described and generated from the smaller set of Jones tensor elements. The 64 elements within 

the general Mueller tensor can be populated from the set of eight nonzero and six unique 

elements in Jones tensor with either purely polarized or partially polarized incident light.  

       2 2 * 2 1 1:J JM A A A        (3.1) 

The number of unique elements in the Jones tensor can be further reduced when considering 

the symmetry and laboratory-frame orientation of a specific sample. For SHG measurements of 

collagen tissue with the z'-axis defined along the local collagen fiber axis, only two unique 

nonzero tensor elements dominate in the local frame of collagen tissue: 
' ' 'z z z  and 

' ' ' ' ' ' ' ' 'z x x x x z x z x     
12, 13

, due to the relatively small magnitude of ' ' 'x y z  tensor elements by ab 

initio calculations
12-14

. Furthermore, SHG from the ' ' 'x y z  contribution is forbidden within the 

paraxial approximation for fibers lying parallel with the image plane. Given the case of collagen 

local symmetry, the knowledge of collagen fiber orientation enables recovery of the full 64 

element Mueller tensor from only two unique input parameters: 
' ' 'z z z  and 

' ' 'z x x  . 

It is challenging to generate simple form solutions to recover the Jones tensor elements from 

partially polarized light, since the particular form for the Stokes vector of the fundamental beam 

may not be trivially described in the most general case. However, if the Stokes vector at the 
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sample plane is known or can be independently determined. The Stokes vector of the SHG is 

related to Mueller tensor and connected to the Jones tensor through Eq. (3.1). With the 

knowledge of the azimuthal (and potentially polar) orientation of the fiber, the laboratory frame 

Jones tensor (2)

J  can be related back to the local-frame tensor (2)

l  of the fiber through rotation 

matrices on a per-pixel basis as shown in Eq. (3.2). 
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With the equations above and the mathematical framework mentioned in CHAPTER 2, the 

anticipated Stokes vector of SHG produced by collagen can be predicted for any partially 

polarized incident field with an assumed set of local-frame tensor elements. With the given 

collagen azimuthal orientation angle  , the most probable set of nonzero local-frame tensor 

elements 
 2ˆ
l  (e.g., 

' ' '
ˆ

z z z  and 
' ' '

ˆ
z x x , with the “hat” indicating a maximum likelihood estimate) 

can be recovered by minimizing the sum of squared deviations between the predicted and 

measured Stokes vectors obtained for N ( 1N   ) partially polarized input beams. Eq. (3.3) 

expresses a general form consistent with an arbitrary number (N) of polarization-dependent 

measurements for generality and compatibility with the experiments. 
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3.3 Methods 

SHG measurements were performed based on a custom-built beam scan microscope,
8
 with 

the polarization dependent optical elements depicted schematically in Figure 3.1. In brief, an 80 

MHz 100 fs MaiTai Ti:sapphire laser (SpectraPhysics) was tuned at 800 nm coupled with an 8 

MHz electro-optic modulator (EOM). The EOM was clocked by the laser to generate precisely 

ten unique polarizations in one period of the EOM. An 8.8 kHz resonant mirror (EOPC) and a 

galvanometer mirror (CambridgeTech) synchronized to the laser were used for the low and fast-

scan axis, respectively. The Stokes vectors for the transmitted fundamental and the generated 

SHG was detected by passing the beam through a wave plate (WP) with a quarter-wave 

retardance at 400 nm (eight-wave retardance at 800 nm), followed by a broadband wire grid 
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polarizer. A dichroic mirror separated the fundamental 800 nm from the SHG so that they were 

simultaneously detected by a photodiode and photomultiplier tube (PMT), respectively. 

 

 

Figure 3.1 Schematic of the polarization-dependent components in the SHG microscope. Stokes 

vectors for both the laser transmittance and the SHG were measured from the intensities recorded 

at several combinations of waveplate and polarizer rotation angles. A Stokes vector for each 

wavelength at each pixel was generated for each of the 10 unique polarization states produced in 

one period of the EOM. 

 

To recover the precise Stocks vector at the partially depolarized sample plane, twelve sets 

of the one-period 10 polarization images were acquired with the rotation angle of WP ( ) at 0˚, 

22.5˚, and 45˚ and 0˚, 45˚, 90˚, and 135˚ for the polarizer rotation angle (
pol ), yielding a total of 

120 images per detector, and 240 total (for both transmittance and SHG). For a given 

combination of WP and polarizer rotation angle, the integration time for acquisition of a 

complete set of 10 images was 10 s, corresponding to an average single-pixel integration time of 

~40 s for a given polarization-dependent frame. This process was repeated for all twelve 

combinations of WP and polarizer rotation angles to recover the Stokes vectors of the 

fundamental and SHG for a total per-pixel analysis time of <0.5 ms (~2 minutes for total data 

acquisition time, and an additional ~5 minutes for optics rotation).    

The Stokes vectors can be generated by directly measuring the elements illustrated in Eq. 

(3.4), with HI , VI , 
45

I


, RI , and LI  are the intensities recorded for horizontally, vertically, 45  

linearly, right and left circularly polarized components, respectively. However, the direct 

measurements of these elements required separate analyzing optics set for either the SHG or the 

transmittance. The WP used was optimized for quarter wave retardance of 400 nm, 

corresponding to eighth wave retardance of the fundamental.  
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The Stokes vector at the sample plane is presented by casting the Mueller matrix of 

waveplate and polarizer with a final form as shown in Eq. (3.5), in which i is the ith combination 

of waveplate and polarizer angle, outs  is the exit light from the sample plane,  and 0

polM  and 0

WPM  

are the Mueller matrix of waveplate and polarizer at 0 , respectively. The detected intensity is 

contained only in the first element of the Stokes vector in the reference frame of the polarizer. 

    0 0

, 1 0 0 0 ( ) ( )det i pol pol i WP i outi
I M R R M R             

s   (3.5) 

For each pixel in the field of view, the intensity measured with Eq. (3.5) was repeated for all 

combinations of the WP and polarizer rotation angle to generate a 12-element vector of intensity

detI . The maximum likelihood estimate (MLE) for the Stokes vector ˆ
outs  at the sample plane was 

recovered by the fitting to Eq. (3.6) with the assumption that no additional depolarization occurs 

after the sample. The difference of the 12×4 fit matrix F between the fundamental and SHG 

images were the retardance difference in the waveplate WPM .   

  
1

ˆ T T

det out out det



      I F s s F F F I   (3.6) 

3.4 Results 

Collagen-rich tissue sections with ~40 m thickness of rat tail tendon were used as the 

sample as implementation. The polarization state of both the fundamental and SHG from the 

focal planes were characterized simultaneously. As described in Section 3.3, a set of images were 

generated under 12 combination of waveplate and polarizer angle for each incident polarization 

state of the EOM for both transmittance bright field (BF) and SHG, as shown in Figure 3.2(A). 

The Stocks vector for both BF and SHG were recovered for each incident polarization state. 

Figure 3.2(C) indicated the fiber orientation map of the collagen tissue recovered from the bright 

field images. The most probable set of local-frame tensor elements in 
 2ˆ
l  were retrieved 

according to the fiber orientation and the recovered Stocks vector for each measurement, as 

shown in Figure 3.2(D) in which 
' ' '

ˆ
z z z  was marked as red and

' ' '
ˆ

z x x   as blue.  
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Figure 3.2 Flow diagram for tensor recovery in partially depolarizing media: (A) Initial images 

from the combined stack of 240 transmittance and SHG raw images. (B) Transmittance and SHG 

fits of the raw data enable recovery of the Stokes vectors for  and 2 at each pixel for each of the 

10 incident polarizations in one EOM period. (C) Fiber orientation (azimuthal angle) recovered by 

using OrientationJ. (D) Recovered local-frame tensor elements of collagen by using the azimuthal 

orientation from (C) and the Stokes vectors from (B) by using Eq. (3.3). Scale bar: 50 μm. 

 

The degree of depolarization (DoP) of the incident driving fields at the sample was defined 

in Eq. (3.7), so that purely polarized field has the value DoP = 1 and totally depolarized field has 

the value DoP = 0. 
15

  

 
2 2 2

1 2 3 0DoP /s s s s     (3.7) 

The DoP of the fundamental beam at the sample plane of a ~40 μm thick section of rat tail 

tendon was shown in Figure 3.3(A), with the histograms shown in Figure 3.3(B). The histogram 

of DoP highlighted the substantial reduction in polarization purity arising by passing through the 

~40 m thick tissue section. Partial depolarization of the fundamental beam with DoP < 0.9 

arises in the large majority of pixels, with a mean DoP of 0.81 and a standard deviation of 0.14. 

Compared with the incident field, the SHG signals had more depolarization effects as the 

average DoP of the SHG was 0.41 with a standard deviation of 0.18, with most pixels exhibiting 

DoP < 0.5. Because the Stokes vectors for the fundamental field were evaluated within the focal 

plane, all effects related to birefringence, scattering, and depolarization were implicitly included 
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through the Stokes vector analysis. In this case, the use of the Jones/Mueller connecting 

framework provided the comparative simplified description of partially depolarized light. 

 

 

Figure 3.3 The DoP measured in transmission through a ~40 μm thick section of rat tail tendon. (A) 

is the color map with the histograms for the fundamental transmittance (B) and the SHG (C). Scale 

bar: 50 μm. 

 

The accuracy of the recovered local-frame tensor elements were compared with the 

measurements obtained from thin sections with negligible incident polarization. The histogram 

of tensor element ratios was shown in Figure 3.4 with reasonably good agreement with the 

previous reported values ranging from 1.1 to 2.4 for the ratio from thin film sections.
5, 16-20

 The 

results demonstrated in this Chapter show the potential of routine polarization analysis of thick 

samples and scattering materials which are currently inaccessible by conventional polarization 

dependent nonlinear optical methods. The mathematical connections between the Jones and 

Mueller tensor enabled analyses without increase in complexity in describing the local-frame 

nonlinear optical response relative to analyses with purely polarized incident light. 

 

 

Figure 3.4 Histogram of the tensor element ratios recovered for SHG imaging of collagen with 

partially depolarized incident light. 
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3.5 Conclusion 

The mathematical framework connecting Mueller and Jones frames was experimentally 

used in polarization-dependent analyses of thick tissue sections exhibiting partial depolarization. 

This method required no substantial increases in complexity relative to conventional polarization 

analysis using purely polarized incident light for thin samples. The polarization-dependent SHG 

analyses were performed to a relatively thick (40 μm) tissue section with substantial 

depolarization of the fundamental field prior to arrival at the focal plane. The local-frame tensor 

elements in the FoV were recovered on per-pixel basis with the similar values to those produced 

with think tissue section and pure polarized incident field. However, the reduction of the data 

acquisition time (~2 min in total) can further improve the signal to noise ratio of the 

measurements and improve the application of this analysis, such as polarization-dependent 

nonlinear optical microscopy in live animal imaging.  
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 SPATIAL ENCODED POLARIZATION DEPENDENT CHAPTER 4.

NONLINEAR OPTICAL ANALYSIS  

A version of this chapter has been published by International Society for Optics and Photonics, 

2019. Reprint permission from Changqin Ding, James RW Ulcickas, Fengyuan Deng, and Garth 

J. Simpson, Three-Dimensional and Multidimensional Microscopy: Image Acquisition and 

Processing XXVI, vol. 10883, p. 108831E. International Society for Optics and Photonics, 2019. 

 

Local hyperpolarizability tensor imaging of collagenous tissue was achieved with spatially 

encoded polarization dependent nonlinear optical measurements. Spatially encoded polarization 

dependent second harmonic generation (SHG) was used for local hyperpolarizability tensor 

imaging of z-cut quartz and collagenous tissue by using a single patterned microretarder array 

(μRA). The μRA was designed with a pattern of half-wave retardance varying spatially in the 

azimuthal orientation of the fast-axis. When placed in the rear conjugate plane of a beam 

scanning microscope, the μRA enabled spatial modulation of incident light with polarization 

states varied at different positions in the field of view. The ‘snapshot’ approach was available for 

the polarization dependent measurements of a uniform sample so that one image included a 

complete set of polarization modulation from different pixels. Combining with sample 

translation, this method was able to recover local hyperpolarizability tensor of non-uniform 

samples. This strategy was successfully used to extract local nonlinear optical tensors for z-cut 

quartz and collagenous tissue with good agreements with traditional polarization dependent 

measurements, providing an alternate approach for fast polarization analysis of collagen tissue 

with minimal modifications on current beam scanning nonlinear optical systems. 

4.1 Introduction 

Polarization-dependent nonlinear optical (NLO) processes, such as second harmonic 

generation (SHG), enable highly selective imaging contrast for biological and pharmaceutical 

analysis. Polarization dependent SHG provides rich information on orientation and arrangement 

of local structures on scales of local molecular assembly, which has been widely used in 

characterizations of biological tissue
1-3

, protein crystals and active pharmaceutical ingredients
4, 5

. 

The higher signal to noise of SHG images comes from its unique symmetry properties and the 

use of long wavelength with deeper penetration. Polarization-dependent SHG microscopy is 
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commonly used in the analysis of collagen
2, 3

, cell membranes
6
, musculoskeletal disorders, 

corneal disorders
7-9

, etc. Collagen is a ubiquitous tissue fiber and a commonly cited biomarker 

for several types of cancers due to associated extracellular fibrosis and reduced metabolism of 

collagen 
7, 8, 10, 11

. Compared with the majority of pathology diagnostics focused on the 

microscopic image analysis, polarization-dependent SHG measurements provide complementary 

information at the molecular level in a length scale smaller than the wavelength of light. The 

local-frame second-order nonlinear susceptibility tensor, 
(2) , is a 3×3×3 tensor containing 27 

elements, in which up to 18 can be unique to describe the polarization-dependent SHG process. 

The nonzero elements in the local-frame Jones tensor vary from different local crystal or fiber 

structure based on the local symmetry. Polarization-dependent SHG imaging can directly 

measure the local Jones tensor elements, providing a greater amount of local structural 

information compared to conventional optical imaging methods. 

Polarization-dependent SHG microscopy can be achieved with fixed optics such as quarter 

and half waveplates, rotated between each image acquisition to generate a polarization-

dependent image stack
12-14

. Despite their common use and conceptual simplicity, these methods 

have some significant practical limitations, such as high 1/f noise due to the long acquirement 

time. Recently, fast polarization-dependent SHG microscopy has been reported by using 

electronic optic modulation or photoelastic modulator. However, these fast polarization 

modulation requires sophisticated electronic polarization modulator and extreme time control 

among laser, polarization modulator and data digitizer, complicating the instrumentation built 

and data acquirement process. 

In this chapter, a 25.4 mm diameter microretarder array (μRA) was placed in the rear-

conjugate plane of a beam scanning microscope to spatially modulate the polarization state of 

light in the image plane during beam-scanning imaging. The μRA consisted of a designed pattern 

array for orientation angles of the fast axis of liquid crystal with half-wave retardance. When 

placing the μRA in the rear-conjugate plane of a beam scanning system, the polarization 

rotations introduced by each pixel in the μRA were projected on the sample plane, achieving a 

spatial polarization modulation across the whole field of view. For uniform samples, a “snapshot” 

image was sufficient for the polarization dependent nonlinear optics analysis. For samples with 

spatially heterogeneous structures, sample translation through one period of the modulation 

pattern allowed a set of polarization-dependent measurements for each pixel. Subsequent image 
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analysis was conducted via cross-correlation, such that the same pixels in the resulting image 

stack were overlaid to compensate the sample translation. The projection of each pixel in the 

image stack direction was a vector of intensity, with each element of the vector corresponding to 

a different incident polarization and image frame. Retrieval of tensor elements on a single pixel 

basis was performed through a nonlinear fitting. This strategy has been validated using z-cut as a 

model sample with excellent agreement with the theoretical prediction. It has been successfully 

used in the local Jones tensor analysis of collagen tissue to recover local tensors in pixel level, 

with agreements with other polarization dependent measurements. 

4.2 Experimental Methods 

4.2.1 Instrumentation setup 

The experiment instrument for spatial encoded polarization dependent nonlinear optical 

analysis was conducted on a custom-built microscope as shown in Figure 4.1(A). A Spectra-

Physics MaiTai Ti:sapphire laser (SpectraPhysics) tuned at 800 nm was used as the light source 

with horizontally polarized incident light. A resonant scanning mirror at 8.8 kHz (EOPC) and a 

galvanometer mirror (CambridgeTech) synchronized to the laser were used to scan the beam 

across the sample. The beam was then expanded through a pair of lenses to fill the back aperture 

of the objective (10×, 0.3 NA, Nikon) with average power around 80 mW on the sample. A 10×, 

0.3 NA condenser (OPTEM) was used to collect signals from the sample. A wire grid polarizer 

placed in a rotation stage was used for the polarization selected detector, followed with a 

dichroic mirror and a bandpass filter (HQ 400/20m-2p; Chroma Technology) to separate the 

SHG signals from the transmittance. The horizontally and vertically polarized SHG signals were 

acquired sequentially by rotating the polarizer. Bright field images and SHG images are collected 

by a photodiode (DET-10A, Thorlabs) and a photomultiplier tubes (PMT, Hamamatsu H12310-

40), respectively. Signals are remapped into 512 × 512 images using MATLAB after digitizing 

with a PCI-E digitizer oscilloscope cards (AlazarTech ATS-9462). 
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Figure 4.1 Schematic for instrumentation of the spatial encoded polarization dependent nonlinear 

optical analysis. (A) Placement of the μRA in the rear-conjugate plane enables polarization 

encoding across the FoV. (B) The pattern of μRA with a spatial dependent orientation angle of the 

retardance, modified according to descriptions from Thorlabs website. (C) Bright field image with 

the analyzer passing horizontally polarized light in the absence of a sample. 

 

For polarization encoded measurements, a μRA (DPP-25, Thorlabs) was placed in the 

rear conjugate plane of the beam scanning microscope to achieve the spatial polarization 

modulation. The μRA was designed with an encoded pattern in which the fast axis of retardance 

for half wave retardance for 800 nm light was rotated linearly across the optics with a 2° increase 

in the angle of the fast axis across every 25 µm strips along a diameter of the array, as shown in 

Figure 4.1(B). When the μRA was placed in the rear conjugate plane, a mapped polarization 

modulation across the field of view (FoV) was achieved with a period of approximately 60 pixels 

(~105 μm with a 10× 0.3 NA objective). Figure 4.1(C) shows the acquired image when detecting 

at horizontally polarized state with the horizontally polarized incident light. The “stripes” in the 

resulting image contain varying polarization states at different pixels approximately co-parallel 

with the modulation axis of the μRA. Translation of the sample through one period of this 

modulation allows access to SHG detection for the same spot with a whole set of polarization 

states. 

4.2.2 Sample translation 

In order to access a whole set of polarization for every single pixel, the samples were 

translated in the direction roughly parallel with the polarization modulation direction from the 

μRA using a sample stage. As shown in Figure 4.1(C), when the polarization modulation is set 
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approximately along the vertical direction, the sample was translated 18 times along the vertical 

direction with a step size of 5 μm. The total translation distance was 90 μm, roughly one full 

period (105 μm) of the modulation period in the μRA in the projection of the sample plane. The 

translation increment was determined experimentally as around 2 pixels per frame with for the 

total 19 frames with cross-correlation. It should be noted that due to the uncertainty from the 

electronic control and motor motion, the translation increment was varied from frame to frame. 

After overlay all the 512×512 images for 19 frames and removal of edge pixels with incomplete 

whole polarization modulation, a final data cube was generated with a dimension of 512 × 476 × 

19. For each pixel, the profile along the third dimension is a vector of SHG intensity from the 

sample under different incident polarization. The laboratory NLO tensor elements for each 

specific pixel were then retrieved by fitting the 19-element intensity vector as a function of the 

polarization modulation. The coordinate transformation from the laboratory to the local frame 

tensor elements on each pixel was facilitated by the independent determination of the azimuthal 

angle using OrientationJ. 

4.2.3 Sample preparation 

A piece of z-cut quartz (500 μm thickness) was used to as a proof of concept sample for the 

spatially encoded polarization-dependent SHG imaging. Collagen tissue used in the polarization-

depended SHG measurements was provided by Prof. Philip Low (Purdue University, West 

Lafayette, IN). The mouse tails were sectioned longitudinally after decalcification in a solution 

of 23% formic acid, 4% formalin, and 1% methanol for 2 hours. The mouse tail section was then 

fixed in 10% formalin and microtomed into 4 μm thick slides before imaging. 

4.3 Mathematical Foundation 

4.3.1 Polarization modulation in the FoV 

As shown in Figure 4.1(B), the polarization modulation generated from the μRA is due to 

the linearly changing retardance rotation along pixels. When detecting the transmittance signals 

for horizontally polarized direction in the absence of the sample, the polarization rotation angle 

  at each position within the FoV can be determined from a global nonlinear fit from the whole 

FoV. In the general case, the detected intensity of each pixel in bright field image can be 
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described as a function of the phase offset    and the polarization rotation angle   at each pixel, 

as shown in Eq. (4.1), in which DC is a constant term so that response from the detector with no 

signal is zero. 

 ( , ) cos( )I DC        (4.1) 

When the μRA is not perfectly aligned along either the horizontal (H) or vertical (V) axes, the 

position-dependent polarization is given by ( , )x y ax by   , in which the peak-to-peak period 

of modulation c  is given by 
2 2c a b  . In an ideal situation, when the unique axis of the μRA 

is placed exactly parallel with the vertical axis, a  would equal zero and the modulation would be 

entirely along the y-coordinate, as shown in Figure 4.1(C). 

4.3.2 Jones tensor recovery 

Taking z-cut quartz as an example, the laboratory-frame Jones tensor describing the NLO 

properties of a uniaxial assembly with the unique axis lying in the FoV is given by Eq. (4.2), in 

which   is the rotation angle of the primary sample axis relative to the laboratory horizontal axis. 

For the z'-axis oriented coparallel with the laboratory horizontal axis in the laboratory Jones 

frame, ' ' 'x x z , ' ' 'z x x , and ' ' 'z z z  are nonzero local-frame Jones tensor elements due to the crystal 

symmetry of z-cut quartz, as detailed in CHAPTER 1. For collagen tissue analysis, the nonzero 

local-frame Jones tensor elements are ' ' 'x x z , ' ' 'z x x , and ' ' 'z z z , with the z'-axis defined as the 

unique fiber axis.. 
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  (4.2) 

The Jones vector describing the polarization of the second harmonic generation as a function of 

incident polarization (expressed as rotation angle  ) and the Jones tensor is illustrated in Eq. 

(4.3). 
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The detected intensity in horizontal polarization ( 2

HI  ) or vertically polarization ( 2

VI
 ) directions 

is given by Eq. (4.4). 

 
2 2

2 2 2 2;H H V VI e I e       (4.4) 

Combining Eqs. (4.3) and (4.4), five polynomial coefficients of n-polarized SHG from the 

sample can be recovered from the detected intensity, as given in Eq. (4.5)
4
. The laboratory-frame 

Jones tensor of the sample can either be recovered directly based on Eqs. (4.2) -(4.4), or 

expressed by the five polynomial coefficients via Eq. (4.6). 

 4 3 2 2 3 4cos cos sin cos sin cos sin sinnI A B C D E              (4.5) 
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4.4 Result and discussion 

4.4.1 Proof of concept for tensor recovery using z-cut quartz 

The z-cut quartz was used as a model nonlinear optical source for spatially encoded 

polarization dependent nonlinear optical analysis due to its well-established nonlinear optical 

properties and no linear birefringence for light propagating parallel with the z-axis. The uniform 

structure of z-cut quartz simplified the data analysis since no sample translation was required. 

The z-cut quartz was inserted in an automated rotation stage and rotated from 0 to 60 degree with 

3-degree increments. The resulting set of 21 images was acquired as shown in Figure 4.2. For 
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each image, intensities were averaged along the horizontal axis to form one vector due to the 

spatially uniform SHG response from quartz. This set of vectors was reshaped as a 512 × 21 

image with axes corresponding to varied polarization angle (  ) and z-cut quartz rotation angle 

( ), respectively. It is noted that there was no variation in bright field intensity as a function of 

quartz rotation angle. However, a shifted modulation pattern was observable for the polarized 

SHG intensity within the period of 60 degrees of the rotation angle, as predicted by the 3-fold 

symmetry of the quartz. This polarization rotation angle   at each pixel was determined from a 

global fit of the bright field as described in Section 4.3.1.  

 

 

Figure 4.2 Illustration of the data acquisition and analysis process of the bright-field and SHG 

images of z-cut quartz. 

 

The set of corresponding polynomial coefficients in the laboratory frame for z-cut quartz at 

different angles were determined from the recovered   in each pixel using Eq. (4.5). A result of 

the direct linear fitting was shown in Figure 4.3. Great similarity can be seen between the 

experiment measurement [Figure 4.3(A)] and fitted intensity map [Figure 4.3(B)]. It was clear 

that there is a period of 60 degrees of z-cut quartz rotation, which agreed with the prediction 

from the 3-fold symmetry of z-cut quartz.  
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Figure 4.3 Direct linear fit for polynomial coefficients recovery from SHG measurements of z-cut 

quartz on the reshaped data set. (A) is the experiment measurement data set; (B) is the fitted 

intensity image, and (C) is the plot for polynomial coefficients recovered from the fitting. 

 

With the prior knowledge of tensor relationship of z-cut quartz that ' ' ' ' ' ' ' 'z z z z x x x x z      , 

an iteration fit method was applied on the same data set with an initial guess of [ ' ' 'x x z , ' 'z z z , 

' ' 'z x x  ] as [1,1,-1]. After the initial azimuthal angle of quartz was determined from a nonlinear fit 

based on the initial guess, the fitted intensity map was generated and followed with an iterated 

linear fit to retrieve the polynomial coefficients. The recovery intensity map is shown in Figure 

4.4(B) with the retrieved polynomial coefficients plotted as dots in and Figure 4.4(C), with a 

measured local tensor elements ratio as 1.0 0.1zzz zxx     . With the same prior knowledge of 

tensor relationship, a simplified expression of Eq. (4.6) can be used to predict the polynomial 

coefficients as a function of z-cut quartz rotation angle   as shown in Eq. (4.7).  
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The predictions from Eq. (4.7) were plotted as solid lines in Figure 4.4(C), with great 

agreements with the measurements. The results supported the validity of the mathematical 

framework of spatially encoded polarization dependent nonlinear optical analysis. The 

differences between Figure 4.3(C) and Figure 4.4(C) were probobly because of the polarization 

purity lost due to the unexpected polarization dependent optics in the beam path. 
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Figure 4.4 Iteration fit for polynomial coefficients recovery from SHG measurements of z-cut 

quartz on the reshaped data set. (A) is the experiment measurement data set; (B) is the fitted 

intensity image, and (C) is the plot for polynomial coefficients recovered from the fitting. 

 

4.4.2 Tensor recovery of collagen tissue with sample translation 

The use of spatially encoded polarization dependent nonlinear optical analysis for recovery 

of local tensors in collagenous tissue was achieved using sample translation as detailed in Section 

4.3.2. The polarization pattern in the FoV was fixed by the μRA in the rear conjugate plane while 

the sample was translated within the image plane. For each location in the sample, different 

polarizations were introduced for different frames. As shown in Figure 4.5(A), polarization 

modulation generated from the μRA was set along the y-direction, while the sample was 

translated in the x-direction with a step size of 5 μm from frame to frame. After stacking the 

images using cross-correlation, a data cube in a dimension of 512 × 476 × 19 was generated. For 

each pixel, the profile in the third dimension was a function of the frame number/polarization 

state, same as shown in Eq. (4.5). Tensor elements for collagen tissue at each pixel were 

recovered directly with a nonlinear fit based on Eqs. (4.2) - (4.4). Figure 4.5(B) presents the 

measured SHG intensity of a representative pixel (dots) detecting in horizontal (green) or 

horizontal (yellow) polarization states with the nonlinear fit result (lines) with the definition that 

' ' ' ' ' 'z z z z x x   . The incomplete modulation period was due to the finite translation of the 

sample since the total translation distance in the experiment was 90 μm compared to 105 μm for 

one polarization modulation period. 
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Figure 4.5 Translation-based spatially encoded polarization dependent NLO imaging for collagen 

tissue. (A) SHG images detected in the horizontally polarized direction of collagenous tissue 

translating along y-direction with a translate step size of 5µm between frames. For each pixel, 

different polarization incidence was achieved due to the sample translation. (B) Overlay of the 

measured intensity of a random pixel (dots) detecting in horizontal (green) or horizontal (yellow) 

polarization states with the linear fit result (lines). Scale bar: 50 μm. Dwell time for each pixel was 

1.8 μs. 

 

Unlike z-cut quartz, the nonzero independent local frame tensor elements for collagen are

' ' 'z z z , ' ' 'z x x , ' ' 'x x z , and a chiral element ' ' 'y z x . However, the chiral element is relatively smaller 

in magnitude than the other elements and is completely negligible for collagen fibers orientated 

with the unique axis flat within the image plane (tilt angle of 90˚) 
15-17

.  In this experiment, an 

estimation of 
' ' ' ' ' 'z x x x x z   was applied

4, 18-20
 to simplify the calculation. In contrast with the 

data analysis of z-cut quartz, the orientation of collagen fiber ( ) at each pixel was recovered 

using OrientationJ, a plugin in ImageJ, as shown in Figure 4.6(A). Then, the local-frame Jones 

tensor elements were calculated from a direct nonlinear fit based on Eqs. (4.2) - (4.4). Figure 

4.6(B) presents the measured   value for each pixel in the field of view. The histogram of 

measured   is plotted in Figure 4.6(C), with a modal value of 1.2 and the mean value of 1.46 in 

agreement with previous reports
21

. The broad distribution of the measured   value is tentatively 

attributed primarily to the intrinsic variability in collagen orientation. Although addition variance 

in   may also arise from the distribution in the ratio of two randomly distributed numbers
22

. 
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Figure 4.6 The orientation angle and tensor ratio recovered from collagen tissue on the base of 

each pixel. (A) The orientation angle of collagen fibers for each pixel within the FoV retrieved 

from OrientationJ. (B) Image for the ratio   of local Jones tensor elements, with a mean value of 

1.46 and modal value of 1.2. (C) Histogram of  for the whole field of view. 

 

4.5 Conclusion 

Local tensor imaging was achieved with spatially encoded polarization dependent nonlinear 

optical analysis compatible with commercial multiphoton/nonlinear optical microscopes. The 

placement of a μRA in the rear conjugate plane of a beam scanning microscope enabled spatial 

modulation of incident light with polarization states varied at different positions in the field of 

view. The ‘snapshot’ approach was successfully used to extract local nonlinear optical tensors 

for z-cut quartz consistent with the theoretical predictions. The sample translation strategy was 

used to achieve pixel-level tensor information retrieval for collagenous tissue with a great 

agreement with traditional polarization dependent measurements, enabling tissue analysis for 

disease diagnostics with submicron-scale resolution. This work provides an alternate approach 

for polarization analysis with minimal modifications on existing beam scanning systems. While 

the imaging speed is limited in this strategy due to the use of sample translation, this spatially 

encoded approach has the ability to leverage spatial correlations within images for pooling of 

polarization analysis. In the future work, advanced image segmentation methods coupled with 

single snapshot measurement is expected to reduce image acquiring time and 1/f noise in the 

measurements. 
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 AXIALLY-OFFSET DIFFERENTIAL INTERFERENCE CHAPTER 5.

CONTRAST MICROSCOPY VIA POLARIZAITON WAVEFRONT 

SHAPING 

A version of this chapter has been published by Optics Express. Reprint permission from 

Changqin Ding, Chen Li, Fengyuan Deng, Garth J. Simpson, Axially-Offset differential 

interference contrast microscopy via polarization wavefront shaping. Optics Express. 2019, 27(4), 

3837-3850, copyright © 2019 Optical Society of America under the terms of the OSA Open 

Access Publishing Agreement. 

 

Sample-scan phase contrast imaging was demonstrated by producing and coherently 

recombining light from a pair of axially offset focal planes. Placing a homogeneous medium in 

one of the two focal planes enables quantitative phase imaging using only common-path optics, 

recovering absolute phase without halo or oblique-illumination artifacts. Axially offset foci 

separated by 70 μm with a 10× objective were produced through polarization wavefront shaping 

using a matched pair of custom-designed microretarder arrays, compatible with retrofitting into 

conventional commercial microscopes. Quantitative phase imaging was achieved by two 

complementary approaches: i) rotation of a half wave plate, and ii) 50 kHz polarization 

modulation with lock-in amplification for detection. 

5.1 Introduction 

Phase-sensitive microscopy, including Zernike phase contrast and Nomarski differential 

interference contrast (DIC), allows visualization of weakly scattered samples with low contrast 

in conventional bright field microscopy
1-3

. Zernike phase contrast produces intensity contrast 

dependent on spatial interference between light patterned with annular rings, effectively 

highlighting phase differences between relatively tightly focused and relatively gently focused 

beams. Nomarski DIC instead produces contrast from interference between laterally offset 

locations within the field of view. In DIC, a Nomarski prism splits linearly polarized incident 

light to two orthogonally polarized components with a slight angle offset. By recombining the 

two components using a matched Nomarski prism, the resulting interferogram at a particular 

position within the field of view scales with the phase difference between that location and an 

adjacent spatially offset position. DIC microscopy has been actively used in biological research 
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since the 1970s, including observing neurons in unstained tissue slices
4
, studying kinesin-driven 

movement
5
, visualizing microtubule-related motility in cells

6
, etc. In both Nomarski and Zernike 

phase contrast imaging, artifacts related to the interference between locations within the field of 

view complicate image interpretation. Specifically, Zernike images generally produce 

orientation-independent “halo” artifacts and Nomarski orientation-dependent “side lighting” 

artifacts. Furthermore, both phase contrast microscopy and DIC microscopy lack the capability 

to quantitatively retrieve the absolute phase information from the recorded images without 

careful calibration
7
. 

To achieve artifact-free quantitative phase imaging (QPI), Gabor suggested the use of 

interferometry to quantitatively recover the complex optical field
8
, in which a beam is split and 

recombined at an angle such that the focal plane array records an interferogram 
9-12

. Based on the 

same physical principles, many other interferometric QPI approaches were developed recently 
7, 

13, 14
. Although the abovementioned QPI methods can provide quantitative phase information 

with high precision, these dual-path interferometric approaches face the common problem of 

being vulnerable to environmental perturbations such as mechanical vibrations and temperature 

changes since the reference beam does not pass through the same optical path as the light coming 

from the object. In addition, the requirement of a long coherence-length reference beam 

increases the complexity of these QPI systems making them incompatible with retrofitting into 

existing microscopy systems. Finally, phase retrieval in dual-path QPI is performed by image 

analysis relative to a background, which can be challenging in complex samples for which a 

background reference is not trivially available.  

Recent developments have helped address the limitations of dual-path interferometry for 

QPI. In work by Popescu and coworkers, a diffraction grating and spatial filter were used to 

produce interference from the 0
th

 and 1
st
 order of diffraction from the same microscope output, 

suppressing the phase instability in dual-path QPI microscopy 
15-17

. However, these interference 

approaches are still inherently underdetermined; both phase and intensity must be inferred by 

image reconstruction rather than directly and independently measured at each pixel. As an 

alternative, Fourier ptychography 
18

, phase retrieval with designed periphery 
19

, using patterned 

illumination 
20

 or spatial light modulation for image shifting 
21

, and coherent diffraction imaging 

22
 recover the absolute relative phase information from adjacent objects without a reference beam. 

However, these methods are based on assumptions on the beam passing through the object and 
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mathematically inferred a reference wavefront, complicating both the image acquisition and the 

post-processing. Therefore, an approach capable of independently recovering absolute phase at 

every pixel using common path optics may have distinct advantages in phase recovery for 

complex objects with low spatial correlation. Additionally, architectures that are compatible with 

retrofitting into existing microscopes rather than requiring custom designs have the potential to 

greatly expand the broader use and access to artifact-free QPI.  

In the present work, axially-offset differential interference contrast (ADIC) microscopy for 

QPI was developed via polarization wavefront shaping using a matched pair of micro-retarder 

arrays (μRAs). The μRA is a custom optic enabling patterning of the retardance and fast axis 

orientation of a liquid crystal on a per-pixel basis. Polarization wavefront shaping using the RA 

to produce a polarization-dependent pattern expected from the combination of orthogonally 

polarized divergent and convergent beams. For linearly polarized incident light and half-wave 

retardance in every pixel in the RA, the polarization wavefront is identical to that produced by 

the interference between a slightly diverging right circularly polarized (RCP) plane wave and a 

slightly converging left circularly polarized (LCP) plane wave. After passing through a 10x 

objective, each of the orthogonal polarization components focus to separate focal planes 

separated by 70 μm (~5.6 times the depth of field), serving as sample and reference planes. Two 

strategies, including half wave plate (HWP) rotation and lock-in amplified (LIA) detection, were 

adopted in ADIC microscopy for simultaneous retrieval of transmittance (real component of the 

image) and quantitative phase (imaginary component) images. The recovered quantitative phase 

(QP) images agreed well between the two strategies with a phase range from   to   and a 

detection limit of 0.033 radians. Silica microbeads were used to investigate the refractive index 

with an agreement between the measurement and the refractive index of amorphous bulk silica. 

QP images in tissue section samples were measured by using ADIC microscopy. 

5.2 Methods 

5.2.1 Principles of polarization wavefront shaping by μRA 

A linearly polarized incident beam can be viewed as a coherent combination of two 

orthogonally polarized components. In standard DIC, linearly polarized incident light is split into 

horizontally polarized and vertically polarized light using Nomarski prism 
23

, In the more general 
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case, the polarization state of light at any position on the Poincaré sphere can also be defined by 

a coherent combination of two orthogonally polarized components, such as RCP and LCP light.  

While most conventional optics affect the polarization state of the entire beam identically, 

waveplate arrays, such as liquid crystal polymer waveplates, allow the tailoring of the 

polarization state of light on a per pixel basis. The geometrical phase modulation can be achieved 

by orientation modulation of liquid crystal polymers on thin polymer substrates. Waveplate 

arrays have been developed for adaptable lenses 
24, 25

, grating prisms 
26, 27

, spiral phase retarders 

28-30
, etc. Wavefront shaping has been used to split beam into beamlets of orthogonally polarized 

light focused or defocused depending on the handedness of polarization of the beam 
31

. In the 

present work, a retardance pattern of concentric rings with a quadratic spacing was designed to 

produce an orthogonally polarized pair of converging and diverging beams.  

The pattern necessary to produce this beam pair is most intuitively understood by first 

considering the anticipated polarization-dependent pattern produced by the interference of 

orthogonally polarized converging and diverging plane waves. The overlay of converging right 

circular and diverging left circularly polarized beams produces linearly polarized light with the 

axis of polarization rotated in a radial pattern as shown in Figure 5.1(A), which has similarities to 

a Fresnel zone plate. Designing a μRA to produce this pattern for a linearly polarized incident 

beam therefore generates diverging and converging components, which can be recombined using 

a paired μRA in transmission. For linearly polarized incident light with the plane of polarization 

given by the angle γ, decomposition into the RCP and LCP contributions yields the expression 

shown in Eq. (5.1). 
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i ie e
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  (5.1) 

In this work, μRAs were designed with the pattern of half-wave retardance of 532 nm light 

at every position varying spatially in the azimuthal orientation of the fast-axis with a 60 µm × 60 

µm pixel size per entry and an active radius of 12 mm. The azimuthal orientation   as a function 

of x, y position agrees to the relationship: 2 2( , ) 2 [( ) ( ) ]/4x y x r y r f      , in which r is the 

active radius, f  is focal length designed as 6.28 m and   is the targeting wavelength as 532 nm. 

The azimuthal orientation was then wrapped in the range of  0, . The designed µRA was then 

custom produced by Thorlabs. No artifacts from the periodicity inherent in the μRA design were 

detectable in either the measured intensity patterns shown in Figure 5.1(A) or in the resulting QP 
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images. Unlike Nomarski DIC, in which the split beams are offset laterally within the sample 

plane [Figure 5.1(B)], the decomposed converging LCP and diverging RCP light after the μRA 

were offset axially after the same objective, such that the reference beam was defocused within 

the sample plane [Figure 5.1(C)]. Axially offsetting the two focal planes allowed the use of a 

homogeneous medium (e.g, glass, solvent, air) as a reference. In the absence of a sample, a 

paired identical μRA in transmittance coherently recombined the two orthogonal components to 

recover a plane wave with the original polarization state of the incident light. Phase contrast 

imaging can be performed by placing a polarizer in the quadrature position, with shifts in phase 

between the sample and reference planes resulting in changes in polarization states, and 

correspondingly, changes in detected intensity. Modulating the polarization states of the incident 

light allows for signal to noise enhancement through LIA detection.  

 

 

Figure 5.1 The principles of axial-offset foci generation and design of μRA. (A) The design of 

µRA as half-wave retardance with spatially varied azimuthal orientation of the fast-axis targeted 

for 532 nm light. Scale bar: 500 µm. Bottom: part of the measured different intensity distribution 

with horizontal (H) and vertical (V) polarization detection when horizontally polarized light 

passing through the µRA. (B) The working principle of traditional Nomarski phase contrast 

microscope. (C) The working principle of ADIC microscope. L1 and L2: lens; RP: reference plane; 

SP: sample plane. 

 

5.2.2 Instrumentation for ADIC microscopy 

The ADIC microscope was constructed based on a bright field microscope frame with the 

addition of several polarizing optics (Figure 5.2). In brief, a 532 nm continuous laser (Millenia 

Vs J) was used for illumination with initial horizontal polarization, followed with a half wave 

(A) (B) 

(C) 

V H 
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plate (HWP) inserted in a rotation stage for linearly polarization modulation of the incident light. 

The beam was expanded to 15 mm in diameter to fill approximately half the area of the µRA and 

the full aperture of a 10x objective (0.3 NA, Nikon). The average laser power on the sample was 

around 5 mW. An identical 10x 0.3 NA objective was used as a condenser in transmittance, 

followed by passage through a paired µRA, positioned and oriented to recover an identically 

polarized plane wave in the absence of a sample. A sample scanning stage (Mad city labs Nano-

Bio300) was driven by two phase-locked function generators (Tektronix AFG2021 and Agilent 

33220A) for image acquirement with a frame rate of 20 s with a field of view (FoV) of 250 µm × 

250 µm. Horizontally polarized transmittance was detected by passing the beam through a 

polarizer (LPNIRE100-B, Thorlabs) and a photodiode (DET-10A, Thorlabs). Signals were 

digitized at 20 kHz using a PCI-E digitizer oscilloscope cards (AlazarTech ATS-9462) and 

remapped into 200 × 200 pixel images via custom software (MATLAB), giving a pixel size of 

1.25 µm/pixel. Polarization modulation measurements were conducted via mechanical rotation 

of the HWP from 0 to 90 degrees with 3-degree intervals. For the fast polarization modulation 

coupled with LIA (Stanford Research Systems SR810) detection, a photoelastic modulator (PEM, 

Hinds instrument PEM-90M) was inserted between HWP and a quarter waveplate (QWP). PEM 

is made of isotropic optical materials and introduce retardance [ ( ) ] to the incident light as a 

function of time when driven at a resonant frequency. It has two electric TTL outputs with one 

has the modulation frequency (1f) and the other has the doubled frequency (2f) of the sinusoidal 

driven electric field. The fast axis of the HWP, PEM and QWP were rotated to 22.5˚, 0˚ and 45˚, 

respectively, for modulation of the linearly polarized light before entering the µRA, as detailed 

in Eqs. (7) and (8) (Section 2.4). The PEM was operating at its resonance frequency of 50 kHz, 

with both 1f (50 kHz) and 2f (100 kHz) outputs delivered as the reference signals to the LIA. 

Both the quadrature and in-phase components of the LIA output were acquired simultaneously. 

The per-pixel integration time of the LIA was 30 μs. The same setup was used for both the 

investigation experiment of the dual-foci and the later QPI experiments. 
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Figure 5.2. Experiment set-up for QPI with a 10x objective to recover both bright field images and 

QP images. Blue circled optics: add-in parts for LIA detection. 

 

5.2.3 Sample preparation 

Two separate samples were prepared for analysis by ADIC: silica beads and mouse tail 

sections. Silica beads sized in diameter of 8 μm were donated by Prof. Mary Wirth (Purdue 

University, West Lafayette, IN). For quantitative phase imaging, the silica beads were dispersed 

by ultrasonication in a commercially available nitrocellulose matrix with a high vapor pressure 

solvent plasticizer (Sally Hanson nail polish, Hardener) before sealing between a cover slip and a 

glass slide, followed by solvent evaporation. Mouse tail sections were provided by Prof. Philip 

Low (Purdue University, West Lafayette, IN). Mouse tails were first decalcified in the solution 

of 23% formic acid, 4% formalin, and 1% methanol for 2 hours, followed by sectioning 

longitudinally to ensure that sections were retrieved from the central region of the tail. The 

mouse tail section was then fixed in 10% formalin and embedded in paraffin prior to 

microtoming into 4 μm thick slides. After sectioning, the mouse tail was stained by hematoxylin 

and eosin. 

5.2.4 QP image recovery 

In the absence of a sample, the identity matrix produced by the sequential combination of 

the matched ADIC optics can be decomposed as a linear combination of Hermitian Pauli 
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matrices as shown in Eq. (5.2). The decomposed matrices can describe the Jones matrices 

corresponding to the two foci with orthogonally polarized components. 

 
0 0 0

1 0 1 0 0 1 0 01

0 1 0 1 0 0 1 02
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e e e

i i

               
                   

              

  (5.2) 

When a sample-induced phase shift is introduced in either focal plane, the Jones vector 

describing the signal electric field ( dete  ) after the sample can be expressed by Eq. (5.3). The 

complex-valued amplitude transmittances t   and t   describe the field detected following 

interaction in the two foci separately. The phase change   induced by the sample at a given 

location is defined to be the phase shift between the two orthogonally polarized focal planes 

(sample and reference planes). In the absence of a sample, 1t t    and 0  , resulting in 

0tote e , such that the detecting signals are identical to the incident light. 
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The (+) and (-) focal planes produced by the μRA are orthogonally polarized relative to 

each other and 90 degrees phase-shifted relative to the incident polarization state [e.g., for 

linearly polarized light, the polarization states of the (+) and (-) focal planes are RCP and LCP, 

respectively]. In the case of half wave plate rotation strategy describing horizontally polarized 

light passing through a half wave plate with fast axis rotated to angle  , the Jones vector 

describing the incident light is given by the following expression: 
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The detected intensity through a polarizer rotated to angle  
pol    is given by Eq. (5.5). 

    
cos sin cos sin1 0

sin cos sin cos0 0

pol pol pol poldet tot

pol pol pol pol

e e
   

 
   

    
          

  (5.5) 

    
2

, det

polI e     (5.6) 

When detecting the horizontally polarized component ( 0pol   ), combining the expressions in 

Eqs. (5.3) - (5.6) followed by simplification yields Eq. (5.7), in which γ is the rotated angle of the 

incident HWP. 
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2 2

( ) 2 cos( 4 )I t t t t            (5.7) 

For the LIA detection, the PEM and the QWP were placed between the HWP and pair of 

lenses for beam expansion, and the fast axis of HWP and QWP were rotated to 22.5˚ and 45˚, 

respectively, as shown in Figure 5.2. The Jones vector describing the incident light is given by 

the following Eq. (5.8), in which    is the retardance modulation introduced by the PEM as a 

function of time (τ) with a modulation amplitude of 2A, as defined in Eq. (5.9). It can be seen 

that with a horizontally polarized incident light, linearly polarized light was generated after the 

HWP, PEM and QWP to pass through the μRA. The retardance modulation frequency for the 

PEM was f = 50 kHz. 
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 ( ) 2 sin(2 )A f       (5.9) 

The time-dependent detected intensity of the horizontally polarized component measured in 

transmission is given by combining Eqs. (5.3), (5.5), (5.8) and (5.9). 

  
2 2

( ) 2 sin ( )I t t t t             (5.10) 

When A is relatively small, a Taylor series expansion of Eq. (5.10) with respect to  shown 

in Eq. (5.11) converges rapidly.  
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According to Eq. (5.11), the quadrature components (sine) only map to the odd harmonics 

of the Taylor series, while the in-phase components (cosine) terms are only present in the even 

harmonics. The proportionality in Eq. (5.11) evaluated at seventh order will result in negligible 

errors for the PEM modulation for / 2A  . In our experiments, the modulation amplitude of 

the PEM was set as 0.3A  , consistent with the range indicated. Retaining the first seven terms 

of the expansion, the quadrature components (sine, Y) of the first harmonic (1f) and the in-phase 

components (cosine, X) of the second harmonic (2f) LIA detection are written as Eqs. (5.12) and 

(5.13), respectively. 
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Combining Eqs. (5.12) and (5.13), one can recover values of cos  and sin from 1fY, 2fX, 

and the PEM modulation amplitude A. Then,   can be achieved through Eq. (5.14) in a range of 

 ,  . 

 Im[ln(cos sin )]i      (5.14) 

Unlike the HWP rotation strategy, the transmittance image recovered from the LIA 

detection is defined as t t 
. It is noteworthy that both the HWP and PEM polarization rotation 

strategies recover phase values in the range of  ,  . 

5.3 Results 

5.3.1 QP image recovery 

Experimental measurements of a 1951 USAF resolution test chart were performed to assess 

the change in the 3D point spread function induced by the RA, the results of which are shown 

in Figure 5.3. From the images, the radial extent of the point spread function was evaluated 

based on edge analysis, in which the derivative of the intensity profile was fit to a Gaussian 

function to recover the RMS (root mean square) beam width. Plots of the recovered Gaussian 

beam cross-section are shown in Figure 5.3 for multiple z-positions of the test grid in order to 

map the beam profile in all three dimensions assuming cylindrical symmetry. For an object (e.g., 
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the test grid) initially in the focal plane of the microscope, addition of the RA resulted in a 

slight blurring. However, crisp images were recoverable upon axial translation of either  35 m. 

Consistent with this observation, analysis of the images shown in Figure 5.3(A) generated by the 

wavefront shaping of the µRA produced two foci separate by 70 µm symmetrically distributed 

about the original focal plane [Figure 5.3(B)]. Due to analysis of the results summarized in 

Figure 5.3, the cross-sections of the axially offset foci are statistically indistinguishable from the 

original focus, indicating no substantial perturbation to the point spread function upon addition 

of the RA. Comparison of the point-spread functions between Figure 5.3(A) and Figure 5.3(B) 

indicates that the spatial resolution (~2 µm) is unchanged by the addition of the µRAs. The 

introduction of the large spatial offset between the two foci (roughly 1/4 of the 250 µm × 250 µm 

FoV) makes it possible to create a stable and uniform reference plane positioned within a 

homogeneous medium (e.g., glass, air, or solution) immediately adjacent to the sample plane, 

removing imaging artifacts arising from the use of sample and reference locations cohabitating in 

the focal plane as in Nomarski and Zernike phase contrast microscopy. 

 

 

Figure 5.3 Measured point spread functions in the x-z plane with (A) and without (B) the μRA 

installed in the beam path. 

 

5.3.2 QPI through HWP rotation 

To retrieve the QP images from ADIC imaging using the HWP rotation strategy, a whole 

set of images was collected with the HWP rotating through a 90-degree range, with the 



81 

 

horizontally polarized transmitted beam detected using a photodiode. The unprocessed images 

with HWP at different rotation angles showed different contrast as indicated in Figure 5.4. 

 

 

Figure 5.4 Several unprocessed images with different HWP rotation angles. 

 

A pixel-by-pixel nonlinear fit was applied to the intensity trace as a function of the HWP 

rotation angle   using Eq. (5.3) to recover images of phase ( ) and transmittance [  
2

t t   ]. 

Figure 5.5(A) and Figure 5.5 (B) show the recovered transmittance and QP image from a stained 

mouse tail section. The areas with larger magnitude phase shift [red and blue areas in Figure 

5.5(B)] highlight the detailed spatial distribution of the fibrils in mouse tail tissues, which 

produced low contrast in the retrieved transmittance image. The average intensities of the blank 

(no sample) areas in the raw ADIC image were used to calibrate the detector sensitivity and the 

HWP rotation angle used in Eq. (5.3) as shown in Figure 5.5(C). The measured intensity trace 

and fitted results show excellent agreement, supporting the validity of this calibration strategy. 

The ~6˚ phase shift in the HWP rotation angle corresponding to the minimum transmitted 

intensity of the blank is attributed to uncertainty in the RA orientations, which were not in 

precision rotation stages. Fits for quantitative phase retrieval for two representative pixels in the 

image are shown in Figure 5.5(D), with good agreement between the measurements (dots and 

stars) and fits (lines). The mean of the sum of squared errors of prediction (SSE) and the 

coefficient of determination (R
2
) for the nonlinear fit for the whole FoV were 0.0018 and 0.9164, 

respectively. These results indicate the degree of statistical confidence with which the phase 

angle can be recovered by nonlinear fitting. 
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Figure 5.5 Transmittance image (A) and QP images (B) recovered with half wave rotation 

measurement of a single FoV of mouse tail section. (C) Overlay of the measured intensity of 

background (dots) with its nonlinear fit result (solid line). (D) Overlay of the measured intensity of 

random pixels (dots) with its nonlinear fit result (solid line) to recover transmittance image and 

phase contrast image. Scale bar: 50 μm. 

 

5.3.3 QPI through LIA detection 

For LIA detection, both the pure-tone 1f (50 kHz) and 2f (100 kHz) signals generated by the 

PEM were used as references for the LIA. The raw images (cosine components and sine 

components) collected from 1f and 2f LIA measurements were shown in Figure 5.6(A) - Figure 

5.6(D) for the same FoV of a mouse tail section. Figure 5.6(A) and Figure 5.6(B) share the same 

image contrast settings, as did Figure 5.6(C) and Figure 5.6(D). Consistent with the predictions 

from Eq. (5.11), the cosine components of 1f and the sine components of 2f produced negligible 

contrast. The transmittance bright field image [Figure 5.6(E)] and QP image [Figure 5.6(F)] 

were calculated using Eqs. (5.12) - (5.14). Similarities were qualitatively clear between the 

transmittance bright field image and the sine components of 1f LIA detection, as well as between 

the QP image and cosine components of 2f LIA detection. According to Eqs. (5.12) and (5.13), 

the sine components from 1f and the cosine components from 2f converge to the bright field 

image and QP image, respectively, in the limit of low phase shifts  . It can also be seen that the 
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QP image revealed more detailed structures and exhibited higher contrast for those areas with 

higher transmittance, such as the fibrils shown in Figure 5.6(E) and Figure 5.6(F). 

 

 

Figure 5.6 Raw images and recovered transmittance and quantitative phase image from LIA 

detection for a single FoV of mouse tail section. (A, B) and (C, D) are raw images with 1f and 2f 

as reference, respectively. (E) is the recovered transmittance bright field image and (F) is the 

quantitative phase contrast image. Color bar unit: (E) transmittance percentage, (F) phase shift in 

radian. Scale bar: 50 μm. 

 

The agreement between the two QPI strategies applied to the ADIC microscopy, HWP 

rotation and LIA detection were tested by imaging the same FoV of a mouse tail section as 

shown in Figure 5.7. The transmittance bright field images [Figure 5.7(A)] was recovered by 

nonlinear fitting through the HWP rotation strategy. To compare the retrieved QP images with 

different approaches [Figure 5.7(B) and Figure 5.7(C)], same image contrast settings were 

applied. Agreement between the retrieved results from the two strategies provides cross-

validation of both approaches. The difference image in phase shift obtained from the two 

strategies was shown in Figure 5.7(D). It can be seen that most differences between the two 

methods arise at the pixels with larger absolute phase shift values. These differences could be 

attributed to the phase wrapping issue that is sensitive to spherical structures and phase retrieval 

strategies. 
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Figure 5.7 Transmittance and quantitative phase contrast images recovered from HWP rotation (A, 

B) and LIA detection (C) strategies of a single FoV of mouse tail section. (D) Differences images 

of the phase shift calculated from the two strategies. Color bar unit: (A) transmittance percentage, 

(B-D) phase shift in radian. Scale bar: 50 μm. 

 

5.4 Discussion 

5.4.1 Separation distance between the dual-foci for QPI 

The separation distance between the two foci depends on the designed periods of the centric 

polarization rotation pattern of our µRAs. With smaller periods of the centric modulation pattern 

in µRA, larger separation is expected. When the separation distance is much smaller, the setup 

converges to a result qualitatively analogous to Zernike phase contrast, in which only a single 

ring is included, and the reference plane is so close to the sample plane that the contrast is simply 

a halo (i.e., the negligible displacement limit). The upper limit for separating the two foci is 

ultimately dictated by the manufacturing precision of the µRAs; a higher density of fringes at the 

extrema of the array corresponds to a larger separation between foci. Manufacture with the 

maximum stated manufacturing resolution of 30 µm corresponds to a maximum fringe period of 

60 µm (with Nyquist sampling), producing a theoretical separation distance of 360 µm for a 10x 

objective. In this work, a longer maximum period was used to reduce the potential for artifacts 

from the discretization effects at the extrema, giving a separation distance of 70 µm. By enabling 

such a large axial offset between the two focal planes, the reference beam is significantly 
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defocused in the sample plane to a spot size of ~44 µm in diameter. As such, the phase shift 

induced at a given ~3 µm
2
 location within the sample plane is interfered with the average phase 

within a ~1500 µm
2
 area comprising the cross-sectional area of the reference beam within the 

sample plane. While not serving as an entirely independent reference as in dual-path QPI, the 

reference effectively spans the optical phase averaged over an area in the field of view ~500-fold 

larger than the focal volume using common-path optics. For sparse, well-separated objects such 

as recorded herein, the phase-bias in the reference path induced by the sample is negligible and 

two conditions converge. 

5.4.2 Limit of detection (LoD) of ADIC-QPI 

The images produced by ADIC are free of halo and side-lighting artifacts routinely 

encountered in Zernike and Nomarski phase contrast methods, respectively. The absence of these 

artifacts arises from the spherical symmetry of the interference condition coupled with the 

relatively large area within the field of view serving as a phase reference for the sample plane. 

The limits of detection for the phase shift calculation from the two strategies were investigated 

by analyzing the QP images obtained from ADIC microscopy in absence of samples. The 

measured standard deviation (σ) of each phase image retrieved by the HWP rotation and LIA 

detection strategies was 0.003 rad and 0.011 rad, respectively. Thus the LoD (3σ) of each QPI 

approach was deduced to be 0.009 rad and 0.033 rad. Considering a thin film of lipid (n = 1.50) 

32-34
 in an aqueous environment (n = 1.33) measured using ADIC microscopy, the smallest 

optical path length that could be determined with the two strategies is 4.5 nm and 16.4 nm, 

respectively. Note the self-calibration of the nonlinear fitting could reduce the 1/f noise arising 

from the long acquisition time in the HWP rotation strategy (about 10 min for a whole set of 90-

degree rotation with 6-degree intervals, corresponding to integration time of 480 μs for each 

pixel). However, the pixel-by-pixel nonlinear fitting leads to the time-consuming data analysis 

process. Due to the limit capability of the LIA used in our experiments, the 1f and 2f ADIC raw 

images were acquired separately with different reference signals. In addition, the LIA integration 

time used in our experiments were limited to 30 µs (3 modulation periods). The ~3-fold 

improvement in the phase uncertainty using HWP rotation is attributed to the ~16-fold increase 

in per-pixel measurement time relative to the PEM measurement. Significant improvements are 
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reasonable to expect using longer integration times with simultaneous LIA detection of the 1f 

and 2f signals.   

5.4.3 Recovery of refractive index of microspheres 

Silica beads 8 μm in diameter were used for quantitative phase imaging and to calculate the 

refractive index of the silica beads. Figure 5.8 shows the QP images for the same FoV of 8 µm 

silica beads retrieved from both HWP rotation and LIA strategies. Great agreement can be seen 

between the results of the two strategies [Figure 5.8(A) and (B)]. The refractive index of silica 

microbeads was calculated based on the measured phase shift and bead size. The phase shift line 

profile of a single bead [insets of Figure 5.8(A) and (B)] obtained from both strategies are plotted 

in Figure 5.8(C). The phase shift ( ) in the center of the measured 7.3 µm silica bead was 2.53 

radian. Statistical analysis of silica microspheres in Figure 5.8 allows us to calculate the 

difference between the refractive indices of silica bead and nitrocellulose matrix:

2 0.0293 0.0007n D     . Given the refractive index of nitrocellulose is 1.505 at 543.5 

nm 
35

, the refractive index of silica bead is calculated as 1.4757 0.0007  at 532 nm. Although 

there is no report on the optical constants of silica microparticles, the result is consistent with the 

refractive index of amorphous bulk silica as 1.461 
36

. 

 

 

Figure 5.8 Quantitative phase contrast images of the same FoV of 8 µm silica beads recovered 

from both HWP rotation (A) and LIA detection (B) strategies. Color bar unit: phase shift in radian. 

Scale bar: 50 μm. Inserts: zoom-in for one single bead. (C) Phase shift line profiles of the cross 

line in the insets retrieved from the HWP rotation (blue dots) and LIA detection (orange squares) 

approach. 
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5.5 Conclusion 

A quantitative phase contrast microscope was developed by ADIC imaging through 

polarization wavefront shaping via a matched pair of μRAs. HWP rotation and LIA detection 

strategies enabled simultaneous recovery of both transmittance and QP images, with good 

agreement observed between the recovered QP images from both the strategies. The smallest 

detectable phase shift was determined to be 0.009 radians in HWP rotation strategy with 

integration time of 480 μs for each pixel and 0.033 radians in LIA detection strategy with an 

integration time of 30 μs for each pixel. Proof of concept studies with tissue samples and silica 

beads indicated excellent agreements between the quantitative phase shift analysis by both HWP 

rotation and LIA detection strategies, as well as with the theoretical predictions. The μRAs can 

be customized for particular wavelengths and axial offsets between foci, supporting design for 

application-specific imaging. ADIC was enabled by the addition of two fixed thin optics within 

an otherwise standard optical path, suggesting broad compatibility for retrofitting into existing 

commercial microscopes. For the future work, the ADIC has the potential to be extended into a 

wide field quantitative phase contrast imaging using a broadband and spatially incoherent LED 

illumination source. In addition, ADIC autocorrelation method was also developed and is 

described in CHAPTER 6. 
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 ADIC CORRELATION SPECTROSCOPY (ADIC-CS) CHAPTER 6.

Axially-offset differential interference contrast correlation spectroscopy (ADIC-CS) was 

developed for analysis of particle size distribution and quantitative phase retrieval by producing 

and coherently recombining light from a pair of axially-offset focal planes. ADIC presented in 

CHAPTER 5 was used to generate and recombined two axially-offset foci with orthogonal 

polarizations. Particles drifting through one of the foci led to signal changes at the detector. Fast 

digitization enabled digital lock-in analysis to recover the quantitative phase changes and 

intensities fluctuations as a function of time. Autocorrelograms were generated though 

correlation spectroscopy similar as the dynamic light scattering (DLS) methods to extract particle 

size information. 

6.1 Introduction 

Macromolecular structure determination is the foundation of rational drug design through 

atomistic understanding of structure and function relationship. 
1-4

 However, the difficulties of 

obtaining large protein single crystals for diffraction analysis result in the rising trend of using 

smaller and smaller protein crystals in serial crystallography. Meanwhile, protein aggregation 

plagues delivery of therapeutic biological macromolecules and protein structure determination by 

crystallography. Early detection of aggregation can help reduce overall analysis time by reducing 

pre-screening to discriminate ordered protein nanocrystals from disordered aggregates. Dynamic 

light scattering (DLS) is commonly used for particle size analysis and aggregation detection in 

suspensions or solution by recoding the time-dependent intensity fluctuations followed by 

autocorrelation analysis. 
5, 6

 Since only scattering intensity is recorded, DLS lacks the sensitivity 

for early stages of aggregation, given the subtle refractive index difference between proteins and 

water. In this chapter, axially-offset differential interference contrast correlation spectroscopy 

(ADIC-CS) is introduced as an alternative approach for particle analysis in fluidic medium via 

polarization wavefront shaping for quantitative phase retrieval as detailed in CHAPTER 5. 

The ADIC-CS simultaneously recovers particle size distributions and refractive index 

information from the nanocrystal suspensions by producing and coherently recombining light 

from a pair of axially-offset focal planes. The same μRAs as detailed in CHAPTER 5 were used 
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for producing and coherently recombining light from the paired axially-offset focal planes.
7
 With 

linearly polarized incident light, the polarization pattern resulting from the μRA was identical to 

that produced by the interference between a slightly diverging RCP plane wave and a slightly 

converging LCP plane wave, as demonstrated in Figure 6.1(A). When focusing through the same 

objective, two axially offset foci were generated from the two circular polarized components 

along the optical axis (z-axis). For quantitative phase retrieval, the two focal planes serve as the 

sample and reference planes, respectively. After passing through another matched μRA, the two 

orthogonal polarized components were coherently recombined as one collimated beam. In 

absence of the sample, the recombined collimated beam had the same linearly polarized plane 

wavefront as the incident light, corresponding to a minimum in the intensity detected through a 

polarizer crossed with the incident polarization.  

 

 

Figure 6.1 The working principle of ADIC-CS. (A) Two focus planes were generated and 

recombined by two μRAs. L1 and L2: lens; RP: reference plane; SP: sample plane; Black dash 

line: optic axis (z-axis). Modified measured point spread functions in the x-z plane without (B) 

and with (C) the μRA in the beam path. 

 

As shown in Figure 6.1(C), the two axially-offset focus planes distributed symmetrically 

about the original one Figure 6.1(B) when the μRA was out of the optic path. In the current 

design of μRA, the reference plane and sample plane were separated in a distance of 70 μm with 

a 10x objective. For ADIC-CS measurement, the bottom focus plane was placed in a uniform 

medium (a glass slide) serving as reference. When particles (protein crystals or aggregates) 

translated through the sample plane, the polarization state and intensity of the recombined beam 
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changed, producing intensity modulation at the detector. By rapid polarization modulation of the 

incident light, digital lock-in detection of the harmonics of the transmitted beam enabled absolute 

phase determination of the diffusing particle through the sample focal volume. Autocorrelograms 

of both quantitative phase and intensity change from the sample were generated after the digital 

lock-in analysis to retrieve the particle size distribution.The ability to utilize the intrinsic phase 

contrast mechanism arising from differences in refractive index provided this method with label-

free sensitive particle analysis. 

6.2 Method 

6.2.1 Instrumentation for ADIC-CS 

ADIC-CS microscope was constructed based on a bright field microscope with the addition 

of several polarizing optics as described in CHAPTER 5, coupled with a fast digital lock-in 

detector. As shown in Figure 6.2, a 532 nm continuous laser (Millenia Vs J) was used for 

illumination with horizontally polarization incident light, followed with a half wave plate (HWP), 

a photoelastic modulator (PEM, Hinds instrument PEM-90M) and a quarter wave plate (QWP). 

The beam was expanded to 15 mm in diameter to fill the full aperture of a 10x objective (0.3 NA, 

Nikon). A 3-dimention translational stage was used for sample positioning. An identical 10x 

objective was used as a condenser in transmittance, followed by a paired µRA positioned and 

oriented to recover the incident polarization state.  

For recovery of both intensity and phase changes with digital lock-in amplification, HWP, 

PEM, and QWP were rotated at 22.5˚, 0˚ and 45˚, respectively, to deliver linearly polarized light 

modulated in the rotation angle to the µRA. Crossed (vertically) polarized transmittance was 

detected by passing the beam through a polarizer and a photodiode (Thorlabs DET-10A). Signals 

from the photodiode, 1f (50 kHz) and 2f (100 kHz) reference signals from the PEM were 

digitized simultaneously at 2 MHz using a PCI-E digitizer oscilloscope cards (AlazarTech ATS-

9416) with different duration times varied from 1 min to 15 min. The quantitative phase and 

intensity fluctuations as a function of time were then recovered with a digital lock-in with a 

custom program (MATLAB) with an integration time of 5 ms per time-point. 

 



93 

 

 

Figure 6.2 Instrumentation for ADIC-CS with a 10x objective. Signals were collected in cross 

polarization states of the linearly polarized incident light with a fast digitizer for digital lock-in 

analysis. 

 

6.2.2 Sample preparation 

Silica microbeads (donated by Prof. Mary Wirth, Purdue University, West Lafayette, IN) 

with different diameters were dispersed by ultrasonication in deionized water. For correlation 

spectroscopy, 50 μL of beads suspension was sealed between a hydrophobic glass slide and a 

conventional coverslip. 

6.3 Result and discussion 

6.3.1 Mathematical simulation and baseline drifting 

Simultaneous autocorrelograms of both intensity and phase were acquired with digital lock-

in detection, as detailed in CHAPTER 5. When detecting the crossed polarized transmittance, the 

signal intensity from photodiode as a function of time is described by Eq. (6.1). The t   and t   

describe the field detected following interaction in the two foci separately, with the phase change 

  induced by the sample.
7
 The retardance modulation ( )  introduced by the PEM is defined in 

Eq. (6.2) as a function of time (τ) and a modulation amplitude of 2A while 0.3A  , and the 

modulation frequency f = 50 kHz. 
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2 2

( ) 2 sin ( )I t t t t             (6.1) 

 ( ) 2 sin(2 )A f       (6.2) 

The phase and transmittance (defined as t t  ) changes at the sample can be recovered 

through digitized lock-in with the 1f and 2f signals from PEM as the reference, as shown in Eqs. 

(6.3) - (6.5), in which 1 Yf  is the quadrature components of the first harmonic and 2 Xf  is the in-

phase components of the second harmonic. 
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Figure 6.3(B) shows a mathematical simulation of the detected intensity from the 

photodiode with assumed phase and intensity changes induced by the sample as functions of time, 

as shown in Figure 6.3(A). The detected intensity time trace can be calculated as shown in 

Figure 6.3(B). When an integration time of 5 ms was applied for the demodulation, the recovery 

phase and intensity change introduced by the sample were plot in Figure 6.3(C), with a great 

agreement with the theoretical ones. It should be noticed that the recovered and theoretical 

intensity had the same trace shape as a function of time but with different values. 

 

 

Figure 6.3 Mathematical framework simulation of ADIC-CS. (A) An arbitrary trace of phase 

changes introduced by sample as a function time. (B) Simulated detected intensity as a function of 

time. (C) Recovered phase trace from simulated digitized lock-in demodulation. 
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A nonzero baseline phase difference between the (+) and (-) focal planes was observed in the 

absence of a sample. One possible explanation is that the two orthogonal polarized beams have a 

subtle difference in angle upon passing through the glass substrate, leading to a phase shift due to 

the optical path difference. Considering the maximum acceptance angle as an upper limit for 

describing the wavefront propagation, the phase shift for a 1 mm glass slide is as significant as

3  as shown in Figure 6.4. The baseline phase shift   was calculated from the different 

optical path lengths for the two polarized components. In practice, subtle manufacturing and 

sample preparation disparities result in constant or slowly varying phase shift. 

 

 

Figure 6.4 Baseline shift induced from the glass slide. (A) Generation of two foci without sample 

or glass slide. Red/blue solid lines: RCP and LCP components, separately. Green lines: original 

focal point without μRA in the beam path. (B) Beam path change induced by insert of a glass slide 

with a thickness of d, with n as the refractive index of glass as 1.5 and λ as the applied wavelength. 

 

6.3.2 Particle size analysis using correlation spectroscopy 

Silica beads with different sizes were used for assessment of ADIC-CS. Recovered 

quantitative phase and transmittance intensity fluctuation traces of silica beads with 680 nm and 

1.5 μm in diameter are shown in Figure 6.5. The normalized autocorrelograms calculated from 

quantitative phase and transmittance intensity tracks are plotted in solid lines in Figure 6.5(E) 

and Figure 6.5(F), respectively. It can be noticed that the decay coefficient is larger for smaller 

beads as a prediction based Eq. (6.6). The temporal autocorrelogram of the three-dimensional 

free diffusion suspension is a function of time   and characteristic diffusion time d .
8
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To recover the particle size, the autocorrelograms were normalized with the form that 1A   

and 0B  . Then the value of d  is related to the particle diameter d as described in Eq. (6.7), in 

which the 0w  and zw  are the beam waist in the radial and axial directions, respectively. For 

theoretical predictions, 0w  and zw  were set as 0.5 μm and 2 μm based on prediction of the focal 

volume of a 10× 0.3 NA objective for 532 nm incident light. Viscosity ( ) of water at 25 ˚C 

(temperature,T ) are used as 10
-2

 N∙s/m
2
. The predicted results are plotted in Figure 6.5 as dash 

lines, which have an agreement with the measurements. The fluctuation for the asymptotic value 

in measurement results is tentatively attributed to electronic noise. 

 

 

Figure 6.5 Intensity and phase change traces as a time of function after digital lock-in analysis. 

Phase shifting traces with 10 min duration are plotted for both 680 nm (A) and 1.5 μm (B) silica 

beads. (C) Autocorellograms for 680 nm and 1.5 μm silica beads drifting with the theoretical 

predictions. 

 

6.4 Conclusion 

ADIC-CS was developed for analysis of particle size and refractive index distribution and 

quantitative phase retrieval by producing and coherently recombining light from a pair of 

axially-offset focal planes. The two foci separated by 70 μm with a 10x objective were produced 

through polarization wavefront shaping using a matched pair of μRAs. The autocorrelogram 

were retrieved from both intensity and quantitative phase tracks from the digital lock-in analysis 

with a fast incident polarization modulation. Future study will focus on retrial of quantitative 
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phase information from the ununiformed autocorrelogram. Recovery of refractive index of the 

diffusing particles is theoretically feasible and will be experimentally tested in the future 

continuous studies. Compared with DLS providing only particle size distribution analysis, this 

strategy can provide extra dimension information as phase shift or refractive index of the 

diffusing particles, making it more suitable for dynamic analysis of protein aggregation or 

crystallization.  
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 POLARIZATION-WAVEFRONT SHAPING FOR RAPID CHAPTER 7.

VOLUMETRIC IMAGING  

The possibility of using polarization wavefront shaping method to achieve rapid volumetric 

imaging from multiple focus planes was presented theoretically. Two or three focal planes are 

generated simultaneously with a designed wavefront shaping optics inserted in the beam path 

with the same objective based on the incident light wavelength. The polarization states among 

these focal planes are different and related with the incident light. Fast modulation of the incident 

polarization states is predicted to result in the intensity distribution among these separated focal 

planes, leading to the potential for rapid volumetric imaging after demultiplexing. 

7.1 Introduction 

Volumetric imaging enables measurements of the biologics distribution in animal models, 

which serve as predictors for in vivo performance in humans. Diffusion and transport 

measurements often require repeated characterization of different parts of the same sample 

section with precise timing control. Simultaneous image acquisition from multiple focal planes 

followed by de-multiplexing to form a volumetric intensity map is largely immune to motion-

driven artifacts in in vivo assays of mobility and bioavailability within animal models. 

The most common approach for volume imaging is achieved through z-scan, in which 

images are acquired at different z positions by moving the objective or the sample. As a result, z-

scan generally does not have enough temporal resolution to overcome in vivo motion blur. 

Recently, electrically-controllable liquid-crystal varifocal lens and acoustically driven 

optofluidic lens have been used for volume imaging.
1, 2

 The use of electrically or acoustically 

driven lens results to a volume imaging in a range of several micrometers in the sample along the 

z-direction. 

In this Chapter, the possibility for rapid volumetric imaging from multifocal imaging using 

polarization wavefront shaping method is presented theoretically. According to the theoretical 

prediction, two or three focal planes with different polarization states can be generated 

simultaneously with a designed wavefront shaping optics inserted in the beam path and tunable 

incident wavelength. Under fast polarization modulation of the incident light, the intensity 
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distribution among the separated focal planes varied as a function of time, leading to the 

potential application for rapid volumetric imaging. 

7.2 Theoretical framework 

7.2.1 Polarization wavefront shaping and multiple focal planes generation 

Polarization wavefront shaping provides a handle often neglected in previous multifocal 

microscopy methods. The rapid development of waveplate arrays, such as liquid crystal polymer 

waveplates, allows the tailoring of the polarization state of light on a per pixel basis. As a result, 

the geometrical phase modulation can be accurately controlled by designing the orientation of 

liquid crystal polymers on thin polymer substrates. The microretarder array (μRA) provides the 

possibilities for accurate design and manufactory of wavefront shaping. As mentioned in 

CHAPTER 5, a linearly polarized incident beam can be viewed as a coherent combination of two 

orthogonally polarized components. The overlay of the wavefront generated from a converging 

LCP and diverging RCP light is identical to the wavefront that generated from a linear polarized 

plane wave through a μRA with a Fresnel lens pattern. The generation of two axially off-set foci 

as described in CHAPTER 5 provides inspiration for simultaneously 3D imaging with two or 

more axially off-set foci. 

To generate multiple foci, a spatially modulated μRA (similar with a custom designed 

waveplate) is needed. Considering the most general case, given a general waveplate inserted in 

the beam path before the objective, the Jones vector describing the light delivered into the 

objective can be expressed as Eq. (7.1), in which   is the retardance of the waveplate and   is 

the fast axis rotation angle of the waveplate.  
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With the Jones vector for incident light is described as  
T

ine a b , Eq. (7.1) can be 

rewritten in the form as shown in Eq. (7.2) by simplification with the Euler’s formula. With a 

purely polarized incident light, three components with different polarization states can be 

addressed: left circular polarized (LCP) component, right circular polarized (RCP) component 

and the residue component of the exact same polarization state with incident light. 
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  (7.2) 

With a μRA with a spatially varied orientation, different effects are applied on the three 

components due to the different overall phase terms ( 2ie   and 2ie   ). As shown in Figure 7.1(A), 

the μRA designed with a Fresnel lens pattern serves as a concave lens for LCP component and a 

convex lens for RCP component at the same time. When focused with the same objective, the 

three components will be separated and focused onto different positions in z-axis as shown in 

Figure 7.1(B). Focus (+) and (-) are RCP and LCP components, respectively, while focus (0) is 

the one with the same polarization states as the incident light. 

 

 

Figure 7.1 Working principles of the rapid multifocal imaging using wavefront shaping. (A) 

Designed μRA with the different orientation of the fast axis of half retardance at each pixel. 

Bottom: cross profile of the μRA. (B) Three foci were generated after the objective with a specific 

incident wavelength. 

 

The Jones vector describing the electric fields at the three focal planes can be expressed in 

Eq. (7.3), so that the intensity distribution among the three focal planes is related to the incident 

light polarization and the relative retardance ( ) of the μRA to the applied incident wavelength. 

For a linearly polarized incident light, a  and b  are both real, and the (+) and (-) focal planes 
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have the same intensity but with different ratio compared to the (0) focal plane based on the 

different value of  . 
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  (7.3) 

7.2.2 Separation distance and power distribution among the multiple focal planes 

The μRA with a zero-order half-wave retardance of 1064 nm light was used with a 

wavelength tunable Spectra-Physics MaiTai Ti:sapphire laser (SpectraPhysics). When tuning the 

applied wavelength ( ), the relative retardance ( ) of the μRA agrees with Eq. (7.4). 

 
1064 2

2

nm 



    (7.4) 

The azimuthal orientation map of the μRA was designed as a function of x, y position as 

shown in Eq. (7.5), in which r is the active radius 12 mm, f is the focal length as 6.28 m and λ is 

the wavelength as 1064 nm. For RCP components with the overall phase terms as 2ie  , the μRA 

worked equally as a convex lens with a positive f. For LCP components with the overall phase 

terms as 2ie   , the μRA worked equally as a concave lens with the same focal length but a  

negative value of f. The separation distance (Δz) between the separated (+) and (-) focal planes 

agreed with Eq. (7.6), in which objf  is the working distance (focal length) of the applied 

objective. When using a 10× objective (0.3 NA, Nikon), 16objf mm . 
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The second harmonic generation (SHG) signals from z-cut quartz were used as an indicator 

to localize the axial position of the focal volume. The μRA was inserted in the back aperture of 

the objective. With the same horizontally polarization, the measured SHG intensity from the z-

cut quartz was plotted in Figure 7.2(A) as a function of z-position under different wavelength 

illumination. When the applied wavelength approached the designed wavelength as 1064 nm, the 
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(0) focal plane shifted to the separated (+) and (-) focal planes with the separation distance Δz. 

The measured intensity ratio between 0I  and I  is plotted in Figure 7.2(C) with a good 

agreement with the theoretical prediction (dash line). To generate three equally distributed focal 

planes, the designed retardance was 1cos ( 1/ 3)    to the applied wavelength. For the 

demonstrated μRA, the target applied wavelength for three equal powered focal planes is 

predicted as 764.5 nm based on Eq. (7.4). 

 

 

Figure 7.2 The power distribution and separation distance among the multiple focal planes when 

using different illumination wavelengths. (A) The z-scan SHG intensity under different 

wavelength incident light. (B) The separation distance (Δz) between (+) and (-) focal planes under 

different wavelength illuminations. Dash line: the linear fitting. (C) The theoretical (dash line) and 

measured (dots) intensity ratio between (+) focus and (0) focal planes under different wavelength 

illuminations. 

 

Based on predictions from Eq. (7.6), when the designed μRA is inserted in the beam path 

with the fast axis of the central pixel is oriented at 0˚, the separation distance between the (+) and 

(-) focal planes should be independent to the applied wavelength. However, as plotted in Figure 

7.2(B), the separation distance is linearly related to the applied wavelength. One possible reason 

is that when the μRA is orientated at a nonzero angle 0 , a different phase shift is applied on the 
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RCP and LCP components as the offset 0  was added on the wavefront shaping from the μRA, 

as shown in Eq. (7.7). 

 0'( , ) ( , )x y x y      (7.7) 

As a result, an optical path difference with a global phase shift as 02  is induced into the 

two circular polarized components, respectively, leading to a linear offset term regarding 

wavelength   in the actual separation distance 'z   as shown in Eq. (7.8). 

 0'z z





      (7.8) 

Another possible reason for the linear relationship between the separation distance and 

applied wavelength is that the actual working distance of the objective is wavelength-dependent. 

A proposed experiment to confirm the two hypotheses is to repeat the measurements with μRA 

rotated at different angels. 

7.2.3 Polarization modulation for changing the power distribution 

In order to facilitate demultiplexing of the signals from the three focal planes, an electro-

optical modulator (EOM) was introduced to provide polarization modulation of the incident light. 

The Jones vector of the incident light with the EOM rotated an angle   is given by the following 

expression with a horizontally polarized fundamental. 
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When the EOM is rotated at 45˚, as / 4  , the incident polarization state before the 

designed wavefront shaping optics is described as Eq. (7.10). 
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As a result, the Jones vectors presenting the overall electric field for the three axially-offset 

focal planes are described as Eq. (7.11).  
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After the incident wavelength is determined, the retardance of the incident light relative to 

the design wavefront shaping optics (  ) is a constant number. In this case, two constant 

variables are defined as follows. 
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The detected intensity is determined as the sum of the intensity from the three components 

as 0totalI I I I     , in which I , 0I , and I  are calculated by Eq. (7.13). When all light is 

collecting from the three focal planes, signals from the residual polarization part have a constant 

value, while the signals from + and – focal planes are changing oppositely. In the absence of the 

sample, the overall intensity at the detector will be the sum of the three components as a constant 

value. 
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When detecting the horizontally polarized state, the signals from the three focal planes are 

expressed using Eq. (7.14), so that it is possible to extract information from the three focal planes 

based on their different response modulations 
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7.3 Discussion 

The volumetric imaging instrumentation is easily achieved on a former polarization 

dependent second harmonic generation (SHG) microscope
3
 with the designed μRA inserted just 

before the objective. As a result, an image set with 10 different incident polarization states is 

obtained. When projected along the 10 images as one, information from three focal planes is 

included as shown in Figure 7.3. According to Eq. (7.14), when detecting the horizontally 

polarization, there are four components with different modulation patterns, as labeled in Figure 

7.3. One potential strategy is that blank area is selected to recover the ( ) , followed with a per-

pixel linear fit to assign each pixel into different focal planes. It is easy to notice that when the 

feature is thick enough that exist in all the three focal planes, it can only be assigned as a (0) 

focal plane since signals from the same feature canceled from (+) and (-) focal planes. In order 

word, this volumetric imaging strategy is predicted more suitable for the sparse sample. However, 

when the nonlinear optical process was used, such as SHG or two-photon excited fluorescence 

(TPEF), different intensity relationship can be addressed based on the polarization state at each 

focal plane and the sample. 

 

 

Figure 7.3 Schematic for volumetric images stacks recovered from the measured data. 

 

7.4 Conclusion 

The possibility of using polarization wavefront shaping with modulated polarization 

illumination to enable rapid multi-focus imaging is proven theoretically. As shown in the 
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preliminary results, multiple focal planes were generated at different z planes with different 

polarization by adding a μRA before the objective in a microscope. The separation distance of 

the three focal planes is tunable mostly by varying the designed pattern of μRA, and slightly by 

tuning the applied wavelength. In addition, the intensity distribution among the three focal planes 

is controlled by both the illumination wavelength and the polarization state. With a fast 

polarization modulation on the incident light, the intensity delivered to the three focal planes is 

simultaneously modulated with different modes. Demultiplexing of the original data has the 

possibility to recover a stack of three independent images from different z positions with up to 15 

volumes per second for full 512×512 frame acquisitions. Based on the predictions from this 

Chapter, the scope of the following experiment and research will demonstrate volumetric 

imaging in model tissue sections or fluorophore spheres to assess the strengths and limitations of 

the approach relative to conventional 3D imaging methods. 
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 SPATIAL/SPECTRAL MULTIPLEXING FOR VIDEO-CHAPTER 8.

RATE HYPERSPECTRAL IMAGING 

A version of this chapter has been published by Optics Express. Reprint permission from 

Fengyuan Deng, Changqin Ding, Jerald C. Martin, Nicole M. Scarborough, Zhengtian Song, 

Gregory S. Eakins, Garth J. Simpson. Spatial-spectral multiplexing for hyperspectral 

multiphoton fluorescence imaging. Optics Express. 2017, 25(26), 32243-32253, copyright © 

2017 Optical Society of America under the terms of the OSA Open Access Publishing 

Agreement. 

 

A spatial/spectral multiplexing hyperspectral two-photon excited fluorescence (TPEF) 

imaging system was demonstrated. This system achieved image acquisition with up to 17 frames 

per second rate and over 2000 effective spectral channels in a 200 nm wavelength window. In 

this method, spectra from different positions in the field of view in the sample were shifted 

across a 16-chennel photon multiplier tube (PMT) array due to the nature of beam scanning 

system, which enabled spatial/spectral multiplexing. The multiplexed spectral information along 

with the spatial information was analyzed with a novel iterative spectral retrieval and 

classification algorithm. The high spectral resolution of this system made it possible to 

distinguish fluorophores with similar emission spectra accurately comparing to conventional 

filter based fluorescence microscope, enabled studies of various complex samples and process. 

The high imaging speed of this system made it suitable for surface dynamic study or biological 

samples such as fluorescent C. elegans. This system required addition of a grating and a detector 

array to most commercial beam-scanning microscope, making it accessible in a wide number of 

research facilities as a powerful tool for hyperspectral dynamic studies. 

8.1 Introduction 

Fluorescence hyperspectral imaging is a powerful tool for biological studies as it provides 

an additional dimension of information
1, 2

 with the expansion in the spectral domain. 

Hyperspectral imaging enables accurate classification and quantitative analysis of multiple 

spectrally overlapping components in biological structures for studying complex biological 

processes 
3, 4

 and clinical diagnoses.
5, 6

 Traditional hyperspectral imaging techniques populate the 

3 dimensional data structure (x, y, λ) through spatial scanning
7, 8

 or spectral scanning.
9, 10

 Spatial 
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scanning interrogates the emission profile (λ) of a single pixel or line scanned across the field of 

view (FoV) to construct the 3D data cube. Spectral scanning methods image the entire FoV (x, y) 

on a 2D area detector and probe a single wavelength (λ) of emission at a time. The speed of the 

above acquisition is typically limited by the mechanical movement of the dispersive optics and 

integration time for the detector array, introducing 1/f noise into the measurements. However, 

capturing inherent dynamics of living systems such as Ca
2+

 oscillations associated with neuron 

firing typically requires a frame rate at around 20 Hz.
11, 12

 Furthermore, significant motion blur 

from cardiovascular motion degrades resolution for in vivo imaging.
13

 The bandwidth of current 

computer I/O interfaces also bottlenecks the achievable frame rate for uncompressed 

hyperspectral imaging. For a system with 2000 fluorescence channels, 16 bits per channel, 512 × 

512 images at 20 frames per second (fps) speed, the overall data throughput is about 20.97 GB/s 

compared to the theoretical limit of a modern PCI-E 3.0 × 16 interface at 15.76 GB/s. The write 

speed of a commercially available storage device is typically less than a few gigabytes per 

second, representing a practical limit on data throughput. 

Recently, several snapshot hyperspectral imaging systems are developed to improve the 

image acquisition speed while maintaining reasonable data throughput rates.
14-17

 Coded aperture 

snapshot spectral imager (CASSI) directly images the projection of a rotated data cube and 

reconstructs the hyperspectral images using sparse sampling algorithm.
16

 Image mapping 

spectrometers (IMS) spatially offset the data cube layer by layer and projects them onto a large 

area detector.
17, 18

 Both of these methods provide innovative strategies to overcome the scanning 

mechanism and bandwidth limitation. However, most of the existing snapshot methods are not 

directly compatible with multi-photon excited fluorescence microscopy, which significantly 

increases the depth of penetration for in vivo imaging. Furthermore, images captured using focal 

plane array detectors generally introduce trade-offs between spatial and spectral resolution, as 

both sets of information must be encoded on the same fixed number of imaging channels. 

In this chapter, an experimentally simple approach is introduced for video-rate TPEF 

hyperspectral imaging through non-de-scan spatial/spectral multiplexing (NDSSM) without 

degraded the spatial resolution. A 16-channel photomultiplier tube (PMT) array (Hamamatsu, 

H12311-40) was used as spatial-spectral multiplexing detector with fast single photon response 

time (ns), and paired with a 16-channel digital oscilloscope card (AlazarTech, ATS9416) for fast 

digitization. Spatial-spectral multiplexing was achieved as the projecting position of the spectra 
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illuminated onto the PMT array varied as a function of beam’s scan position. Demultiplexing 

allowed recovery of spectra with over 2000 fluorescence channels at video rate (17 frames per 

second for frame size of 512 × 512 pixels). The data throughput for the 16-channel digital 

oscilloscope was compressed at 2.24 GB/s with the multiplexing, as opposed to 336 GB/s 

without compression. Since all the spectral information is contained in the orthogonal spectral 

axis accessed by the excitation positions in the PMT array, hyperspectral images in NDSSM are 

acquired without sacrificing in spatial resolution or image quality. 

8.2 Methods 

8.2.1 Experimental instrumentation 

The NDSSM hyperspectral imaging system was built based on a traditional beam scan 

microscope as shown in Figure 8.1. In brief, a tunable 80 MHz Ti:Sapphire femtosecond laser 

(Spectra-Physics, Mai Tai) was used for excitation. For spectral calibration, the laser was tuned 

in a range of 800 - 1000 nm with powers at the sample around 40 - 100 mW. For TPEF 

hyperspectral imaging, the laser was tuned at 800 nm. The beam was scanned across the sample 

using a resonant scanning mirror at 8.8 kHz (EOPC) for the fast-scan axis and a galvanometer 

mirror (Cambridge-Tech) for the slow-scan. The beam was focused with a 10× 0.3 NA objective 

(Nikon) as the fluorescence signal was collected in the epi direction. A dichroic mirror and a 

band pass filter (Chroma, 350 – 700 nm) were used to isolate the fluorescence signals.  A 4f lens 

pair was used to direct the collimated fluorescence onto the center of a transmission diffraction 

grating (Wasatch Photonics, WP-600/600-25.4). The spectrally separated beam was focused on 

to a 16 channel PMT array (Hamamatsu, H12311-40). The 16 channel PMT array were custom 

built to reduce the single photon electronics response time by two orders of magnitude over the 

original design. The circuit for each channel consisted of a two-stage high-speed operational 

amplifier circuit connected directly to the output of each element on the PMT array. The output 

was AC-coupled into a 50 Ω impedance micro-strip through a custom printed circuit board (PCB) 

trace in order to provide impedance matching to the output transmission line. Responses of the 

PMT array were digitized synchronously with the laser pulses by using a 16 channel PCI-E 

digital oscilloscope card and reshaped into sixteen 512 × 512 images via custom software 

(MATLAB). 
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Figure 8.1 Instrument schematic of the hyperspectral imaging system. 

 

8.2.2 Sample preparation 

Fluorescein, coumarin 6, sodium dodecyl sulfate, and chloroform were purchased from 

Sigma-Aldrich, while eFluor
TM

 450 was obtained from Thermo Fisher. All aqueous solutions 

were prepared with Milli-Q water (18.2 MΩ cm
-1

). Stock solutions of 5 μM fluorescein in water 

and 50 μM coumarin 6 in chloroform were prepared separately. The two stock solutions were 

mixed equally in amount with ~1mg of sodium dodecyl sulfate for emulsion mixture with two 

components. The mixture was shaken by hand to produce a stable emulsion mixture for imaging.  

For emulsion mixture with three components, stock solutions of fluorescein in water, coumarin 6 

in chloroform, and eFluorTM 450 in chloroform were made separately with a concentration of 

50 μM for each. Then two two-component emulsion mixtures were prepared separately for 

eFluor
TM

 450 / fluorescein and coumarin 6 / fluorescein system based on the procedure above, 

and the two two-component emulsion mixtures were mixed in equal parts to produce a three-

component emulsion mixture. 

As a living sample, genetically modified nematodes (C. elegans) strains were cultured on 

agar plates seeded with Escherichia coli at 20 °C. For imaging, C. elegans strains were sealed 

between two glass coverslips immersed in 0.9 % NaCl physiological saline. 

8.2.3 Spectral reconstruction and component classification 

As the incident angle of the beam onto the diffraction grating varied during the beam 

scanning, each set of the 16 images from different channels was correlated spatially and 

spectrally for the same FoV. For each frame, pixels with the same galvanometer mirror position 
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shared the same spectral projection pattern on the PMT array, as shown in Figure 8.2(A). 

Therefore, spectrum can be generated by integrating all signals from the same fluorophore along 

the resonant mirror axis while the galvanometer axis contained wavelength information, as 

shown in Figure 8.2(B).  

 

 

Figure 8.2 Schematic of the spatial-spectral multiplexing. (A) Illustration of spectra projected on 

the PMT array from different pixels in one image plane. (B) Spectral reconstruction from a single 

channel image for two components with different spectra. (C) Beam scanning path (not the beam 

path). (D) The projection of a single wavelength emission spectrum on the PMT array.  

 

For an emission spectrum 0 ( )s   from one fluorophore (i.e., all locations of identical 

classification), the detected spectrum from a single PMT channel ( )meass   can be described in 

Eq. (8.1), in which L is the spectral bandwidth of the PMT channel for a given galvanometer 

position. The measured spectral intensity ( )meas

js   for a given measurement centered about the 

wavelength j is limited by L, which is equivalent to the entrance slit size of a spectrometer. 
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     (8.1) 

In Eq. (8.1),   corresponds the bandwidth of a single pixel in the final recovered spectrum, 

which is generally significantly smaller than the bandwidth dictated by the physical dimensions 

of the PMT L, and 
0

js  corresponds to the ground truth spectrum at the position j. Extending this 
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analysis to each pixel in the image and the corresponding center position of the spectrum upon 

beam-scanning along the x-axis (galvo), the mathematical relationship described by summation 

in Eq. (8.1) corresponds to convolution of the ground truth spectrum with a rectangle function of 

width L. 

  0meass s rect L    (8.2) 

Significant signal to noise enhancement in the measured spectrum arises through integration 

of all the similarly classified locations along the orthogonal y-axis (resonant mirror). For a    

corresponding to each x-axis position in the image, a single detector can produce a spectrum with 

up to 512 elements for a 512×512 image. Meanwhile, the spectral overlap between channels 

provided references for channel sensitivity calibration and enabled spectral stitching. In the 

design, each single PMT channel had a width of 0.8 mm with 0.2 mm gap between channels. As 

the beam scan path shown in Figure 8.3(C), a single wavelength emission generated a square 

shape at the detector array, as shown in Figure 8.3(D).  For a FoV of 500 μm × 500 μm, 512 × 

512 pixels with a 10× objective, the narrow band emission was scanned across three adjacent 

PMT channels with the size of 2.5 mm × 2.5 mm, inducing ~2/3 overlap between the spectral 

windows for each PMT channel. The significant spectral overlap illustrated in Figure 8.3(C) 

enables spectral stitching, in which minimization of the squared deviations in the overlapping 

regions serves to calibrate the relative sensitivity of adjacent detectors. 

 

 

Figure 8.3 Spectral window calibration with SHG from a doubling crystal and spectrum recovery. 
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In reality, the second harmonic generation (SHG) from a doubling crystal was used as the 

narrow band emission source for spectral window calibration. As shown in Figure 8.3, the 

detected narrow band emission at a single PMT channel had a width around 170 pixels along the 

galvo axis. After stitching and sensitivity calibration, ~2200 independent spectral channels were 

recovered in the whole 200 nm spectral window. 

To classify components distribution in the same FoV, an iteration algorithm was developed 

based on the spectrum recovery process, as shown in Figure 8.4. In brief, a threshold was first 

set to identify signal pixels from the background. The initial guess of the component spectrum 

was produced from the ensemble average of all pixels containing signal in the entire FoV, which 

served as the initial reference spectrum for a preliminary binary classification. Then Euclidean 

angle method as shown in Eq. (8.3) was selected for per-pixel fluorescence spectra 

classification
19

, primarily to minimize the analysis time. As in Eq. (8.3), 
,x ys  was the 16-element 

measured spectral vector for a single pixel at the position (x, y), while  
refs  was the 16-element 

spectral vector extracted from the obtained initial guess (n) spectrum based on the position of the 

pixel as the reference. 

   ,

,

cos
ref x y

ref x y

s s

s s






  (8.3) 

Pixels with large Euclidean angles relative to the known reference spectra (
refs ) 

[  cos 0.99  ] were collectively classified as an “other” component. As a result, discrete masks 

for each of the second (n+1) components were generated. Spectra of different components were 

then extracted based on the new discrete classification masks. This process was iterated until 99% 

of the pixels in the FoV were classified as the same component with the previous iteration. 

Following classification, spectral recovery for each class was performed as described in the 

preceding paragraph, with the process iteratively performed until convergence was achieved in 

both the spectra recovered and the spatial classifications. For video analysis, the number of 

components and their spectra recovered from the first frame was used as the reference for the rest 

of the frames to reduce the spectral data analysis time. The computation time was dependent on 

the initial guess and the assumed number of components. For a two-component system, 

processing a single frame took about 20 to 50 seconds on a 4
th

 generation hexa-core Intel
®
 

Core
TM

 i7 processor running in MATLAB.  
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Figure 8.4 Flowchart for the iterative classification algorithm. 

 

8.3 Results and discussion 

8.3.1 Heterogeneous mixtures of fluorescent dye droplets 

A fluorescein/coumarin 6 fluorescent dye mixture was used to assess the spectral imaging 

of the system and the accuracy of the classification algorithm. Figure 8.5(A) showed a TPEF 

image from the integrated intensity of all 16 channels under an 800 nm excitation. A two-

component classification produced the image in Figure 8.5(B), with one component labeled in 

green (component a) and another in blue (component b). It is worth noting that the recovered 

spectra of the two components were highly overlapping [Figure 8.5(B) insert], making them 

difficult to confidently discriminate using a filter-based fluorescence microscope. The recovered 

spectra of this hyperspectral imaging system were overlaid with independent measurements from 

a benchtop fluorimeter (FLS1000, Edinburgh Instruments) with a 400 nm excitation [Figure 

8.5(D) and (E)]. All spectra were normalized to the maximum intensity. The good agreement 

between the recovered spectra and the fluorimeter measurements was consistent that component 

a composed primarily of fluorescein in water and component b primarily coumarin 6 in 

chloroform, which agreed with their anticipated respective solubility in water and chloroform.  

While the recovered fluorescence emission spectra were in good qualitative agreement with 

those obtained from independent measurements with a fluorimeter, statistically significant 
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deviations were present for both coumarin and fluorescein. In particular, the measurements 

obtained in the water/chloroform suspensions exhibited broader peaks than those interrogated in 

pure solutions. The increase in width for the suspensions is attributed to a combination of two 

effects; i) convolution of the emission spectrum with a rectangle function (vide supra) results in 

spectral broadening, and ii) the inhomogeneity of the environment in the water/chloroform 

suspension results in additional inhomogeneous broadening. Given the measured response of 

narrow band emission, the contributions from convolution are insufficient to account for the 

observed differences in peak shapes. Therefore, the primary origin of the deviations observed 

between the emission spectra in Figure 8.5(D) and (E) are attributed to spectral broadening 

associated with inhomogeneity from the diversity of environments available for partitioning.  

 

 

Figure 8.5 Fluorescence images and classification results of fluorescent dye droplets with the 

recovered spectrum. (A) Integrated total fluorescence of a dye mixture (5μM fluorescein in water 

and 50 μM coumarin 6 in chloroform). (B) Classification under the assumption of two components 

(a in green and b in blue). Insert: recovered spectra of component a and b. (C) Classification under 

the assumption of three components (a in green, b in blue and c in red). Insert: recovered spectra 

for component a, b and c. (D) Overlay of recovered spectrum of component a with the fluorescein 

emission spectrum from a benchtop fluorimeter, and the difference between them.  (E) Overlay of 

recovered spectrum of component b with the coumarin 6 emission spectrum, and the difference 

between them. Both plotted spectra were averaged over all the spatial positions of the same 

classified component. (F) Spectrum of the third component (red dotted line) fitted as a linear 

combination (black solid line) of the first two components. 

 

To study the distributions of fluorophores at the water-chloroform interface, classification 

analysis was repeated assuming a maximum number of three components. Under this case, the 

boundary of the chloroform droplets was identified as a third component, as marked in red in 
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Figure 8.5(C). The recovered spectrum for the third components (component c) was shown in 

Figure 8.5(F). The spectrum of component c (red dot line) was fitted as a linear combination of 

component a and component b as shown in solid line in Figure 8.5(F) with R
2
 = 0.99. Based on 

this fitting, component a (fluorescein in water) was weighted at 60.6% in the boundary between 

water and chloroform and component b (coumarin 6 in chloroform) was weighted at 39.1%. This 

method could provide new strategies for the study of surface interaction between different 

solvent. 

8.3.2 Photobleaching of fluorescent dye droplets  

The high speed of NDSSM enabled fluorescence photobleaching detection for TPEF with 

dynamic multicomponent mixtures. The three-component system was prepared by mixing 

eFluor
TM

 450 (chloroform), coumarin 6 (chloroform), and fluorescein (water). Video 8.1 shows 

the dye droplets movements along with the photobleaching. Figure 8.6(A) and (B) showed two 

frames at different time from the video. The color of green, blue and violet indicated fluorescein, 

coumarin 6 and eFluor
TM

 450, respectively. One target droplet of coumarin 6 was circled in red 

to track the photobleaching behavior. Frame 55 was set as the start of the dynamic analysis (0 s), 

corresponding to 3.2 s in the video. After 21.8 s, the coumarin 6 fluorescence was almost lost 

due to photobleaching as plot in Figure 8.6(C). As the result, the target droplet was misclassified 

as ‘eFluor
TM

 450’ by the classification algorithm, as circled in Figure 8.6(B). The total number 

of excitations driving photobleaching was plotted Figure 8.6(D). In brief, the single-photon peak 

height distribution of the PMT was measured through a histogram analysis of a time-trace. The 

voltages acquired during imaging were converted to absolute mean numbers of photons buy 

using mean voltage per photon as a calibration, followed by conversion to the total number of 

excitations per unit time by using the previously measured quantum efficiency of coumarin 6 
20

 

based on the solid angle of collection through the objective. Red line in Figure 8.6(D) indicated 

the exponential decay fit to the total number of excitation with a time constant of 5.16 ± 0.08 s, 

consistent with the previous observations in photobleaching. 
21
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Figure 8.6 Dye mixture with three fluorophores: fluorescein (green) in water, coumarin 6 (blue) 

and eFluor
TM

 450 (violet) in chloroform separately. Target droplet with coumarin 6 in chloroform 

(circled in red) was tracked from its first appearance in frame 55, set as 0 s (A) and final 

misclassification in frame 386 with during time 21.8 s (B). (C) Spectra recovered from the target 

droplet at 0 s (green solid line) and 21.8 s (purple dash line). (D) Photobleaching curve of 

coumarin 6 in the target droplet (blue dot) with the exponential fit (red line). 

 

8.3.3 In vivo imaging of genetically modified C. elegans 

Genetically modified fluorescent nematodes (C. elegans) obtained from the Caenorhabditis 

Genetics Center were used as a living sample. The C. elegans variant are labeled with green and 

red fluorescence at the same time with different gene modifications: green fluorescence in the 

body wall muscle nuclei (ccIs4251, green fluorescence protein (GFP)), green fluorescence in the 

pharyngeal muscle (mIs12, GFP), red fluorescence in the epidermis (frIs7, DsRed), and red 

fluorescence in pharyngeal muscle (uIs69, mCherry). Video 8.2 was acquired for the C. elegans 

with 17 frames per second, 512 × 512 pixels under the 800 nm excitation. A two-component 

classification was applied since only GFP and DsRed generate TPEF with 800 nm excitation. 

The two components were labeled in red and green separately as shown in Figure 8.7(A, B) with 

the recovered spectra shown in Figure 8.7(C). As a comparison, a single-photon excited 

fluorescence image was shown in Figure 8.7(D) using a conventional fluorescence microscope 

(Olympus BX-51) with an excitation filter at 460 - 490 nm. Similar distributions of the two 

structures labeled with different fluorescence colors were observed that the outside epidermis of 

the C. elegans was red and the pharyngeal muscle in the head was green. Compared to one 
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photon excited fluorescence image, TPEF significantly reduced the out of plane fluorescence. 

The recovered spectra remained consistent for the two components between the different frames, 

in which component 1 and component 2 were identified to be predominantly GFP and DsRed, 

respectively. In Video 8.2, an injury was observed in the mitotic region of the C. elegans with the 

increased green fluorescence signal. This phenomenon was consistent with the literation that 

green fluorescence due to frIs7 mutation was preferentially enhanced by surface infection, injury, 

or osmotic stress. 
22, 23

 

 

 

Figure 8.7 Two-photon fluorescence image of gene coded C. elegans analyzed without knowing 

the emission spectra of the fluorophores as a priori. (A) and (B) were frame 33 and 104 from 

Video 8.2. Pseudo-color based on different components recovered from custom classification 

algorithm with green for component 1 and red for component 2. (C) Recovered spectra for 

component 1 (green) and 2 (red) for both frame 33 (solid lines) and frame 104 (dash lines). Both 

plotted spectra were averaged over all the spatial positions of the same classified component. (D) 

Fluorescence image of gene coded C. elegans with conventional fluorescence microscope under 

460 - 490 nm excitation. 

 

8.4 Conclusion 

A spatial-spectral multiplexing hyperspectral two-photon fluorescence microscope was 

developed with over 2000 effective spectral data points in a 200 nm wavelength window and an 

imaging acquisition rate up to 17 frames per second. Iterative demultiplexing enabled 

classification and recovery of emission spectra with no prior knowledge of the sample. The 
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recovered spectra showed good agreements with those obtained independently from a 

commercial fluorimeter. The large number of spectral data points of this system made it possible 

to distinguish fluorophores with highly similar emission spectra. The high imaging speed made it 

successful in study for highly dynamic multicomponent systems and live biological samples.  
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