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ABSTRACT

Vuppuluri, Vasant S. Ph.D., Purdue University, May 2019. Detonation Performance
Analysis of Cocrystal and Other Multicomponent Explosives. Major Professor:
Steven F. Son and I. Emre Gunduz, School of Mechanical Engineering.

Development of novel energetic molecules is a challenging endeavor. Successful dis-

covery and synthesis of a novel viable energetic molecule is an even more challenging

endeavor. To qualify for scale-up in production, the molecule must undergo extensive

characterization at the small scale and meet criteria for sensitivity, stability, toxicity,

lifetime, etc. A failure to qualify for further scale-up can result in significant wasted

investment. Cocrystallization of energetic materials is a potentially attractive route

to development of new energetic materials because existing molecules can be used to

create new materials that have tailored properties different from either coformer. A

cocrystal is a combination of two crystalline monomolecular materials that yields a

material with a unique crystal structure. While cocrystallization reduces the front-

end investment ordinarily required for discovery of new energetic molecules, discovery

of energetic cocrystals is not trivial. A number of energetic cocrystals have been re-

ported that display attractive properties such as high density and improved thermal

stability. However, the effect of cocrystal formation on larger scale properties, partic-

uarly detonation properties, is not well-understood. Knowledge of these properties is

important for understanding the potential improvements gained from pursuing dis-

covery of cocrystals.

A challenge with obtaining detonation properties is that most techniques typically

require anywhere from hundreds of grams to several kilograms of material. For exam-

ple, rate stick experiments typically have an L/D (length to diameter) ratio between

12 and 20. Even for ideal explosives, diameters used are typically at least two cen-
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timers in diameter. Such experimental configurations are poorly suited for materials

in the early stages of development.

In this work, comparative detonation velocity measurements were performed for se-

lect hexanitrohexaazaisowurtzitane (CL-20) cocrystals that have been reported in

the past five years along with corresponding formulations or physical mixtures of the

components. The detonation velocity measurements were performed using microwave

interferometry, a well-established detonation velocity diagnostic. Using precision-

machined hardware and appropriate matching of booster charge to sample charge,

it was shown with statistical analysis that well-resolved measurements of detonation

velocity could be obtained with shot-to-shot variation in the range of 130 m/s. The

detonation velocity for cyclotetramethylene tetranitramine (HMX) was obtained us-

ing this experimental technique to validate the method and estimated variation. It

was demonstrated that detonation tests with good repeatability could be performed

for the nearly ideal explosives considered.

The experimental technique described above was performed first for a cocrystal of

1-methyl-3,5-dinitro-1,2,4-triazole (MDNT) and CL-20. Comparative measurements

were performed for the cocrystal and physical mixture at a loading density of 1.4

g/cm3. We chose a fixed loading density in order to isolate isolate effects other than

loading density. The cocrystal was observed to detonate about 500 m/s faster than

the physical mixture. In comparison, thermochemical equilibrium predictions showed

that the cocrystal would detonate about 230 m/s faster than the physical mixture

at this density. The enthalpy of formation for this cocrystal was double that of the

physical mixture and this difference resulted in the predicted difference. Similar mea-

surements were performed for the cocrystal of cyclotetramethylene tetranitramine

(HMX) and CL-20 and CL-20/hydrogen peroxide (HP) solvate at the same loading

density. The HMX/CL-20 cocrystal was observed to detonate about 300 m/s faster

than the physical mixture. The CL-20/HP solvate was observed to detonate about
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300 m/s faster than CL-20.

Using the Kamlet scaling laws, it was determined that the differences in detona-

tion velocity observed are attributable to differences in enthalpy of formation. That

is, the energy state is different between the configurations. The enthalpy of formation

for MDNT/CL-20 was measurably larger than its physical mixture. The CL-20/HP

solvate was also measurable larger than that of CL-20. This result has implications

for intermolecular bond and configurational energies formed in cocrystals that affects

their energy content. Fully explaining the precise reason for this, and perhaps exploit-

ing this in future cocrystals and multimolecular systems is a challenge for modelers,

theoreticians, and synthesis chemists.
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1. INTRODUCTION

1.1 Motivation

There is a constant demand for new energetic materials tailored for specific applica-

tions. For example, in explosive boosters for nuclear weapons, insensitivity is at least

as important as high performance. However, the process of qualifying a new energetic

material for use in any type of application is lengthy, taking decades or more.

The conventional route to developing a new energetic material is discovery and initial

synthesis of a novel energetic molecule in small quantities. Extensive characterization

of sensitivity and thermal stability at small scale is then performed on the new ener-

getic molecule. A thorough understanding of the thermal stability and sensitivity (e.g.

impact, electro-static discharge (ESD), friction, etc.) of the new energetic molecule

is needed before scaling up production further. A molecule may fail to qualify for

further synthesis for a number of reasons, including unacceptable results obtained

from small-scale characterization or other reasons such as cost or toxicity.

Explosive materials are typically pressed or otherwise molded into various geome-

tries. In order to facilitate this, energetic molecules are commonly used in explosive

formulations known as polymer-bonded explosives (PBXs), which consist of the crys-

talline explosive, the binder, and various other additives. For example, PBX 9502

is an insensitive high explosive (IHE) formulation consisting of 95% 1,3,5-triamino-

2,4,6-trinitrobenzene (TATB) and 5% fluoropolymer binder which can be pressed to

high density and machined to desired shapes [1]. However, extensive study of com-

patibility of the molecule with the binder material or other ingredients is needed

before large-scale development of new PBX materials or similar formulations can be
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commenced.

The performance characteristics of candidate energetic materials must also be in-

vestigated. Detonation velocity and pressure are two of the most important perfor-

mance parameters for explosives but there are a number of other aspects of detonation

performance such as critical diameter and corner turning. Detonation performance

experiments however require anywhere from several hundreds to thousands of grams

of material, an amount that often exceeds the supply of energetic materials in the

developmental stage.

The first major challenge to developing new explosives is associated with discovery of

a candidate molecule that successfully qualifies for scale-up in production after small-

scale testing. By this time, a number of molecules in the discovery phase will have

failed to be viable energetic molecules. Those that are found to be viable will have

then failed to qualify based on small-scale characterization. Another major challenge

is in performing detonation experiments due to the expense of scaling up materials

in the developmental stage and the cost of large-scale detonation experiments.

For this reason, formation of cocrystals has been explored as a possible route to

development of new energetic materials. A cocrystal is a combination of two or

more mono-molecular materials that results in a new multi-molecular material with

a unique crystal structure. A potential advantage of this route to energetic material

development is that it may reduce the front-end investment that is typically required

for successful discovery and synthesis of a novel energetic molecule. Instead, existing

mono-molecular crystalline materials can be used to obtain a new multi-molecular

material with potentially favorable properties. A number of energetic complexes

have been reported that show favorable properties such as high density. However,

comparatively less work has been done to investigate detonation properties of these

materials. There is also comparatively less work done to understand the effect of
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cocrystallization on detonation properties. Detonation experiments are challenging

owing to the need for large amounts of material for conventional tests. Therefore,

precision small-scale testing is useful.

While the use of existing energetic molecules reduces the front-end investment or-

dinarily required, discovery of energetic cocrystals is not trivial. Therefore, an im-

portant question relating to energetic cocrystals is how the cocrystal is different from

a physical mixture or formulation of the components. It has been shown that small-

scale properties of cocrystals such as density are noticeably altered compared to a

physical mixture of the components. The energy state can also change as a result of

cocrystallization. However, integrated properties, particularly detonation properties,

are not well-explored. This understanding is crucial to deciding appropriate direc-

tions for cocrystals as new energetic materials.

1.2 Cocrystals

1.2.1 Overview

The study of cocrystals is a facet of the broad discipline of crystal engineering, which

is the modification of properties at the crystalline level for a desired application. The

hierarchy of material properties begins at the molecular level. In the context of ener-

getic materials, properties that emerge at the molecular level include detonability and

oxygen balance among others. For example, the presence of nitro groups in energetic

molecules such as HMX gives rise to its detonability [2]. The oxygen balance is a

major determinant of the products that form [1]. The next level above the molecular

organization is the crystalline level.
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Figure 1.1. Examples of intermolecular interactions: OH · · ·O (left), CH · · ·O (center), halogen bond

(right) (used with permission) [3].

Crystals form by means of intermolecular interactions of functional groups [3]. These

interactions are known as supramolecular synthons. Hydrogen bonding is a major

intermolecular interaction that influences crystal formation [3]. It is the most ubiq-

uitous intermolecular interaction seen in crystal formation due to the large number

of functional groups that interact based on hydrogen bonding. Intermolecular inter-

actions of the form AHB have been observed such that hydrogen, denoted by H is

covalently bonded to molecule A, which is more electronegative than hydrogen [4].

The interaction between the H and molecule B is known as a hydrogen bond [4, 5].

Another important intermolecular interaction is halogen bonding, in which atoms of

halogens in close proximity to each other form short, nonbonded contacts [3]. Ex-

amples of these intermolecular interactions are shown in Fig. 1.1. This bonding and

configurational energy can change the energy contained within a crystalline explosive.

The principles that govern the emergence of crystal structure are applicable to cocrys-

tals. Cocrystals are a subset of complexes, which are binary molecular systems that

interact to form an ordered crystal structure [6]. Using this hierarchy, solvates and

hydrates are also subsets of complexes. Solvates are complexes where one of the

components is a liquid at standard temperature and pressure. A hydrate is a binary

system wherein one of the components is water.

Similar to development of novel energetic materials, development of novel pharmaceu-

tical compositions is challenging. Cocrystallization has therefore been of particular

interest in the pharmaceutical industry. Pharmaceutical compositions typically con-
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sist of the active pharmaceutical ingredient (API) and other components such as

binders [7]. The solubility of an API depends upon crystal structure and is a crit-

ical element of bioavailability, which is critical to the efficacy of treatment using a

particular drug [8]. Polymorphism is the phenomenon by which a monomolecular

material may have multiple crystal structures and many energetic materials such as

1,3,5,7-Tetranitro-1,3,5,7-tetrazocane (HMX) exhibit this phenomenenon [9]. Poly-

morphism is also common with crystalline APIs and it has an observable effect on

their solubility [8, 10]. Cocrystallization has therefore been of interest for pharma-

ceuticals because it offers an additional route to tuning relevant properties such as

solubility [8].

1.2.2 Energetic Cocrystals

The guidance for the formation of energetic complexes comes in part from work

that has been done on pharmaceutical complexes. In the context of energetic ma-

terials, the properties that are of the most interest include density, sensitivity, and

detonation performance among other properties. It is well known that density of

an energetic material is a significant determinant of detonation performance [1, 11].

Of the supramolecular synthons that contribute to complex formation, only a small

subset are available to form energetic cocrystals. In energetic materials that are in

widespread use today, the most common functional groups are nitro, methyl, and

amino groups [1]. While this has posed a challenge to forming viable energetic com-

plexes, a number of these materials have been reported.

Studies in recrystallization of explosives have yielded discovery of solvates. Similar to

cocrystals, solvates may have prove to have favorable properties. For example, it has

long been known that HMX forms a solvate with N,N-dimethylformamide (DMF) and
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was found to exhibit reduced impact sensitivity compared to that of pure HMX [12].

Using single-crystal X-ray diffraction (SCXRD), Cobbledick et al. measured the den-

sity of this solvate to be 1.612 g/cm3 [13]. While the HMX/DMF solvate exhibits

lower impact sensitivity than that of pure HMX, its reduced density results in a re-

duction in detonation performance. Despite this, the HMX/DMF solvate is among

the earliest examples of an energetic material forming a complex exhibiting novel

properties.

Landenberger et al. reported the formation of a number of complexes of trinitro-

toluene (TNT) with various inert compounds such as naphthalene [14]. It was found

from this study that a cocrystal of TNT and 1-bromonapthalene yielded a cocrystal

that was denser than either of the components [14]. While bromonaphthalene is not

known to be detonable, the ability to yield a cocrystal whose density exceeds the

components is an important finding since density affects detonation properties. Lan-

denberger et al. also reported the synthesis of a number of HMX complexes. The

authors identified conformations for HMX within these complexes as well as densities

and impact sensitivities of the complexes [15]. In contrast to the TNT complexes

reported previously, no HMX complex had a density that exceeded that of HMX.

Similar to the TNT complexes reported however, all of the HMX complexes reported

by Landenberger et al. exhibited reduced impact sensitivity compared to that of

HMX [15].

Bolton et al. reported the successful synthesis of the first energetic-energetic cocrys-

tal of TNT and hexanitrohexaazaisowurtzitane (CL-20) in a 1:1 molar in 2011. The

molecular structure of TNT and CL-20 are shown in Figs. 1.2 to 1.3. TNT is a

well-known, relatively insensitive energetic material that exhibits the useful property

of having a stable melt phase [1]. However, it exhibits relatively poor detonation

performance due to poor oxygen balance (-74%) and its low density (1.65 g/cm3)

among other factors [1]. However, it has a stable melt phase, making it useful in
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melt-castable compositions such as Octol and Composition B in which it functions as

an energetic binder [1]. CL-20 is currently the most powerful commercial explosive

primarily due to its high density [16]. The compound was first synthesized in 1986 at

Naval Air Warfare Center Weapons Division (NAWCD), China Lake, CA [17]. CL-20

exists in the four stable polymorphs (or conformations) of β, γ, α, and ε CL-20. The

α polymorph is typically a CL-20 hydrate with water molecules in voids. The most

stable, dense polymorph of CL-20 is the ε form with a density of 2.044 g/cm3 [17]. The

ε polymorph is also the least sensitive polymorph of CL-20. However, one of the steps

in the CL-20 synthesis procedure involves the use of a palladium-on-carbon catalysis

reaction [17]. In addition, while the ε polymorph is the most thermodynamically

favored form of CL-20 at standard temperature and pressure, the β polymorph can

also exist at room temperature. The α hydrate may also precipitate. It is therefore

difficult to obtain high phase purity of the ε polymorph due to concomitant growth of

other CL-20 polymorphs in most crystallization methods [18]. For these reasons, the

cost of CL-20 is high and this has precluded wider adoption in energetics applications.

Figure 1.2. TNT molecular structure.

The TNT/CL-20 cocrystal was found to exhibit lower impact sensitivity than that

of ε−CL-20. In addition, this cocrystal was formed using the CH · · · O synthon,

demonstrating the potential for energetic cocrystal formation using other coformers

given the abundance of this interaction in energetic materials [19]. It was shown with
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Figure 1.3. CL-20 molecular structure.

Figure 1.4. HMX molecular structure.

various TNT and HMX complexes that it was possible to separate the components

by holding them at slightly elevated temperature [14,15]. Bolton et al. extended this

concept to the TNT/CL-20 cocrystal and showed that after heating the cocrystal

to 136 ◦C and holding at this temperature, the cocrystal separated into liquid TNT

and γ−CL-20. This effect could be exploited as a way to change sensitivity of the

material by heating [19]. In addition, the density of this cocrystal was measured to be

1.84 g/cm3, which is comparable to that of PBX 9501 [19]. This result demonstrated

that the cocrystal has good potential as an explosive, especially if a less expensive

synthesis method for CL-20 could be developed.

In 2012, Bolton et al. reported another energetic-energetic cocrystal with CL-20

as a coformer-the HMX/CL-20 cocrystal in a 1:2 molar ratio [20]. The layered struc-

ture of HMX/CL-20 is shown in Fig. 1.5 with the HMX molecules shown in blue and

the CL-20 molecules shown in yellow [20]. Similar to the TNT/CL-20 cocrystal, the

HMX/CL-20 cocrystal was also found to exhibit reduced impact sensitivity compared

to that of ε−CL-20, with a value comparable to that of β−HMX, the most stable



9

Figure 1.5. Layered structure of HMX/CL-20 cocrystal [20].

and least sensitive polymorph of HMX [20]. Using single-crystal X-ray diffraction

(SCXRD), the density of this cocrystal was measured to be 1.945 g/cm3, making it

denser than any polymorph of HMX [20].

HMX/CL-20 and TNT/CL-20 are both the oldest energetic-energetic cocrystals. Ad-

ditional researchers have reported the synthesis of the TNT/CL-20 cocrystal. Yang

et al. prepared the TNT/CL-20 cocrystal using a solvent/anti-solvent method [21].

The sensitivity results affirmed those of Bolton et al. [19, 21]. A significant question

with cocrystals is how the properties of a cocrystal differ from those of a physical

mixture. It has been shown that the density of the HMX/CL-20 and TNT/CL-20

cocrystal is different from the respective physical mixtures. Accordingly, Yang et al.

showed that the cocrystal was less sensitive than a physical mixture of the compo-

nents. Additionally, it is important to understand how the detonation properties of

a cocrystal are different from those of a physical mixture. Yang et al. measured the

detonation velocity of the TNT/CL-20 cocrystal and physical mixture. The difference

in the loading density between the cocrystal and physical mixture test samples was

3.5% [21]. The cocrystal was observed to detonate about 400 m/s faster than the

physical mixture, which is a difference of about 4.6% [21]. Yang et al. concluded that

a higher pressing density was achievable with the cocrystal compared to the physical

mixture pressed to the same pressure, which resulted in a higher measured detonation

velocity for the cocrystal [21]. Aldoshin et al. also studied the TNT/CL-20 cocrystal.
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In contrast to Bolton et al., Aldhosin et al. claimed that the primary interactions

driving this cocrystal were van der Waals forces between nitrogen bonds [22]. The

authors also studied the thermal behavior of the TNT/CL-20 cocrystal and observed

only a single exotherm in contrast to Bolton et al., although this difference may be

attributable to differing experimental conditions, including the type of purge gas used

and whether the pans were sealed or open during temperature ramp-up [19,22].

Since the discovery of the first two energetic-energetic cocrystals of CL-20, CL-

20 has been a major focus of cocrystal discovery efforts. In 2015, Goncharov et

al. reported the successful synthesis of bimolecular cocrystals of 2,4-dinitro-2,4-

diazapentane (DNP) and 2,4-dinitro-2,4-diazaheptane (DNG) [23]. The CL-20/DNP

cocrystal had a crystal density of 1.928 g/cm3, which is higher than that of HMX

and comparable to the density of the HMX/CL-20 cocrystal. [1, 20]. The measured

velocity of this cocrystal at a loading density of 98% TMD was measured to be 9

km/s [23]. For comparison, the detonation velocity of HMX at the same loading

density is measured to be 9.11 km/s [24]. Another cocrystal reported in 2015 was a

cocrystal of 1-methyl-3-5-dinitro-1,2,4-triazole (MDNT) and CL-20 in 1:1 molar ratio.

MDNT is an energetic heterocyclic azole-based compound whose structure is shown

in Fig. 1.6 [25] The azole class of energetics has been of interest in research into

melt-castable energetics in order to replace TNT in melt-castable explosive formula-

tions [26]. In 2015, Anderson et al. reported the formation of a cocrystal of MDNT

and CL-20 in a 1:1 molar ratio. A noteworthy feature of this cocrystal was the nature

of the intermolecular interactions driving cocrystal formation. In the TNT/CL-20

and HMX/CL-20 cocrystals, CH · · · O hydrogen bonding between methyl and nitro

groups was largely what drove cocrystal formation. In contrast to these two cocrys-

tals, the formation of the MDNT/CL-20 cocrystal was largely driven by electrostatic

interactions between the nitro groups in CL-20 and the triazole ring of MDNT [27].

The density of the cocrystal was measured to be 1.883 g/cm3 [27].
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Figure 1.6. MDNT Structure.

The formation of hydrates and solvates is generally viewed an undesirable effect with

energetic materials. For example, George et al. reported a number of solvates of HMX

that were all of lower density than any polymorph of HMX [12]. In addition, Millar

et al. reported the formation of a number of CL-20 solvates with solvent coformers

such as DMF and butyrolactone. All of these solvates were of lower density than

all known polymorphs of CL-20 [28]. Due to reduced density, there is likely to be a

reduction in the detonation velocity and pressure of these solvates. In 2016, Bennion

et al. reported the formation of two hydrogen peroxide (HP) solvates of CL-20. One

of these solvates, known as the orthorhombic solvate, was found to have a crystal

structure that is nearly indistinguishable from that of α-CL-20 and its density was

2.033 g/cm3, close to the density of ε-CL-20. The α hydrate of CL-20 has a density of

1.97 g/cm3, making the orthorhombic solvate denser than the α-CL-20 hydrate [29].

The monoclinic form was slightly lower in density than the α-CL-20 hydrate but the

presence of hydrogen peroxide results in greater energetic content.

Similar to CL-20, 5,5’-dinitro-2H,2H’-bi-1,2,4-triazole (DNBT) has a drawback of

high propensity to form hydrates [30]. DNBT is a high-nitrogen energetic material
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first identified in the 1970s [31]. Dippold et al. measured its density to be 1.90 g/cm3,

which is comparable to that of HMX [32]. Wiscons et al. demonstrated the forma-

tion of two hydrogen peroxide solvates of DNBT, both of which were denser than

the DNBT monohydrate [33]. The formation of hydrogen peroxide solvates in this

manner is a possibly less expensive alternative to obtaining DNBT in a form that will

provide good energetic performance.

While the conformational diversity of CL-20 has been a major factor in why it has

been the major focus of cocrystalliation studies, cocrystals based on energetic het-

erocycle compounds have also been studied . In 2015, Bennion et al. reported the

synthesis of a cocrystal of 1,3-dinitropyrazole (DNP) and DNBT in a 2:1 molar ratio.

DNP is another energetic heterocycle [34]. DNP was found to have comparable im-

pact sensitivity to that of ε-CL-20 while the DNBT/DNP cocrystal was found to have

an impact sensitivity close to that of DNBT. However, the density of the cocrystal

was 1.871 g/cm3, which is comparable to that of DNBT [30]. To the knowledge of the

author of this work, the detonation velocity of neither DNBT, DNP, nor the cocrystal

has been reported. Despite this, the high density of the cocrystal implies good poten-

tial as an explosive. In all cases of energetic-energetic cocrystals discussed herein, the

densities of the cocrystals have ended up in between those of the component materials.

With CL-20 cocrystals discussed so far, this has resulted in a noticeable reduction in

density, implying degradation of detonation velocity and pressure compared to that

of ε-Cl-20. In the case of the DNBT/DNP, the density of the cocrystal was compa-

rable to that of DNBT, the high-density component, which demonstrated possible

synergistic interaction of the components. The density of a cocrystal is dependent on

the available intermolecular interactions that determine the packing arrangement of

the component materials.

Another noteworthy cocrystal involving energetic heterocycle compounds is the AD-

NP/DAF cocrystal. 4-amino-3,5-dinitropyrazole (ADNP) (also known as LLM-116)
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is a relatively insensitive explosive whose synthesis was first reported in 2001 [35].

In small-scale sensitivity testing, ADNP was found to have impact and friction sen-

sitivity comparable to that of TATB [36]. The detonation velocity of LLM-116 was

measured to be 8.13 km/s, which is comparable to that of PBX 9502, a TATB-based

IHE formulation [36, 37]. However, a drawback of ADNP is its poor thermal stabil-

ity [36]. 3,4-diaminofurazan (DAF) is an energetic precursor to compounds such as

3,3’-diamino-4,4’-azoxyfurazan (DAAF) [38]. Bennion et al. reported the formation

of a cocrystal of ADNP and DAF exhibiting improved thermal stability compared to

that of ADNP [39]. The cocrystal was also observed to have a stable melt phase. In

contrast to the irreversible separation of the TNT/CL-20 cocrystal upon heating, the

ADNP/DAF cocrystal was found to revert to the cocrystal form upon cooling to room

temperature from the melt temperature of approximately 160 ◦C. No other cocrystal

reported thus far has been reported to modify thermal stability in this manner. Such

behavior enables large-scale production through melt recrystallization.

1.2.3 Cocrystal Production Methods

The production of cocrystals often involves the use of standard techniques for crys-

tallization. The conventional method for preparation of cocrystals involves dissolving

the components in a suitable solvent such that the cocrystal form precipitates out of

solution. This process is referred to as slow evaporation. If the cocrystal is more ther-

modynamically favored than the individual components, the cocrystal will precipitate

out of solution. This depends not only on the relative thermodynamic stability of

the cocrystal form but also the choice of solvent. The key requirement of a cocrys-

tal is that the component molecules must interact to form an ordered structure. A

number of characterization techniques are used to prove the formation of a cocrys-

tal. The most reliable method to prove the formation of a cocrystal is SCXRD [40].

Practitioners also commonly use infrared (IR) and Raman spectroscopies to offer ad-

ditional evidence of cocrystal formation [40]. While single crystals grown from slow
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evaporation can provide conclusive evidence of cocrystal formation, this method is

likely unsuitable for large-scale production. Therefore, production methods suited

for large-scale production is another important focus of research into cocrystals. As

is the case with cocrystal discovery, the guidance for large-scale production methods

comes from studies involving pharmaceutical cocrystals.

Etter et al. demonstrated formation of a number of nitroaniline cocrystals using

solid-state grinding [41, 42]. Friscic et al. conjectured that in solid-state grinding,

the intermolecular bonds in the component materials are broken due the forces of

grinding, resulting in formation of intermolecular bonds between the components

resulting cocrystal formation [43]. This method though may not be suitable for en-

ergetic cocrystals due to their potential to react during the grinding process.

Resonant mixing is another production method for cocrystal production. In reso-

nant mixing, a base-plate is operated at resonance to maximize energy transfer to

the mixing medium [44]. In 2014, am Ende et al. used resonant mixing to produce

a cocrystal of carbamazepine and nicotinamide (CBZ/NCT). Using this method, the

authors were able to produce 22 g of CBZ/NCT cocrystal in one hour [45]. This re-

sult showed the promise of the method of resonant mixing as a large-scale production

technique. The authors applied this technique to produce 40 g of the HMX/CL-20

cocrystal in one hour [46]. The MDNT/CL-20 cocrystal was also scaled up with this

method [47]. Hope et al. studied temperature rise during the process and found that

the bulk temperature is in the range of 45-50 ◦C, indicating that bulk temperature

rise may be within safe operating parameters for many energetic materials [48]. It

should be noted that while the bulk temperature rise was relatively modest, localized

heating due to friction can be extensive and morphologies of the particles may result

in reaction due to hotspots so appropriate care should be taken. Also, the authors

noted that large piles can trap thermal energy. In another study in 2015, Qiu et al.

demonstrated the use of aqueous suspension ball milling. In ball milling, grinding
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media are used to break up large particles. To mitigate the potential of friction-

induced reaction, Qiu et al. suspended the CL-20 and HMX in a mixture of water

and polyvinyl alcohol. Full conversion to the cocrystal form was achieved in one hour

with nanometer sized particles formed in the process [49]. The aforementioned strate-

gies of cocrystal production all involve the use of solvents and agitation to disrupt the

equilibrium such that the cocrystal conversion will occur once equilibrium is regained.

Medina et al. demonstrated the use of a solvent-free technique known as twin-screw

extrusion as a large-scale production [50]. Boksa et al. demonstrated the use of

a technique known as matrix-assisted grinding (MAG) in which the coformers em-

bedded in binder matrix are continuously converted to cocrystal once the binder is

heated to its melting temperaure [51]. Both these techniques demonstrate potentially

attractive methods for large-scale production of cocrystals and also PBXs containing

these explosives.

1.2.4 Summary

A number of energetic cocrystal systems are being studied. A unifying theme of these

studies has been to identify and leverage synergistic interactions of molecules to form

cocrystals that overcome weaknesses of the component molecules. The majority of

the cocrystal systems studied this far have been focused on overcoming drawbacks

associated with sensitivity of the component materials. Many cocrystals have been re-

ported that have high density which is indicative of their potential as high-performing

explosives. However, there remains significant characterization to be done.
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1.3 Microwave Interferometry

1.3.1 General Principles

Microwave interferometry (MI) is a well-known technique for measuring detonation

velocity and transient events such as shock-to-detonation transition. In using MI to

track surface motion, a microwave signal is transmitted to the reflective surface. The

signal reflected from the moving surface interferes with the incident or reference signal

to produce a fringe pattern. The basis of microwave interferometry is the dielectric

permittivity of materials, which relates to their propensity to experience polarization

due to electromagnetic radiation. The dielectric permittivity is commonly normalized

to the vacuum permittivity as:

εr =
ε

ε0
, (1.1)

where εr is the relative permittivity and ε0 is the permittivity of the free space or vac-

uum [52]. In this work, the permittivity will always refer to the relative permittivity.

The permittivity split into real and imaginary components is

εr = ε
′

r − jε
′′

r , (1.2)

where ε
′
r and ε

′′
r are respectively real and imaginary components of permittivity and

j =
√
−1 [52]. The imaginary component quantifies the absorption of electromagnetic

radiation [53]. The dielectric loss coefficient is defined as [52]

tan δ =
ε
′′
r

ε′r
. (1.3)

Most energetic materials have a loss coefficient of 0.01 or less, which makes them

nearly transparent to microwaves [54]. The permittivity of a mixture can be calculated

according to the Landau-Lifshitz/Looyenga relation given as

ε1/3r =
(
ε
1/3
r,A − ε

1/3
B

)
VA + ε

1/3
r,B, (1.4)

where ε
1/3
r,A and ε

1/3
B are the respective permittivities of components A and B and VA

is the volume fraction occupied by air [55]. Other mixture relations may be used
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to determine dielectric constants for porous materials [56]. Eq. (1.4) can be recast

to represent the permittivity of a granular material as a function of bulk or powder

density. This relation is

ε1/3r =
(
ε
1/3
r,TMD − 1

) ρ0
ρTMD

+ 1, (1.5)

where ρ0 is the powder density and ρTMD is the theoretical maximum density (TMD).

Throughout this work, powder density, charge density, and bulk density are used in-

terchangeably. In the context of a crystalline explosive material, the TMD is the

crystal density.

It is clear from Eq. (1.5) that permittivity is a function of density. In a shocked

porous material, the advancing shock front creates a dielectric discontinuity which

reflects microwaves [55]. If chemical reaction occurs, e.g. in detonating explosives,

the advancing shock front acts as a conductor [57]. The reflected signal is interfered

with the incident or reference microwave signal, resulting in a fringe pattern. The

velocity of the detonation front denoted by D is then calculated as:

D =
λg
2
f, (1.6)

where λg is the interference wavelength of the microwave interference signal in the ex-

plosive material and f is the frequency of the waveform. The interference wavelength

is found from

λg =
λ0√

εr − (λ0/λc)2
. (1.7)

In a circular waveguide, the lowest mode that will propagate is the TE11 is the lowest

frequency that can be propagated [54]. Knowing the speed of light in free space and

solving for wavelength using cutoff frequency yields the equation λc = 3.413R as the

cutoff wavelength for a circular wave-guide. In Eq. (1.7), λc is the cutoff wavelength,

which represents maximum wavelength can be propagated in the waveguide and λ0

is the free space wavelength. The free space wavelength is defined as λ0 = c/f , where
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F is the frequency of the microwaves generated by the source.

Cawsey et al. specified a guideline that for a circular charge geometry the frequency

of the source should be inside the range

2c

3.413d
√
εr
≤ f ≤ 2c

2.613d
√
εr
, (1.8)

where c is the speed of light, d is charge diameter, and εr is the permittivity of the

explosive. Cook et al. attributed the low quality of their results to the propagation

of multiple modes in their charges. Using Cawsey’s criterion, it is evident that the

source frequency was significantly outside the limit at which the second mode would

be propagated within the waveguide [54,58]. The frequency term in Eq. (1.6) can be

found by peak-picking, which is a simple method of determining detonation velocity

from an MI waveform. However, this technique offers poor spatial resolution since

the number of velocity points obtainable from MI data is limited to the number of

successive peaks in the waveform.

Strand et al. demonstrated the use of phase angle to obtain greater spatial reso-

lution. In their study, they used a microwave network analyzer to obtain the phase

angle and related this to velocity using the relation:

v(t) =
λg
4π

dφ

dt
, (1.9)

where φ(t) is the phase velocity [59].

1.3.2 Literature Review of MI

Cook et al. represents one of the earliest reported uses of microwave interferometry

as a detonation diagnostic. The authors used a free-field 9.4 GHz microwave source

in a Michelson interferometer configuration to measure detonation velocities of 5 cm

charges [58]. In their study, Cook et al. interpreted their results as a Doppler shift

being applied to the incident microwave signal as a result of the propagating det-
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onation front [58]. Cawsey et al. also used microwave interferometry to measure

the detonation velocity of an explosive [54]. The basic guidelines for fielding MI in

detonation experiments are outlined in Cawsey et al. They also demonstrated the

use of MI for tracking run distance to detonation, which shows potential for tracking

time-dependent detonation phenomena. Additionally, Cawsey et al. discussed the

sensitivity of MI to density gradients.

MI has also been used for measuring propellant burn rates. As mentioned above,

Strand et al. achieved improved spatial resolution with microwave interferometry on

propellants. Strand et al. used the phase shift method from a previous publication

to demonstrate the application of microwave interferometry to analyzing oscillatory

combustion behavior in solid propellants [60].

McCall et al. incorporated a quadrature mixer into an MI system and used this

to obtain the instantaneous phase. The quadrature mixer yielded two waveforms

that had a 90◦ phase offset from one another. As a result, the two waveforms S1 and

S2 could be written as

S1 = A1(t) sin(φ(t)) (1.10)

and

S2 = A2(t) cos(φ(t)). (1.11)

where A1 and A2 represented the respective time-varying amplitudes of the two signals

[61]. McCall et al. observed that if A1 and A2 were equal, the phase could be

calculated as

φ = tan−1
(
S2

S1

)
. (1.12)

McCall et al. also showed that the calculated position of the detonation front ob-

tained using their method agreed with data obtained from time-of-arrival pins but
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with superior spatial resolution [61]. Furthermore, the position data agreed with that

obtained with a streak camera. This result was significant in that it demonstrated

the ability of MI to yield comparable results to that of a streak camera, showing its

versatility particularly in experiments where optical access was not possible.

A major question of MI was the cause of the reflectivity of microwaves both in

condensed phase detonation and propellant deflagration. Early work theorized that

ionization or plasma in the shock front caused these reflections [58]. Essentially, the

shock or reaction front acts as a conductor which reflects microwaves. Anicin et al.

examined interference waveforms from burning polyurethane strand and found that

the amplitudes were below what would be expected of microwave reflecting off of a

conductive surface which led them to conclude that the reflection was due to changing

dielectric properties at the solid-gas interface [62]. The authors also concluded that

ionization in shock fronts was not the cause of microwave reflections seen in detona-

tion experiments. However, Glancy et al. analyzed shock compaction of an energetic

material using microwave interferometry, continuing previous work with inert materi-

als and found that compression alone of the powder could not account for the increase

in microwave reflections and concluded that ionization was also contributing [57]. The

authors inferred the from the microwave amplitudes that during buildup to detona-

tion, ionization was concentrated in local regions in hot spots and the distribution of

ions or plasma became uniform once detonation was steady [57]. This confirms con-

clusions of other researchers that shock-to-detonation and deflagration-to-detonation

transition is highly dependent on energy localization [63].

As mentioned previously, the incorporation of a quadrature mixer to yield a second

phase-shifted channel represented a significant improvement in the spatial resolution

that could be achieved with MI. The majority of work with microwave interferometry

however has been directed towards using it to study other phenomena besides steady

detonation (e.g. buildup to detonation) and fielding higher-frequency interferometers.
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Cawsey et al. demonstrated the possibility of tracking run distance to detonation

with MI [54]. Rae et al. fielded a free-field interferometer to measure detonation

velocity and run-to-detonation distance. In their study, the authors used a high-gain

horn that was at a standoff distance from the explosive, allowing for unperturbed

interrogation of the detonation event [64]. They obtained a position-time plot using

the quadrature analysis method that showed steady behavior from the start of the

detonation event in the sample charge [64]. The presence of the aluminum foil be-

tween the PBX 9501 booster and test sample along with the polytetrafluoroethylene

(PTFE) plate at the end of the charge enabled accurate identification of the start and

end of the detonation event in the sample [64]. Taking the integral of Eq. (1.9) with

respect to time over the time interval of the detonation event and setting this equal

to known charge length, the authors calculated the dielectric permittivity to be 3.84,

which was comparable to a value of 3.52 measured at 24 GHz for PBX 9404, another

HMX-based explosive [64]. From their data, the authors calculated the detonation

velocity of PBX 9501 to be 8.68 ± 0.01 km/s, which was comparable to the velocity

predicted by CHEETAH v6.0, which was 8.71 km/s [64]. The authors’ result was also

significant because instead of using a measured permittivity, the authors determined

permittivity from the measurement data. It should be noted however that the au-

thors’ charge diameter was outside the frequency limits determined using Cawsey et

al. though this did not appear to compromise the quality of the authors’ data. [54,64].

Tringe et al. also used MI to characterize shock-to-detonation transition (SDT)

and in addition deflagration-to-detonation transition (DDT) [56]. In their SDT ex-

periments, the authors observed that the MI signal amplitude increased and then

decreased shortly before transition to detonation, which was indicative of hot spot

growth [56, 63]. This result was in agreement with the findings of Glancy et al. [57].

In both cases, MI overestimated the shock velocity relative to time-of arrival gauges

fielded for both experiments (ionization pins for DDT and manganin gauges for SDT)
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which is attributable to inaccuracy in determination of the dielectric constant [56].

Luther et al. used MI to measure shock and particle velocities in Teflon [65]. While

the results were preliminary as noted by the authors, the authors’ work demonstrated

the possibility of using MI for such a measurement [65]. Belskii et al. performed sim-

ilar experiments and also demonstrated the use of MI to analyze plate impact by a

detonation wave [66]. A major question with using MI for measuring particle veloci-

ties is the time resolution that could be obtained with this measurement.

Various researchers have demonstrated the use of MI to observe and analyze transient

phenomena relevant to detonation including SDT and detonation buildup. MI has

also been used to study detonation failure, particularly for non-ideal explosives (e.g.

ammonium nitrate based explosives). The longer reaction zone lengths character-

istic of non-ideal explosives coupled with weaker shock fronts makes application of

MI challenging for this type of application [67, 68]. In experiments with mixtures of

ammonium nitrate and mineral oil, Janesheski et al. used MI with the quadrature

analysis method for measuring detonation velocity and obtaining shock front posi-

tion [67]. However, the relative error in the position calculation was 2-5%. Kittell et

al. compared the results of quadrature analysis and time frequency analysis on low-

quality MI data from a non-ideal explosive and concluded that that because of their

superior resolution, time frequency analysis methods were better suited for capturing

transient events within these types of detonation experiments [68].

A 35 GHz custom microwave interferometer was constructed for characterizing det-

onation in non-ideal explosives [67]. Because it was readily available, this diagnostic

was fielded for measuring detonation velocities of cocrystals and their corresponding

physical mixtures, the results of which are presented in this work. The system is a

heterodyne microwave interferometer in which a 27 GHz and 8 GHz signal are com-

bined using a combination of mixers, circulators, filters, etc. to produce a 35 GHz

signal. The quadrature mixer produces a signal phase-shifted by 90◦. The in-phase
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and quadrature signals are independently interfered with the reflected signal, yielding

two output signals.

1.4 Detonation Dynamics

A detonation wave is a self-sustaining, steadily propagating shock-wave whose en-

ergy comes from chemical reactions initiated by compression due to detonation prod-

ucts [69]. In the context of condensed phase explosives, the detonation front travels

at a velocity of several kilometers per second. Detonation events happen over fast

timescales, on the order of microseconds.

Detonations are analyzed using the Rankine-Hugoniot (R-H) jump equations [69,70].

An idealized detonation front is shown in ??. The shock front is assumed to be pla-

nar and one-dimensional. The R-H equations are the conservation equations written

u

P
ρ

E

u0
P0

ρ0
E0

D

across the shock front [70]. The detonation front is analyzed from a shock-attached

reference frame as shown in Fig. 1.7. In this frame, the un-reacted material prop-

agates into the discontinuity at velocity u0 − D and exits at velocity u − D. The

velocity of the unreacted material is zero.
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Figure 1.7. Detonation front diagram with shock-attached reference frame.

The equation for conservation of mass is [69]:

ρ0D = ρ(D − u), (1.13)

where ρ0 is unreacted material density, u is the particle velocity of the shock products,

D is the shocked velocity, and ρ is the density of the shocked material. The equation

for conservation of momentum is:

ρ(D − u)2 − ρ0D2 = P0 − P. (1.14)

Using Eq. (1.13), Eq. (1.14) reduces to:

ρ0uD = P − P0. (1.15)

Conservation of energy across the shock front is

ρ0D

[
(E − E0) +

1

2
[(D − u)2 +D2]

]
= P0D − P (D − u). (1.16)

From Eq. (1.13), it can be seen that

u = D

(
1− ρ0

ρ

)
, (1.17)

which implies that the particle velocity of the shocked products cannot exceed the

velocity of the shock front. Using Eq. (1.17), u is substituted into the momentum

and energy balances. The momentum balance becomes

ρ0D
2

(
1− ρ0

ρ

)
= P − P0. (1.18)
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The energy balance becomes

E − E0 =
1

2
(P + P0)(v0 − v), (1.19)

where v represent specific volume, the reciprocal of density [69]. Beginning at an

initial state, defined by the appropriate state variables, e.g. p0 and ρ0, Eq. (1.18)

represents the locus of post-shock states (pressure and specific volume) for which

the equations of mass and momentum are satisfied. Eq. (1.19) specifies locus of

post-shock states for which conservation of energy is satisfied, which is known as the

Hugoniot. The reactant and product Hugoniot curves are shown in Fig. 1.8. In the

Figure 1.8. Product and reactant Hugoniot curves.

context of detonation, the reaction zone is the space between the post-shock state of

the reactants denoted by point 2 in Fig. 1.8 and the point of tangency between the

Rayleigh line and the product Hugoniot. Eqs. (1.13) to (1.16) are not sufficient to

compute the detonation velocity. The Chapman-Jouguet (C-J) condition states that
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the detonation velocity is the sum of the local speed of sound and particle velocity [71].

The C-J isentrope is derived from the equation of state of the products. At the

C-J point, the Hugoniot and the C-J isentrope have the same derivative, meaning the

Rayleigh line is tangent to both [71].

The simplest theory of detonation, known as C-J detonation, assumes that the re-

actants convert to the products instantaneously, implying that the reaction zone has

zero thickness. At the C-J point, chemical and thermodynamic equilibrium are at-

tained.

Given a fundamental thermodynamic relation of the form E(V, S), where E is in-

ternal energy, V is volume, S is entropy, equations of state (EOS) are defined as

partial derivatives of the fundamental relations. For example, pressure is defined

as [70]

∂E

∂V S
= −p. (1.20)

Given the Gibbs free energy of a system of the form G(T, p, n), the chemical potential

µi is defined as

µi =
∂G

∂ni
(1.21)

Attaining chemical equilibrium is equivalent to minimizing the Gibbs free energy

function, which states that [72]

dG =
∑

µi dni = 0. (1.22)

Thermochemical codes for predicting C-J detonation properties compute the equilib-

rium state by solving Eq. (1.22). Using the computed equilibrium state, the code uses

the equation of state to obtain the C-J isentrope. A number of equations of state have
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been developed. One of the earliest equations of state was the Becker-Kistiakowsky-

Wilson (BKW) EOS, an empirical relationship of the form

pV

nRT
= 1 + xeβx, (1.23)

where x and β are empirically determined parameters [73]. A drawback of the BKW

EOS is that it fails to account for attractive forces between gaseous molecules. The

Jacobs-Cowperthwaite-Zwisler (JCZ) EOS is a more sophisticated EOS that accounts

for intermolecular interactions of the gaseous detonation products [74]. Predictions

of detonation properties in a thermochemical code known as CHEETAH make use of

primarily the JCZ EOS. In this work, the JCZ EOS was used for CHEETAH calcu-

lations unless specified otherwise.

Using a suitable equation of state along with the conservation laws, one can arrive at

the C-J state and compute detonation velocity, pressure, temperature etc. as is done

with thermochemical codes. As an alternative, however, one can predict detonation

properties by looking at the relative effects that various properties of the explosive

have. It has long been known that the relationship between detonation velocity and

loading density for a given explosive can be represented quite accurately as a linear

relationship of the form [75,76]

D = a1 + a2ρ0, (1.24)

where A and B are constants. Having performed thermochemical predictions for

various explosives in a range of loading densities using a code known as RUBY,

Kamlet et al. identified the product composition and heat release in addition to

density as the three key factors that have the most pronounced effect on detonation

velocity [76]. A phenomenological scaling relationship of the form

ξ = NM1/2Q1/2 (1.25)
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was derived where N is the number of moles of gas produced per kilogram of explosive,

M is the average molecular weight of the gaseous products in g/mol, and Q is the

heat of detonation in cal/g. The heat of detonation is defined as

Q =
(∑

∆H
◦

f

)
products

−
(∑

∆H
◦

f

)
reactants

, (1.26)

where ∆H
◦

f is the heat of formation. Using Eqs. (1.25) to (1.26), Eq. (1.24) was

rewritten as

D = Aξ1/2(1 +Bρ0), (1.27)

where A and B were empirically determined to be 1.01 and 1.3, respectively [76].

From Eq. (1.27), it can be seen that the most dominant parameter affecting detona-

tion velocity is the loading density. This result supports the general trend observed

for explosives that denser explosives typically have higher detonation velocities. How-

ever, the presence of other terms that affect detonation velocity can explain observed

differences for two energetic materials of comparable loading density. For example,

HMX at a loading density of 1.89 g/cm3 detonates at 9.11 km/s while TATB at a

loading density of 1.86 g/cm3 detonates at 7.62 km/s, a difference of about 20% [77].

Using Eqs. (1.26) to (1.27) with enthalpy of formation data from [77] and assumed

detonation products of the form shown in Eq. (1.28) [76],

CaHbNcOd →
(

1

2
c

)
N2 +

(
1

2
b

)
H2O +

(
1

2
d− 1

4
b

)
CO2 +

(
a− 1

2
d+

1

4
b

)
C

(1.28)

HMX is predicted to have a detonation velocity that is about 27% greater than that

of TATB. While the predicted difference is higher than the measured difference, the

measured and predicted differences are qualitatively similar. Since loading densities

are relatively close, the difference is attributable to the superior oxygen balance and

higher heat of formation for HMX. In this manner, the contribution of properties

affecting detonation can be seen.
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An improvement over the classical model of detonation is the Zeldovich-von Neumann-

Doering (ZND) model, the advancing shock front first compresses the unreacted ex-

plosive to the von Neumann spike state [11]. Chemical reactions occur after this

state is attained, with the products expanding to the C-J state. Essentially, the ZND

model permits reaction kinetics, resulting in a finite reaction zone thickness. How-

ever, throughout this work, only the classical model of detonation is applied.
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2. EXPERIMENTAL METHODS

2.1 Sample Preparation

In this work, the detonation velocities of cocrystals and corresponding physical mix-

tures were compared at the same loading density. It is well-known that minimization

of density gradients is critical to obtaining high-quality MI data. It was therefore

decided to press all sample materials incrementally to a loading density of 1.4 g/cm3

as an additional measure to avoid density gradients.

A cutaway view of the test samples is shown in Fig. 2.1.

Figure 2.1. Cutaway view of test samples.
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In order to initiate the sample material to a steady detonation velocity over a min-

imal distance, a booster charge of neat HMX, Grade B, Class 3 was to pressed to

nominally 85% TMD in the first 25.4 mm of the confiner. The booster was pressed

in two increments using 12.7 mm aluminum spacers machined to a tolerance of 25.4

µm. For the ADNP/DAF cocrystal shots, PBX 9501 pressed to 90% TMD was used

as the booster material.

A piece of 25 µm foil was pressed into the confiner on top of the booster charge

in order to delineate the start of the detonation of sample material on the MI wave-

form. The sample material was pressed in six increments using aluminum spacers

machined to a height of 4.24 ± 0.025 µm. To minimize the uncertainty in diame-

ter, precision ground stainless steel tubes from McMaster-Carr (6100K148) having an

inner diameter of 6.52 mm and wall thickness of 0.71 mm were used. These tubes

were measured using gage pins accurate to 25 µm. The confiners were machined to

a height of 57.15 ± 0.025 mm. A picture of the confiners used in this work is shown

in Fig. 2.2. An analysis of measurement uncertainty will be presented in detail in a

later section.

Figure 2.2. Stainless steel confiner.
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The HMX/CL-20 and MDNT/CL-20 cocrystal were both provided by Picatinny Ar-

senal and were prepared using the resonant mixing method [46,47]. The orthorhombic

CL-20/HP solvate was prepared by dissolving CL-20 in acetonitrile and precipitating

the solvate form using hydrogen peroxide (>95% purity). The synthesis of the CL-

20/HP solvate was done in collaboration with Dr. Jonathan C. Bennion (formerly at

University of Michigan, now at Army Research Laboratory) and Ren Wiscons (Uni-

versity of Michigan).

The ADNP was prepared by Ren Wiscons and Rosalyn Kent (University of Michigan)

and was synthesized according to the method described in Klapotke et al. [78] which

is briefly described herein. The starting material is 4-chloropyrazole. A nitration

reaction with 65% oleum adds two nitro groups to the pyrazole ring. An amination

reaction is then performed to substitute the chlorine atom with an amino group. The

3,4-diaminofurazan (DAF) (97% purity) was purchased from Sigma Aldrich and used

as is. The ADNP/DAF cocrystal was prepared by adding ADNP and DAF in equal

molar amounts to a glass vial and then shaking the vial on an orbital shaker for

several days.

2.2 Detonation Experiment

A diagram of the detonation experiment is shown in Fig. 2.3. A Teledyne RISI RP-

502 Exploding Bridgewire (EBW) detonator is initiated using a capacitive discharge

unit (CDU). A 6.35 mm (1/4 in.) polytetrafluoroethylene (PTFE) rod is inserted

into the confiner such that it is in contact with the sample material. The other end

of the rod is inserted into a WR-28 waveguide on the 35 GHz microwave interferom-

eter. The in-phase and quadrature channels on the MI are connected to the first two

channels on a Tektronix DPO4034 oscilloscope. A fiber optic cable is inserted at the
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Figure 2.3. Diagram of detonation experiment.

junction of the charge and the EBW. This fiber optic cable is connected to a Thorlabs

DET10A photodetector. This is connected to the third channel on the oscilloscope

and is used to trigger the shot.

For the ADNP/DAF experiments, a linear current sensor (Honeywell CSLA1DJ) was

used in lieu of a fiber optic probe as the trigger signal for the oscilloscope. The current

sensor detected the change in current from discharging the capacitor in the CDU. In

this configuration, the fiber optic cable was used to track detonator breakout.

2.3 Bomb Calorimetry

For the HMX/CL-20 and MDNT/CL-20 cocrystals, which were provided by Picatinny

Arsenal, bomb calorimetry experiments were performed at Picatinny Arsenal using a

Parr Instruments Calorimetric Thermometer 6772 and Semimicro Calorimeter 6725

with a 1109A Semi-Micro Oxygen Bomb. The calorimeter was calibrated using a

benzoic acid standard in order to determine the heating value of the calorimeter. The

nominal amount of material used for each measurement was 0.1 g.
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Bomb calorimetry experiments were performed on the CL-20/HP solvate at Pur-

due University using a Parr 1281 bomb calorimeter. The samples were nominally 0.3

g. No spike was used. No correction for nitric acid was made in the gross heat of

combustion calculations. Using the gross heat of combustion and temperature from

the calorimetry measurement, the enthalpy of combustion in kJ/mol denoted as ∆Hc

is defined as:

∆Hc = −
(
Mu(4.186× 10−3) + ∆nRT

)
, (2.1)

where M is the molecular weight, u is the gross heat of combustion in cal/g measured

by the bomb calorimeter, ∆n is the net moles of gas produced, R is the universal gas

constant in J/kg mol and T is temperature.

For a CHNO explosive with the formula CxHyNzOw undergoing complete combus-

tion, the net moles of gas produced ∆n is:

∆n = −y
4

+
z

2
+
w

2
. (2.2)

The enthalpy of formation denoted as ∆H
◦

f is computed as:

∆H
◦

f =
y

2
∆H

◦

f,H2O(l) + x∆H
◦

f,TCO2
−∆Hc. (2.3)

A table showing materials used and other information such as TMD, relative permit-

tivity etc. is shown in Table 2.1.

2.4 Analysis Methods

A sample interference waveform is shown in Fig. 2.4 with the in-phase and quadrature

signals denoted as CH1 and CH2, respectively. To analyze the shot, the first step was
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Table 2.1. Material data .

TMD ∆H
◦

f

Material (g/cm3) (kJ/mol) Notes

HMX 1.905 75 [1]

CL-20 2.044 377 [16]

CL-20/HP Solvate 2.033 748 [79]

HMX/CL-20 CC 1.945 928 ARDEC/Picatinny

HMX/CL-20 PM 2.007 829 Calc.

MDNT/CL-20 CC 1.883 1025.19 ARDEC/Picatinny

MDNT/CL-20 PM 1.929 499 Calc.

ADNP 1.9 -0.837 [36]

DAF 1.61 72 [80]

ADNP/DAF CC 1.698 71.2 Calc.

Figure 2.4. Unfiltered data from microwave interferometer.
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to identify the start and end times for the detonation event. This was done by fitting

a function of the form:

V (t) = A(t) sin(2πft+ Φ) + c, (2.4)

where V (t) is the value of the signal at time t and A(t) is the amplitude at time t.

The parameters f , φ and c are adjusted to fit the data. First, an initial estimate

was made for the start and end times of the detonation event. The portion of the

interference waveform falling within this time window was selected. A second-order

Butterworth low-pass filter was then applied to the data. The two signals were then

normalized such that the amplitudes were between [−1, 1].

For the HMX and MDNT/CL-20 cocrystal shots, A(t) was taken to be a constant.

The Levenberg-Marquardt (LM) algorithm was then applied to determine the fitting

parameters that would best fit the data.

For the HMX/CL-20, CL-20/HP solvate and ADNP/DAF shots, A(t) was taken

to be an exponential function of the form aebt, such that Eq. (2.4) can be written as:

V (t) = ae−bt sin (2πft+ Φ) + c. (2.5)

To improve the efficiency of the curve-fit routine, the LM algorithm was used only to

find a and Φ. To calculate b, first

ln

[
V (ti+1)− V (ti)

ti+1 − ti

]
(2.6)

was calculated, where V (ti+1) and V (ti) the amplitudes of two successive peaks with

ti+1 and ti being the times corresponding to the peaks. The value of b was taken as

the average of the values found with this expression. The value of f was taken to be

the average frequency determined by peak-picking. The value of c was taken as the

average value of the signal after normalizing.
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Figure 2.5. Sample curve-fit to filtered and normalized data.

A curve-fit obtained according Eq. (2.4) overlaid with the filtered and normalized

data forn HMX detonation test is shown in Fig. 2.5. It can be seen in Fig. 2.5 that

there is a point at which the beginning of the waveform matches the fitted sinusoid

and likewise, there is a point on waveform at which the signal diverges from the fitted

sinusoid. A range of possible values for both the beginning and end of the waveform

was identified. The start time and end times were taken to be the values within

the selected ranges that were below the threshold deviation. A similar process was

followed for the quadrature signal. The averaged start time and averaged end time

between the in-phase and quadrature signals was computed and used as the estimate

of the time range of the detonation event.

After cutting the waveform based on the estimated start and end-times of the deto-

nation event, a light second-order high-pass Butterworth filter was applied to remove

any DC offset. A second-order low-pass Butterworth filter was then applied in order

to attenuate high-frequency noise.
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With an ideal quadrature detector system, the gain in the in-phase and quadra-

ture signals would both be unity. The waveform is then normalized by performing

the operation

Vn(t) =
1

Vf,max

(
Vf (t)− V̄f

)
, (2.7)

where Vn(t) represents the normalized signal, Vf,max represents the maximum value of

the filtered signal and V̄f represents the mean value of the filtered signal V (t). The

result of performing the operation described in Eq. (2.7) is shown in Fig. 2.6. It can

be seen that normalization with a single parameter according to Eq. (2.7) will not

yield a signal with constant amplitudes. The effects of unequal signal gain and zero

offset remain in the waveform. The waveform shown in Fig. 2.6 has the additional

effect of decreasing signal loss as the shock front reaches the signal source although

this effect is a characteristic of the sample material rather than an imperfection of

quadrature interferometers.

To mitigate the effect of unequal signal gain, a Hilbert transform is first applied

to the two normalized signals. The Hilbert transform is a linear operator that gen-

erates an orthogonal complement to a given signal [81]. The original signal and its

harmonic conjugate, which is orthogonal to the original signal, form the real and

imaginary parts of the transformed signal such that the absolute value of the trans-

formed signal gives the envelope function of the original signal. Each point in the

normalized waveform is re-normalized to the envelope function.

After the above normalization, additional nonidealities remain in the data due to

channel nonorthogonality and zero offset [82]. The combined effect of these nonide-

alities can be modeled as translation, distortion, and rotation of a unit circle [82].

A Lissajous curve of the raw quadrature data would show up as a distorted ellipse.

The Lissajous curve of a shot with HMX is shown in Fig. 2.7 wherein the in-phase

signal is plotted on the x-axis and the quadrature signal is plotted on the y-axis. The
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Figure 2.6. Filtered waveform normalized according to Eq. (2.7).

equation of the ellipse isV1
V2

 = Q(α)

a 0

0 b

V1c
V2c

+

zx
zy

 , (2.8)

where Q(α) represents the rotation matrix as a function of angle α, a and b are

respectively the major and major axes of the ellipse, V1c and V2c are the corrected

signals, and zx and zy are the coordinates of the center of the ellipse [83]. The

parameters α, a, b, zx, and zy are obtained by fitting the waveform data (V1 and V2)

to an ellipse described by the equation [68,83]x
y

 = Q(α)

a 0

0 b

cos θ

sin θ

+

zx
zy

 . (2.9)
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Figure 2.7. Lissajous curve of MI waveform data after normalization to envelope function.

After substituting the parameters to fit the data to an ellipse, Eq. (2.8) is solved for

[V1c;V2c] to obtain the corrected signals.The amplitudes were then normalized between

[−1, 1]. The Lissajous curve after correcting the signals according to Eqs. (2.8) to (2.9)

is shown in Fig. 2.8 For all shots presented in this work, the quadrature method was

used to determine the detonation velocity. The instantaneous phase was calculated

as:

φ(t) = tan−1
(
V2c(t)

V1c(t)

)
, (2.10)

where V2 is the in-phase signal and V1 is the quadrature signal. The corrected quadra-

ture signals obtained using Eqs. (2.8) to (2.9) were used to compute the instantaneous

phase. A phase unwrapping algorithm is then applied to this data to yield the in-
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Figure 2.8. Lissajous curve of MI data after correction.

stantaneous phase. From the instantaneous phase, the detonation velocity is defined

as [68]

v(t) =
λg
4π

dφ

dt
. (2.11)

Defining v(t) in Eq. (2.11) as dx/ dt and integrating both sides over the entire wave-

form yields position as a function of time given as

x(t) =
λg
4π
φ(t). (2.12)

If a measured value for εr was available, this value was used to determine the in-

terference wavelength using Eq. (1.7). The measured permittivities were determined

according to the process outlined in Daily et al. [84]. Measured permittivities were

available for HMX, CL-20, and the HMX/CL-20 cocrystal. The HMX/CL-20 cocrys-

tal permittivity was measured by Prof. Lori J. Groven at South Dakota School of



42

Mines and Technology. For materials where a measured value for εr was not avail-

able, Eq. (2.12) was recast to solve for the interference wavelength. The integral of

Eq. (2.11) over the duration of the detonation event was set equal to the charge length

with the start of the detonation event taken to be t = 0. The resulting expression

was

L =
λg
4φ

∫ tf

ti

φ(t) dt, (2.13)

which was solved for λg.
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3. RESULTS

3.1 Uncertainty Analysis

In a cocrystal and its corresponding physical mixture, the same molecules are present.

Therefore, one would expect the difference in detonation velocity between a cocrystal

and its physical mixture to be small. An understanding of smallest velocity differ-

ence resolvable with this experimental technique is necessary in order to determine

whether an observed difference can be attributed to sources of stored energy in the

cocrystal other than the intramolecular bonds.

Given a measured quantity W defined as fuction of parameters X1, X2, · · ·Xn, W =

fcn(X1, X2, · · ·Xn), the overall measurement uncertainty in W is defined as:

∆W

W
=

√√√√ n∑
i=0

(
∂W

∂Xi

∆Xi

W

)2

. (3.1)

The position of the detonation front is defined according to Eq. (2.12) as

x(t) =
λg
4π
φ(t), (3.2)

where x(t) is the position of the detonation front as a function of time. The terms

λg and φ(t) are respectively the material wavelength and the instantaneous phase, as

described previously in Eq. (1.7) and Eq. (2.10).

Therefore, the uncertainty in detonation front position is

∆x

x
=

√(
∆λg
λg

)2

+

(
∆φ

φ

)2

. (3.3)

In Eq. (3.3), the term ∆φ was taken to be the phase error of the quadrature mixer in

the MI. This was calculated by first constructing a plot of calculated phase as a func-

tion of time for the normalized MI signals (using a single normalization parameter)
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Figure 3.1. Calculated phase as a function of time using original and corrected signals.

and a similar plot using the corrected MI signals calculated according to Eqs. (2.8)

to (2.9). A sample plot is shown in Fig. 3.1. It can be seen that the two lines are

parallel to one another. The phase error is taken to be the mean difference in phase

calculated for the two plots. The uncertainty in interference wavelength λg is:

∆λg
λg

=

√√√√((λg
λc

)2
∆λc
λc

)2

+

((
λg
λ0

)2
∆εr

2

)2

. (3.4)

The cutoff wavelength for a circular waveguide λc is given by the expression λc =

3.413 = 1.707dR [54]. Applying Eq. (3.1) to this expression yields ∆λc/λc = ∆d/d.

The term ∆εr is given as:

∆εr =
√
a2 + b2, (3.5)

where

a = 3
(
ε1/3r − 1

)
ε2/3r

∆ρ0
ρ0

(3.6)

and

b = ε2/3r

[(
ε1/3r − 1

) ρTMD

ρ0
+ 1

]−2
∆εr,TMD. (3.7)
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The uncertainty in charge density denoted by ∆ρ0/ρ0 is:

∆ρ0
ρ0

=

√(
∆l

l

)2

+

(
2∆d

d

)2

+

(
∆m

m

)2

. (3.8)

It can be seen from Eq. (3.8) that the uncertainty in diameter is a major contributor

to uncertainty in charge density since the quantity ∆d/d is multiplied by two.

A table of values used in Eqs. (3.3) to (3.8) is shown in Table 3.1. The average

theoretical maximum density (TMD) for the analysis used in this work was assumed

to be about 1.9 g/cm3. The value for relative permittivity was taken to be 3.5 since

this number was close to the permittivities for materials used in this work that had

available data. Using the average TMD and relative permittivity, the material wave-

length λg was calculated to be 5.99 mm.

The phase error was taken to be about 0.44 radians. The detonation front trav-

els a distance equal to λg/2 between two successive fringes. Knowing the total length

of the charge denoted by L, the total phase can be calculated as

φ =
2πL

λg/2
. (3.9)

Using the values given in Table 3.1, the total phase is 53.5 radians.

Using Eqs. (3.3) to (3.8), the uncertainty in position given in Eq. (3.3) was calculated

to be about 1.51%. Multiplying ∆x/x by total charge length L (25.5 mm), the un-

certainty in position is approximately 0.384 mm. From CHEETAH calculations on

HMX, CL-20, and other materials, the detonation velocity was assumed to be about

7.5 km/s. For a nominal detonation velocity of 7.5 km/s, the time to cover the entire

charge length L is calculated to be about 3.4 µs using the equation

t =
D

L
, (3.10)
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Table 3.1. Values used in uncertainty analysis.

Quantity Value Unit

∆l 25.4 µm

∆d 25.4 µm

∆m 0.006 mg

∆εr 0.05

∆φ 0.44 rad

l 4.23 mm

d 6.52 mm

m 1.2 g

εr,TMD 3.5

ρTMD 1.9 g/cm3

ρ0 1.4 g/cm3

φ 53.4 rad

λg 5.99 mm
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where D is the detonation velocity. The uncertainty in detonation velocity can be

calculated as

∆D

D
=

∆x/t

D
, (3.11)

where ∆x is the uncertainty in position and t is the nominal time taken for the

detonation front to cover the charge length at a detonation speed of about 7.5 km/s.

The uncertainty in the detonation velocity computed using Eq. (3.11) is about 108

m/s.

3.2 Experimental Method Validation

HMX shots were first performed to validate the experimental method and also the

method used for determining the interference wavelength. Five test samples were

prepared with HMX with an average charge density of 1.405±0.016 g/cm3. It can be

seen in Fig. 3.2 that the position-time curve is linear in all cases, indicating that the

detonation wave was steady from the start. This indicated that the booster charge

was chosen appropriately to achieve prompt initiation of the sample to a detonation.

For each plot, a linear function of the form

x(t) = at+ b (3.12)

was fit to the position-time data where a and b are constants in units of mm/µs and

x(t) is the position in mm. The calculated value for a for each test sample was taken

to be the detonation velocity. The standard error for the slope of a linear regression

of the form shown in Eq. (3.12) is given by the equation

se =

√√√√√√√√√
1

n−2

n∑
i=1

(xi − x̂i)2

n∑
i=1

(t− t̄)2
, (3.13)

where x̂i represents the predicted position according to Eq. (3.12) and xi represents

the position obtained from Eq. (2.12). In the denominator in Eq. (3.13), t represents
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the time (independent variable) and t̄ represents the average of the independent vari-

able. The 95% confidence intervals (defined as 1.96se) for all detonation velocities for

HMX obtained with Eq. (3.12) were less than 20 m/s. This result demonstrated that

treating the entire detonation event as steady was a reasonable assumption. For an

Figure 3.2. Position vs. time plots for HMX detonation tests.

average charge density of 1.405± 0.016 g/cm3, the detonation velocity for HMX was

found to be 7.14± 0.067 km/s, where ±0.067 km/s represents the standard deviation

of detonation velocity. The velocities were compared to CHEETAH using the JCZ

equation of state and was found to be a complete 7.34 km/s, which is about 2.9 per-

cent different from the measured detonation velocity. Two measurements for HMX

detonated in a 25 mm diameter charge at a powder density of 1.4 g/cm3 were reported

to be 7.2 km/s and 7.3 km/s [85,86]. The detonation velocity at a number of different
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powder densities was determined using CHEETAH and the resulting relationship was

of the form

D = aρ0 + b, (3.14)

where a and b are fitting constants and ρ0 is the powder density. It was assumed that

the slope of measured detonation velocities versus charge density would be the same as

the value of a in Eq. (3.14). Using this relationship, the detonation velocity adjusted

to a density of 1.4 g/cm3 was determined for each test sample. In this manner, it

was possible to adjust for the effect on detonation velocity of small sample-to-sample

variation in pressing density. The unadjusted and adjusted detonation velocities along

with comparisons to CHEETAH are shown in Table 3.2. In Table 3.2, the column

denoted as (Est.) is the detonation speed determined as

D =
L

tf − ti
, (3.15)

where ti and tf respectively denote the start and end times of the detonation event

and L is the total length of the sample charge (excluding the booster). The columns

labeled (Meas.) and (Meas., dyn.) denote detonation velocities determined according

to Eq. (2.12) and Eq. (3.12), except in the latter case (i.e. (Meas., dyn.) column, the

material wavelength is determined dynamically according to Eq. (2.13). The column

labeled (CHEETAH) is for detonation velocities obtained in CHEETAH v7.0 using

the JCZ EOS. The column labeled (Adj.) is the density-adjusted detonation velocity

obtained using Eq. (1.24). The detonation velocity adjusted to a powder density of

1.4 g/cm3 was found to be 7.14 km/s, indicating that adjusting for density effects

had little effect on the mean detonation velocity. However, this reduced the standard

deviation from 0.070 km/s to 0.012 km/s, indicating that the majority of the shot-

to-shot variation was attributable to density variation.

The total error can be defined as

δ =
√
σ2 + (∆D)2, (3.16)
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Table 3.2. Measured HMX detonation velocities.

ρ0 D (km/s)

Shot (g/cm3) (Est.) (Meas.) (Meas., dyn.) (CHEETAH) (Adj.)

1 1.377 6.79 7.02 6.92 7.27 7.12

2 1.406 7.1 7.14 7.02 7.37 7.14

3 1.414 6.96 7.16 7.04 7.39 7.13

4 1.413 7.06 7.18 7.04 7.39 7.15

5 1.416 7.12 7.18 7.09 7.41 7.14

where δ is total error, σ is shot-to-shot variation in detonation velocity or standard

deviation, and ∆D is uncertainty in detonation velocity, i.e. measurement uncer-

tainty calculated previously. Using this equation, the total error was estimated to be

109 m/s.

As mentioned previously, an alternative to the determining interference wavelength

from measured permittivity is to use a dynamically determined wavelength. The ef-

fect on measurement error of calculating detonation velocity this way was examined

to determine the accuracy achievable with this technique. From Table 3.2, the stan-

dard deviation in detonation velocity using the dynamically calibrated wavelength is

168 m/s. Density-correcting to 1.4 g/cm3 reduces the standard deviation to 110 m/s.

It should also be noted that the waveform data in the first shot was of poorer quality

than the remaining shots. With the wavelengths shown in Table 3.2, the average per-

cent difference between the dynamically calculated wavelength and the wavelength

calculated with measured permittivity was less than 2%.

The experiments with HMX showed that it was possible to obtain detonation velocity
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measurements with relatively low shot-to-shot standard deviations. Density adjust-

ment to a powder density of 1.4 g/cm3 could also be employed to yield additional

improvements in detonation velocity. Also, good agreement between the dynamically

calibrated wavelength and measurement-determined wavelength could be obtained,

which was crucial for materials where available material was insufficient for measuring

permittivity.

3.3 MDNT/CL-20 Detonation Experiment Results

Microscope images are shown for MDNT, the MDNT/CL-20 cocrystal, and CL-20 in

Figs. 3.3 to 3.5. No morphological features could be discerned for the CL-20 particles

due to their small size.

Four cocrystal samples were pressed to an average density of 1.398 ± 0.010 g/cm3.

Four physical mixture samples were pressed to an average density of 1.380 ± 0.026

g/cm3. A measured permittivity was not available for either the cocrystal or MDNT.

Therefore, the dynamic method was used to determine interference wavelength.

Using the process outlined for HMX, position-time plots were obtained from

waveform data for the cocrystal and physical mix samples. Due to loss of data with

one of the physical mix shots, data from only three shots is shown. The plots are

shown in Figs. 3.6 to 3.7. As was the case with HMX, the plots show steady behavior

from the start of the detonation event. The waviness in the position-time plot was

due to transitions from one pressing increment to the next. Therefore, the entire

event was treated as steady. The detonation velocity for the cocrystal was found to

be 7.76 ± 0.113 km/s where ± 0.113 km/s represents the shot-to-shot variation in

detonation velocity. The overall variation, i.e. combination of shot-to-shot standard

deviation and measurement uncertainty, computed according to Eq. (3.16) is 156 m/s.

The detonation velocity for the physical mixture was was measured to be 7.20 ±0.050



52

Figure 3.3. Microscope image of MDNT particles .

Figure 3.4. Microscope image of MDNT/CL-20 particles .

km/s. The overall variation, again using Eq. (3.16), for the physical mixture is 119

m/s.
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Figure 3.5. Microscope image of CL-20 particles .

The enthalpy of formation for the MDNT/CL-20 cocrystal was measured to be

1025 ± 147 kJ/mol. Using this number, the crystal density, and the chemical com-

position of the cocrystal, a reactant was created in CHEETAH. It was predicted in

CHEETAH v7.0 that the cocrystal would detonate 230 m/s faster than the physi-

cal mixture. Similar to what was seen with HMX, a linear relationship was found

between powder density and detonation velocity. Assuming that the measured deto-

nation velocities would follow the same relationship, the density-adjusted detonation

velocity for the cocrystal was computed to be 7.78 ± 0.113 km/s. Adjusting for

density in this case had a negligible effect on the standard deviation. The overall

variation in detonation velocity for the cocrystal after adjusting for density remained

156 m/s. Applying the same procedure to the physical mix measurements yielded a

density-adjusted detonation velocity of 7.28 ± .044 km/s, with the overall variation

being 116 m/s after incorporating measurement uncertainty.
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Figure 3.6. Position vs. time plots for MDNT/CL-20 Cocrystal detonation tests.

Figure 3.7. Position vs. time plots for MDNT/CL-20 Physical Mix detonation tests.
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3.4 HMX/CL-20 Detonation Experiment Results

A microscope image of the HMX/CL-20 cocrystal particles is shown in Fig. 3.8. The

characteristic plate-like structure of the HMX/CL-20 cocrystal can be seen in Fig. 3.8,

similar to what Bolton et al. saw in their initial synthesis of this cocrystal [20].

A set of four cocrystal test samples were pressed to an average density of 1.437±0.027

g/cm3. The physical mix test samples were pressed to a density of 1.438±0.032 g/cm3.

The permittivities of HMX and CL-20 are 3.5 and 3.3, respectively [84]. Using the

Landau-Lifshitz mixing relation, the permittivity of the physical mixture at full den-

sity was calculated to be 3.4 [55,87]. The position-time plots for the HMX/CL-20 1:2

cocrystal and physical mixture are shown in Fig. 3.9 and Fig. 3.10, respectively.

Figure 3.8. Microscope image of HMX/CL-20 particles.

The enthalpy of formation for the cocrystal was measured using bomb calorimetry.

The molecular weight of the cocrystal was defined as 1MCL-20 + 0.5MHMX, where M

denotes molecular weight in g/mol. This gives a molecular weight of 586.263 g/-

mol for the cocrystal. From bomb calorimetry tests, the enthalpy of formation for

the HMX/CL-20 1:2 cocrystal was found to be 928 ± 130 kJ/mol. The enthalpy of

formation for CL-20 is 377 kJ/mol and the enthalpy of formation for HMX is 75
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Figure 3.9. Position vs. time plots for HMX/CL-20 cocrystal detonation tests.

kJ/mol, which are found in [16] and [1], respectively. Using these numbers, the en-

thalpy of formation for the equivalent physical mixture is calculated to be 829 kJ/mol.

From Figs. 3.9 to 3.10, it can be seen that the assumption of prompt detonation

could be used. Using the process outlined previously, the detonation velocity was

computed and then adjusted to a charge density of 1.4 g/cm3.

The density-adjusted detonation velocity computed using measured permittivity for

the cocrystal was computed to be 7.57 ± 0.156 km/s. Using dynamically calculated

wavelength, the density-adjusted detonation velocity for the cocrystal was found to

be 7.54± 0.145 km/s.

The density-adjusted detonation velocity for the physical mixture using permittiv-

ity calculated using the Landau-Lifshitz mixing relation was found to be 7.24± 0.112
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Figure 3.10. Position vs. time plots for HMX/CL-20 physical mix detonation tests.

km/s. The density-adjusted detonation velocity using dynamically calculated wave-

length was found to be 7.30± 0.125 km/s.

It can be seen the range of detonation velocities for the HMX/CL-20 cocrystal and

physical mixture appear to overlap, indicating that any observed difference is within

the experimental uncertainty.

3.5 CL-20/HP Detonation Results

The CL-20/HP solvate particles are shown in Fig. 3.11. The particles exhibited a

plate-like morphology. The material was visually distinguishable from CL-20.
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Figure 3.11. CL-20/HP solvate particles.

Five CL-20/HP test samples were pressed to an average density of 1.311 ± 0.084

g/cm3. These charge densities were lower than the average densities obtained for

other cocrystals presented so far, primarily due to loss of material during transfer

from weigh dishes to pressing equipment. The measured detonation velocities for the

CL-20/HP samples are shown in Fig. 3.12. These velocities are compared to CL-20.

Four CL-20 samples were pressed to an average density of 1.327 ± 0.052 g/cm3. The

detonation velocity plots are shown in Fig. 3.13.
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Figure 3.12. Position vs. time plots for CL-20/HP solvate detonation tests.

Figure 3.13. Position vs. time plots for CL-20 detonation tests.
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The enthalpy of formation for the CL-20/HP solvate was measured to be 748 ±

128 kJ/mol. Using this value, along with measured crystal density and chemical

formula, a new reactant was created in CHEETAH. The detonation velocities for

the CL-20/HP solvate were also adjusted to a powder density of 1.4 g/cm3 using

the process described previously. The same adjustment was done for CL-20. The

density-adjusted detonation velocity for the CL-20/HP solvate was found to be 7.52

± 0.133 km/s, which was about 3.2% higher than the predicted velocity of 7.28 km/s

found in CHEETAH. The density-adjusted detonation velocity for CL-20 was found

to be 7.22 ± 0.122 km/s, which was within about 0.3% of the predicted detonation

velocity of 7.21 km/s found from CHEETAH.

3.6 ADNP/DAF Detonation Results

For the ADNP/DAF shots, PBX 9501 was used as the booster material. A new set

of baseline experiments were performed with PBX 9501 as a booster and HMX as the

sample material in order to determine the optimal loading density for the PBX 9501 so

that it would promptly initiate the sample material to a detonation. PBX 9501 is 95%

HMX with the remainder being binder. The PBX 9501 booster charge was pressed

to 90% TMD. A sample interferometer waveform for the ADNP/DAF cocrystal is

shown in Fig. 3.14. The time t = 0 in Fig. 2 corresponds to the burst current of

the detonator being reached. The signal denoted by CH3 in Fig. 2 is the photodiode

signal. The rise from the baseline in CH3 corresponds to detonator breakout. The

fringes seen shortly after t = 0 in Fig. 2 were due to electromagnetic interference

from the firing unit and detonator. The fringes seen between approximately 5 µs and

8 µs were due to sources of reflections present in the experimental setup prior to the

detonation front arriving at the sample material. These fringes were observed for

some test samples but were determined not to be characteristic of the booster charge

detonation velocity.
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Figure 3.14. Sample MI data for MI experiments using linear current sensor.

The average loading density of three HMX detonation test samples was 1.429± 0.006

g/cm3. Using the methods outlined in previous sections, position-time plots were ob-

tained for three test samples and are shown in Fig. 3.15. It can be seen from Fig. 3.15

that little transient was present over the entire length of the sample charge, indicating

that the booster charge was well-matched to the sample material.

Four ADNP/DAF cocrystal samples were pressed to an average density of 1.435

g/cm3. The standard deviation was less than 0.001 g/cm3. Four physical mix test

samples were pressed to an average density of 1.438± 0.001 g/cm3. Position vs. time

plots for the cocrystal and physical mixture tests are shown in Figs. 3.16 to 3.17.

The detonation velocity of the cocrystal from the four measurements was determined

to be 6.72 ± 0.146 km/s. The detonation velocity of the physical mixture from the

four measurements was determined to be 6.53 ± 0.142 km/s. The observed detona-

tion velocities indicate that there may not be a significant difference between the



62

Figure 3.15. Position vs. time plots for HMX with PBX 9501 as booster.

Figure 3.16. Position vs. time plots for ADNP/ DAF cocrystal.
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Figure 3.17. Position vs. time plots for ADNP/ DAF physical mixture.

ADNP/DAF cocrystal and formulation. This is partially attributable to phase pu-

rity of the cocrystal material used in detonation velocity measurements. However, a

detonation experiment was performed with cocrystal prepared by Rosalyn Kent and

Ren Wiscons at University of Michigan. The measured detonation velocity with this

sample was measured to be 6.61 km/s. This is also within the range of the measured

detonation velocities of the cocrystal.
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A detonation shot was performed with DAF pressed to 1.4 g/cc. The filtered in-phase

and quadrature channels with overlaid peaks are shown in Fig. 3.18.

Figure 3.18. MI waveform for DAF detonation shot.

About 6.35 mm of the confiner was recovered after the shot. Additional shots were not

performed since DAF failed to detonate at this diameter. This remaining amount was

subtracted from the total charge length to compute the material wavelength according

to Eq. (2.13). Using this wavelength, a position vs. time plot was constructed which

is shown in Fig. 3.19. The decreasing frequency shown in Fig. 3.18 is indicative of

detonation failure. This can also be seen in the position-time plot shown in Fig. 3.19.

The DAF was not able to sustain a detonation. This indicates that DAF may not be

detonable at this diameter.
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Figure 3.19. Position vs. time plot for DAF.

3.7 Discussion

3.7.1 Scale Analysis

It is well known that detonation velocity has a strong dependence on loading density.

Kamlet et al. identified the moles of gas produced, average molecular weight of the

gaseous products, and heat of detonation as additional factors that affect detonation

velocity and pressure. A set of scaling relationships were identified using these factors

[76]. The first equation is

ξ = NM1/2Q1/2, (3.17)
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where N is the number of moles of gas produced per gram of explosive, M is the

average molecular weight of the gaseous products in g/mol, and Q is the heat of

detonation in cal/g. The second equation is

P = Kξρ20 = K
(
NM1/2Q1/2

)
ρ20, (3.18)

where ρ0 is loading density P is detonation pressure and K is a constant. The Kamlet

equation for detonation velocity is

D = Aξ1/2 (1 +Bρ0) = A
(
NM1/2Q1/2

)1/2
(1 +Bρ0) , (3.19)

It can be seen from Eqs. (3.18) to (3.19) that loading density is the most dominant

term. As mentioned previously, detonation velocities for all materials were compared

at a fixed loading density. Taking the total differential of Eq. (3.17) and Eq. (3.19)

and holding density constant, the resulting relation is

∆D

D
=

1

2

∆ξ

ξ
. (3.20)

This states that if a difference in detonation speed between two explosives at an iden-

tical loading density is observed, the effect should show up in the remaining three

factors that affect detonation velocity as shown in Eq. (3.17).

Expansion of the term ∆ξ yields

dξ = (MQ)1/2 dN +
1

2
NM−1/2Q1/2 dM +

1

2
NM1/2Q−1/2. (3.21)

Dividing both sides by ξ yields

∆ξ

ξ
=

∆N

N
+

1

2

dM

M
+

1

2

dQ

Q
(3.22)

Eq. (3.20) may be rewritten as

∆D

D
=

1

2

[
∆N

N
+

1

2

dM

M
+

1

2

dQ

Q

]
(3.23)
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Only thermodynamics were considered when determining the final products of the

cocrystal and physical mixture. Since the same molecules are present in both the

cocrystal and the physical mixture, the final products should be identical. Therefore,

the scaling relationship described in Eq. (3.20) reduces to

∆D

D
∼ 1

4

dQ

Q
, (3.24)

which states that for identical moles of gas production, identical average molecular

weight of the gaseous products, and identical loading density, the percentage change

in detonation speed should be approximately equal to 25% of the percentage change in

heat of detonation. This is consistent with the original Kamlet scaling relationships

which show that density is the most dominant factor in both detonation velocity

and pressure. The MDNT/CL-20 cocrystal was measured to detonate over 500 m/s

faster than the physical mixture of the components when both were at the same

density. This difference is greater than the measurement uncertainty. The enthalpy

of formation of MDNT is 122 kJ/mol and the enthalpy of formation of CL-20 is

377 kJ/mol [16, 87]. The calculated enthalpy of formation of a physical mix of the

components is therefore 499 kJ/mol. The measured enthalpy of formation of the

cocrystal is 1025.19 kJ/mol. From Kamlet et al., for loading densities greater than 1

g/cm3, the products of chemical reaction of detonation may be assumed to be of the

form

CaHbNcOd →
(

1

2
c

)
N2 +

(
1

2
b

)
H2O +

(
1

2
d− 1

4
b

)
CO2 +

(
a− 1

2
d+

1

4
b

)
C

(3.25)

for a CHNO explosive. The heat of detonation is defined as

Q̄ =
∑(

∆H
◦

f

)
products

−
∑(

∆H
◦

f

)
reactants

, (3.26)

where ∆H
◦

f is the enthalpy of formation. The products should be evaluated at the C-J

state although this is not possible in practice. Experiments on detonation calorime-

tery with PETN showed that chemistry freeze occurs at approximately 1800 K [88].
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Using enthalpy of formation data given in [89] for the assumed detonation prod-

ucts, the heats of detonation for the MDNT/CL-20 cocrystal and physical mixture

were calculated to be 7.16 kJ/g and 6.3 kJ/g, respectively. Using Eq. (3.24), the

percentage difference in detonation speed between the cocrystal and physical mixture

should be 3.4%. This means that the cocrystal should detonate 300 m/s faster than

the physical mixture based on an average velocity of 7.5 km/s. However, the cocrystal

was observed to detonate 500 m/s faster or 8.6% faster than the physical mixture.

The measurement uncertainty in the detonation speed is 1.51%. The error in the

enthalpy of formation is about 14%. Taking this standard deviation in enthalpy of

formation into account, the cocrystal could still be predicted to detonate approxi-

mately 4% or 300 m/s faster than the physical mixture.

Applying a similar analysis to the HMX/CL-20 cocrystal, the difference in heat of

detonation on a per-gram basis is only 2.4%. Using the assumption of reaction prod-

ucts and the Kamlet equations, the detonation velocity of the cocrystal was calculated

to be 7.43 km/s, which is within the experimental error of the measured detonation

velocity. Since the heats of detonation between the HMX/CL-20 cocrystal and mix-

ture are so similar, the difference in detonation velocity is not measurable.

As a first step, a sensitivity analysis was performed to examine the effect of being

slightly off of the expected 2:1 molar ratio of CL-20 and HMX in the physical mixture.

It was determined from this analysis that even if the mixture was 50% excess HMX,

i.e. a 1:1 molar ratio of HMX to CL-20 rather than 2:1, the physical mix would still

detonate less than 100 m/s slower than the cocrystal. The shot-to-shot variations were

also relatively small, indicating that the HMX and CL-20 were sufficiently well-mixed.

The intervals of detonation velocities based on the overall standard deviation for

the HMX/CL-20 cocrystal and physical mixture overlap, indicating that there is no
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measurable difference with the technique used. Even if an observable difference could

be detected with a more precise measurement technique, this difference would likely

not be attributable to thermodynamics.

The CL-20/HP solvate has a higher enthalpy of formation than that of CL-20. Using

the predicted product species for each material obtained from Eq. (3.25), the heat

of detonation computed with Eq. (3.26) is 6.79 kJ/g for the CL-20/HP solvate and

6.56 kJ/g for CL-20. Using Eq. (3.19), the detonation velocity of the solvate 7.38

km/s and the detonation velocity for CL-20 is 7.24 km/s, both at 1.4 g/cm3. The

solvate was observed to detonate about 300 m/s faster than CL-20. The improved

oxygen balance and higher enthalpy of formation of the solvate appears to account

for half of the observed difference in detonation velocity. The calculated enthalpy of

formation for a formulation of CL-20 and HP in the molar ratio seen in the solvate

is 561 kJ/mol. This is about 25% lower than the measured enthalpy of formation of

the solvate although the observed standard deviation for enthalpy of formation was

18%. Using this enthalpy of formation, the predicted detonation velocity of a physical

mixture of CL-20 and HP is 7.37 km/s, which is indistinguishable from the calculated

velocity of the solvate using the Kamlet relations. Bennion et al. claimed that the or-

thorhombic CL-20/HP solvate would detonate faster than ε-CL-20 using predictions

in CHEETAH v7.0 and JCZ EOS. Using the measured enthalpy of formation, the

Kamlet equations affirm this result. Using the Kamlet equations, the orthorhombic

CL-20/HP solvate is predicted to detonate about 150 m/s faster than ε-CL-20.

The difference in detonation velocity between the ADNP/DAF cocrystal and physical

mixture was within the expected experimental uncertainty. In addition, DAF failed

to detonate at a loading density of 1.4 g/cm3. The chemical formula for DAF is

C2H4N4O. Therefore, the oxygen balance is -79%, indicating limited gas production.

Although DAF was detonated at a relatively small charge diameter, DAF may not

be detonable since it is relatively under-oxidized.



70

The combined chemical formula of ADNP/DAF is C5H7N9O5, giving it an oxygen

balance of about -50%, while the oxygen balance for ADNP is -32%. Using the pre-

dicted products species as described, the average molecular weight of the gaseous

products from detonation of the cocrystal is slightly lower than it is for ADNP alone.

However, the presence of DAF in the cocrystal system increases the total moles of

gas produced. However, lack of enthalpy of formation data precludes further analysis

based on the Kamlet scaling relations.

The above analysis establishes that the observed difference in detonation velocity

between cocrystals and their corresponding physical mixtures for an identical loading

density is due to differences in enthalpy of formation. The important question is

therefore the reason for differences in enthalpy of formation between a cocrystal and

its corresponding physical mixture.

Hess’s law for heat summation states that total enthalpy of a chemical reaction is

the same regardless of the steps taken to go from initial state to final state. Using

this summation rule, the enthalpy of formation in the condensed phase can be consid-

ered the difference between enthalpy of formation in the gas phase and the enthalpy

of sublimation [90]. The equation for condensed phase enthalpy of formation is

∆H
◦

f,c = ∆H
◦

f,g −∆Hsub, (3.27)

where ∆H
◦

f,c is condensed phase enthalpy of formation, ∆H
◦

f,g is gas-phase enthalpy

of formation and ∆Hsub is the enthalpy of sublimation. The enthalpy of sublimation

is related to the lattice energy of the crystalline material [91].

It is known that polymorphs can have differing enthalpies of formation. CL-20 for

example, has a number of polymorphs in which the orientation of its nitro groups is

changed [92]. For example, the enthalpy of formation for ε-CL-20 is 377 kJ/mol and

the enthalpy of formation for β−CL-20 is 431 kJ/mol, a difference of 14%. However,
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the effect of this difference in enthalpy of formation on detonation velocity when com-

paring at the same loading density is insignificant. This prediction is consistent with

the idea that the difference in energies between various CL-20 conformer energies is

small.

It should be noted that a computational study was performed by Duan et al. on

a set of CL-20 cocrystals, including the MDNT/CL-20 cocrystal. The heat of for-

mation was calculated according to Eq. (3.27) using isodesmic reactions [93]. The

gas-phase ∆H
◦

f was found to be 726.5 kJ/mol [93]. In a separate study, Ma et al.

reported the formation of a cocrystal of CL-20 and 1-methyl-3,4,5-trinitropyrazole

(MTNP). The ∆H
◦

f for the individual components and the cocrystal were calculated

using the ab initio method. The calculated ∆H
◦

f of the cocrystal was computed to

be more than double that of a formulation of the compounds [94]. It is not clear in

these two cases how energy is stored in these molecules since bond energies of inter-

molecular interactions are quite small compared to chemical bonds within molecules.

3.7.2 Statistical Analysis

The question of whether the observed differences between cocrystals and physical

mixtures is significant may also be analyzed using statistical analysis and hypothesis

testing. The null and alternative hypotheses are

H0: µCC = µPM (3.28)

and

Ha: µCC 6= µPM, (3.29)

where µCC and µPM represent the mean detonation velocities of the cocrystal and

physical mixture, respectively.
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A critical assumption is whether the observed detonation velocity, the random vari-

able in question, can be assumed to follow a normal distribution. It may be reasonably

assumed that a large of number of test samples prepared to high precision, i.e. no

significant variation in pressing density between samples, there is likely to be little

shot-to-shot variation in observed detonation speed. If overall variance in detonation

speed is defined according to Eq. (3.16) as the sum of the square of the shot-to-

shot variance and measurement uncertainty, the overall variance converges could be

expected to converge to measurement uncertainty with a large sample size. This vari-

ance would be finite and non-zero. Under the central limit theorem, the distribution

of observed detonation speed would converge to a normal distribution in the limit of

a large sample size [95]. Given the small sample size, the Student’s t-distribution is

appropriate. In addition, it was shown that we may reasonably assume the underlying

distribution is Gaussian.

With population variances unknown and assumed to be unequal, the value of the

t-statistic is

ts =
D̄CC − D̄PM

sp
√

1
nCC

+ 1
nPM

, (3.30)

where nCC and nPM are the numbers of cocrystal and physical mixture test samples,

respectively. The terms D̄CC and D̄PM represent the observed average detonation

speeds for the cocrystal and physical mixture, respectively. Similarly, n denotes the

respective sample sizes. The term sp is the paired standard deviation, defined as [96]:

s2p =
(nCC − 1)s2CC + (nPM − 1)s2PM

nCC + nPM − 2
, (3.31)

where s denotes the sample standard deviation and the subscripts CC and PM denote

cocrystal and physical mixture, respectively.
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For the measured HMX detonation velocities, we may construct a 95% confidence

interval (CI). The 95% CI is
[
D̄ − tα/2,n−1 s√

n
, D̄ + tα/2,n−1

s√
n

]
, where α is the desired

level of significance and n is the number of test samples [95]. As described previously,

the overall standard deviation with HMX was 109 km/s at a powder density of 1.4

g/cm3. Therefore, a 95% CI for the detonation speed for HMX obtained with exper-

iment described previously is [7.01, 7.27] km/s. In Hobbs et al. , two measurements

for HMX at the same powder density in a 25 mm diameter charge were reported to

be 7.2 and 7.3 km/s [24]. One of the measurements is within the CI and the other

measurement is slightly outside the CI. Therefore, the detonation velocities for HMX

obtained in this work at a charge diameter of 6.52 mm and powder density of 1.4

g/cm3 are comparable to measurements at larger scales.

The measured detonation velocities for the MDNT/CL-20 cocrystal and physical

mixture were found to be 7.72 ± 0.156 km/s and 7.20 ± 0.113 km/s, respectively.

Using Eqs. (3.30) to (3.31), the value of the t-statistic is 5.11. Using the SciPy pack-

age [97], the critical value of t, denoted by tc was computed to be 2.015. A plot of

the Student’s t distribution probability density function (PDF) is shown in Fig. 3.20.

In between blue regions shown in Fig. 3.20, the null hypothesis holds true.

Since the alternative hypothesis is µCC 6= µPM, it is necessary to calculate both

P (t ≤ ts) and P (t ≥ ts), where ts is the value of t calculated in Eq. (3.30). This is

equivalent to calculating 2P (t ≥ 4.85), which is also called the p-value. The p-value

is calculated as

p = 2(1− CDF(t)), (3.32)

where CDF(t) is the cumulative distribution function (CDF).
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Figure 3.20. Student’s t distribution PDF showin critical regions.

Using the SciPy package [97], the p-value for the hypothesis test applied to the

MDNT/CL-20 data was calculated using Eq. (3.32) to be 3.7× 10−3 or 0.37%. Com-

mon values of α, known as levels of significance, include 0.1, 0.05, and 0.01 (or 10%,

5%, and 1%). The level of significance indicates the probability of incorrectly reject-

ing the null hypothesis. In the context of this work, the value of α is the probability

of incorrectly inferring that a difference exists between a cocrystal and its physical

mixture. Even for a significance level of 0.01, the the p-value is still below the level

of significance. There is a relatively low probability of incorrectly rejecting the null

hypothesis when it is true.

The probability of a hypothesis test yielding a false positive, denoted by β is another

important parameter. A false positive occurs when the null hypothesis is false but the

hypothesis test fails to reject it. A failure to reject the null hypothesis would occur
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when the computed value of the t-statistic is less than the critical value. The critical

value of t, denoted by tc is found based on degrees of freedom, ν = nCC+nPM−2, and

the chosen value of α. Starting with Eq. (3.30), the left-hand side is set equal to tc,

i.e. t = tc and solved for D̄′CC . With MDNT/CL-20 for example, using a significance

level of 0.05, tc = 2.015 so the value of D′CC is 7.405 km/s.

Using the value of D̄′CC , one obtains a new value of the t-statistic, denoted by t′,

which is obtained by computing

t′ =
D̄′CC − D̄CC

sp
√

1
nCC

+ 1
nCC

, (3.33)

where D̄CC is the average detonation speed for the cocrystal. Using the computed

value of t′, the value of β is obtained by calculating P (t ≤ t′). The quantity P (t ≤ t′)

is the value of the CDF of the t-distribution.

The value of α affects the value of tc, the critical value of the t-statistic. Thus,

the value of the β and consequently the power of the hypothesis test is dependent

on the chosen significance level. In the context of this work, the value of β is the

probability that the test infers no significant difference exists between a cocrystal

and its formulation, i.e. fails to reject the null hypothesis. As the complement of β,

the power of the hypothesis test is the probability of correctly rejecting the null hy-

pothesis. The calculated p-values and powers based on various levels of significance

are shown in Table 3.3. In Table 3.3, the row HMX/CL-20 (m) and HMX/CL-20

(d) denote respectively the detonation speeds obtained using directly measured and

dynamically calculated material wavelengths.

As mentioned elsewhere, the MDNT/CL-20 cocrystal was observed to detonate mea-

surably faster than its physical mixture. The Kamlet scaling laws demonstrated that

the difference in enthalpy of formation between the cocrystal and physical mixture

partially accounts for the observed difference. The p-value for the MDNT/CL-20
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Table 3.3. Calculated p-values and powers.

Power

p α = 5% α = 2% α = 1%

MDNT/CL-20 0.373% 98.8% 97.0% 93.3%

HMX/CL-20 (m) 1.39% 90.7% 77.9% 61.1%

HMX/CL-20 (d) 4.61% 70.3% 46.0% 27.4%

CL-20/HP 0.711% 95.4% 88.3% 77.4%

ADNP/DAF 11.1% 47.0% 24.2% 12.4%

data is smaller than even a 1% level of significance, meaning it is relatively unlikely

that the result is statistically significant even with such a stringent threshold. The re-

sults from statistical analysis appear to be in agreement with the predictions of theory.

The HMX/CL-20 statistical results are not as definitive, however. The data ob-

tained with measured permittivity display statistical significance for a 2% threshold

as evidenced by the p-value of 1.38%. However, the data with dynamically calculated

wavelength would only be statistically significant for a 5% threshold. This result is in

agreement with the theory, which shows that the difference in detonation speed would

be quite small for the HMX/CL-20 cocrystal and physical mixture at the same loading

density due to insignificant differences in enthalpy of formation. The theory is also in

agreement with statistical analysis for the CL-20/HP solvate. Due to lack of enthalpy

of formation data for the ADNP/DAF cocrystal, the difference in detonation speed

between the cocrystal and its physical mixture cannot be predicted from theory. The

results of statistical analysis do not appear to show significance. However, the power

of the hypothesis test for ADNP/DAF is lower, meaning that there is a relatively

high probability of a false positive for this material. This could be improved with

additional samples. In addition, we note that if the same standard deviations for the

ADNP/DAF cocrystal and physical mixture were observed for eight samples of each
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instead of only four, the p-value would be 1.38% which would statistically significant

for a chosen α value as small as 2%.
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4. CONCLUSIONS

In this work, small-scale experiments were performed to obtain comparative detona-

tion velocity measurements of cocrystals and their corresponding physical mixtures.

Using as little as 1.2 g of material per test, it was demonstrated that well-resolved

measurements of detonation velocity with variations on the order of 130 m/s could

be obtained. A critical element of this was control of loading density to minimize

shot-to-shot variation. In addition, it was shown that the booster material could be

well-matched to the sample material. The C-J pressure of the booster charge was well

above the C-J pressure of the sample material. As a result, the length of transient

shock propagation in the sample material was negligible. Therefore, it could be accu-

rately assumed that the sample material was promptly initiated to a detonation. A

major benefit of this assumption was that materials for which permittivity data were

not available, material wavelength could be calculated dynamically. Obtaining inter-

ference wavelength in this manner was useful for materials available in limited supply.

The two categories of experimental error are random error and bias error. It was

demonstrated in this work that random error can be minimized to yield repeatable

shots. Since explosives used in this work were ideal explosives with small critical

diameter, it is unlikely the scale had a significant effect on the results. Another po-

tential source of bias error is due to interaction of the reaction zone with the confiner

which affects detonation velocity. However, a feature of ideal explosives is a thin

reaction zone. The thickness of the confiner is 700 µm, which is likely much thicker

than the width of the reaction zone. Furthermore, the confinement was identical in

all cases. Therefore, it is unlikely that confiner interactions are a source of bias error.

For the explosives used in this work, a purely thermodynamic treatment was applied.
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It was demonstrated above that it can be reasonably assumed that the detonation is

within the regime of thermodynamics. Since small-scale detonation testing is intended

to provide information about integrated without the requirement for large amounts

of material, it can be concluded that small-scale testing is most appropriate when the

detonation is within the regime of thermodynamics, which is independent of scale.

Achieving these conditions is dependent on the material. The small-scale experiment

used in this work is appropriate for ideal explosives with critical diameters well below

the experimental charge diameter of 6.52 mm.

A significant focus of this work was on CL-20 cocrystals due to availability. It was

found that the MDNT/CL-20 cocrystal detonates 500 m/s faster than the physical

mixture. Based on analysis of scaling relationships from the Kamlet equations, this

difference should be attributable to the large difference in enthalpy of formation be-

tween the cocrystal and physical mixture. If enthalpy of formation is different between

the cocrystal and physical mixture, there would be a difference observed between the

cocrystal and physical mixture if the two are at the same density. The enthalpy of

formation of the MDNT/CL-20 cocrystal was double that of the physical mixture.

The reason for such a large enthalpy of formation difference remains an open question.

By contrast, the HMX/CL-20 cocrystal enthalpy of formation was within the mea-

surement uncertainty of the measurement. Therefore, for the HMX/CL-20 cocrystal

and physical mixture at the same loading density, the detonation velocities should

not differ significantly. The observed difference was within measurement uncertainty.

The CL-20/HP solvate was found to detonate faster than CL-20. This result is at-

tributable to the large difference in enthalpy of formation of the solvate and CL-20.

The enthalpy of formation of a formulation of hydrogen peroxide and CL-20 in in a

1:2 molar ratio is within the measurement uncertainty of the measured enthalpy of

formation of the physical mixture, which affirms that differences in detonation veloc-

ity are due to the enthalpy of formation, which alters the heat release from detonation.
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These results imply that if density is held constant, thermodynamic detonation pa-

rameters, i.e. detonation pressure and velocity are attributable to differences in en-

thalpy of formation. It should be noted though that other aspects of detonation

performance such as corner turning and shock initiation do not fall under a thermo-

dynamic treatment of detonation. As noted previously, while discovery of cocrystals

is less involved than discovery of novel energetic molecules, the former is by no means

trivial. Therefore, it is useful to know beforehand whether the performance im-

provements obtained, if any, justify the investment of resources into discovery of a

particular cocrystal. Computational efforts in predictions of crystal structure may be

directed towards cocrystals that yield improvements in enthalpy of formation. How-

ever, cocrystals are complex molecules. Therefore, this remains an ongoing effort

due to the expensive computational resources required for analyzing such complex

molecules.

Similar to the goal of pharmaceutical cocrystal formation, the goal of energetic cocrys-

tal formation is to obtain new materials that have improved properties in a shorter

time-frame than it would take with the conventional route of new molecule discov-

ery. Ideally, the cocrystal would exhibit synergistic interactions. For example, the

TNT/CL-20 and HMX/CL-20 cocrystals both exhibited improved impact sensitivity

relative to that of CL-20. In both cases, the impact sensitivities were similar to those

of the less sensitive component. In addition, the ADNP/DAF cocrystal exhibits the

property of having a stable melt phase, something ADNP does not. However, the im-

provements realized thus far are not relevant to thermodynamic effects. It is only in

the case of the CL-20/HP solvate that thermodynamics can explain a slightly higher

predicted detonation velocity than that of CL-20. However, even in the case of the

solvate, it is expected to be similar to a formulation of the components. Therefore,

from a purely thermodynamic standpoint, cocrystals are likely to be similar to a for-

mulation of the components. Another point to note is that no cocrystal reported
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thus far or analyzed in this work is predicted to detonate faster than CL-20. This

is attributable to the unavoidable reduction in density that results from forming a

cocrystal of CL-20 with a low-density coformer. The only exception is the CL-20/HP

solvate. This difference is attributable to the improvement in oxygen balance. In

addition to an improved oxygen balance, the orthorhombic CL-20/HP solvate has

a density comparable to that of ε−CL-20. The original goal of energetic cocrystal-

lization was to use existing molecules that failed to achieve widespread production

to form cocrystals that may overcome the reasons that lead to the failure of that

particular molecule. While CL-20’s conformational diversity makes it attractive as

a coformer for energetic cocrystals, cocrytallization of CL-20 results in the loss of

CL-20’s most attractive feature-its high density and consequently superior detona-

tion performance. Therefore, discovery efforts in energetic cocrystals may be more

productively directed towards other molecules.
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A. INITIAL SHOT ANALYSIS CODE

import numpy as np

import s c ipy as sp

import sys

import time

from math import ∗

import pandas as pd

import matp lo t l i b . pyplot as mp

import a n a l y s i s f c n s as a f

from c u r v e f i t f c n s import ∗

from e l l i p s e f i t f u n c t i o n s import ∗

import os

import s c ipy . f f t p a c k as f f t p a c k

mp. c l o s e ( ’ a l l ’ )

#−−−−−−−−−−−−−−−−Import raw data−−−−−−−−−−−−−−−−−−−−−−−#

#shotID = raw input ( ’ P lease en ter sho t ID : ’ )

shotID = ’TS12−HMX’

f i l ename = ’ / Users / vasant /Desktop/MI Experiments /Raw Data/ ’ +

shotID + ’ . csv ’

raw = pd . r ead c sv ( f i l ename , e r r o r b a d l i n e s=False , sk iprows =0,

nrows =100000 ,names=[ ’A ’ , ’B ’ , ’C ’ , ’D ’ ] , n a f i l t e r=Fal se )

dim = raw . shape

r = dim [ 0 ]

t =[ ]

CH1 = [ ]



91

CH2 = [ ]

CH3 = [ ]

#CH4 = [ ]

t = np . z e r o s ( r )

CH1 = np . z e r o s ( r )

CH2 = np . z e r o s ( r )

CH3 = np . z e r o s ( r )

#CH4 = np . z e r o s ( r )

for i in range (0 , r ) :

t [ i ] = raw . i l o c [ i , 0 ]

CH1[ i ] = raw . i l o c [ i , 1 ]

CH2[ i ] = raw . i l o c [ i , 2 ]

CH3[ i ] = raw . i l o c [ i , 3 ]

# CH4[ i ] = raw . i l o c [ i , 4 ]

del raw , r

#f o r i in range ( l e n (CH1) ) :

# i f CH1[ i ] == f l o a t ( ’ I n f ’ ) :

# CH1[ i ] = 0.025+0.157

# i f CH1[ i ] == f l o a t (’− I n f ’ ) :

# CH1[ i ] = −0.025+0.157

#f o r i in range ( l e n (CH2) ) :

# i f CH2[ i ] == f l o a t ( ’ I n f ’ ) :

# CH2[ i ] = 0.05+0.08

# i f CH2[ i ] == f l o a t (’− I n f ’ ) :

# CH2[ i ] = −0.05+0.08

#−−−−−−−−−−−−−−−−−−−−−Shot Information−−−−−−−−−−−−−−−−−−−−−#

l 0 = 3e8 /35 e9

l c = 11 .12 e−3

er tmd = 3.4



92

rho tmd = 1.905

m0 = 9.6838−8.4599

rho0 = m0 /( p i /4∗ . 2565∗∗2∗1 .004∗2 .54∗∗3)

er = ( ( er tmd ∗∗ ( 1 . /3 )−1)∗ rho0 /rho tmd + 1) ∗∗ 3

l t = l 0 / s q r t ( e r − ( l 0 / l c ) ∗∗2) ;

#−−−−−−−−−−−−−−−Desample−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−#

Fs1 = ( t . s i z e −1) / ( t [ t . s i z e −1]−t [ 0 ] )

n = t . s i z e

Fs2 = 200 e6

(tm ,CH1) = np . array ( desample ( t ,CH1, Fs2 ) )

(tm ,CH2) = np . array ( desample ( t ,CH2, Fs2 ) )

(tm ,CH3) = np . array ( desample ( t ,CH3, Fs2 ) )

#(tm ,CH4) = np . array ( desample ( t ,CH4, Fs2 ) )

t = tm

del tm

#f o r i in range ( l e n (CH1) ) :

# i f CH1[ i ] == f l o a t ( ’ I n f ’ ) :

# CH1[ i ] = 0.09

# i f CH1[ i ] == f l o a t (’− I n f ’ ) :

# CH1[ i ] = −0.09

#f o r i in range ( l e n (CH2) ) :

# i f CH2[ i ] == f l o a t ( ’ I n f ’ ) :

# CH2[ i ] = 0.09

# i f CH2[ i ] == f l o a t (’− I n f ’ ) :

# CH2[ i ] = −0.09

f i g , ax = mp. subp lo t s ( nrows=1, nco l s =1, sharex=’ none ’ , sharey=’

none ’ )

ax1 = ax . twinx ( )

ax . s e t x l a b e l ( ’Time ( $\mu$s) ’ )
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ax . p l o t ( t ∗1e6 ,CH3, ’ g ’ )

ax1 . s e t x l a b e l ( ’Time ( $\mu$s) ’ )

ax1 . p l o t ( t ∗1e6 ,CH1, ’b ’ , t ∗1e6 ,CH2, ’ r ’ )#, t ∗1e6 ,CH3, ’ g ’ )

ax . s e t y l a b e l ( ’ Amplitude (V) ’ )

ax1 . s e t y l a b e l ( ’ Amplitude (V) ’ )

ax . g r i d ( which=’ both ’ , a x i s=’ x ’ )

mp. legend ( ( ’CH1 ’ , ’CH2 ’ , ’ F iber Optic ’ ) )

mp. show ( )

#−−−−−−−−−−−−−−−−−−−−−High−pass f i l t e r i n g

−−−−−−−−−−−−−−−−−−−−−−−−−#

CH1 hpf = hpf (CH1, 2 , . 0 1 , Fs2 , 1 )

CH2 hpf = hpf (CH2, 2 , . 0 1 , Fs2 , 1 )

V 1 t e s t l p f = l p f (CH1, 2 , . 1 , Fs2 , 1 )

V 2 t e s t l p f = l p f (CH2, 2 , . 1 , Fs2 , 1 )

k = 2

mp. f i g u r e ( k )

mp. t i t l e ( ’ In−phase and quadrature channe l s a f t e r l i g h t

f i l t e r i n g ’ )

mp. p l o t ( t ∗1e6 , V 1 t e s t l p f , t ∗1e6 , V 2 t e s t l p f , ’ r ’ )

mp. x l a b e l ( ’Time ( $\mu$s) ’ )

mp. y l a b e l ( ’ a . u . ’ )

k = k + 1

#−−−−−−−−−−−−−−−−−−−−−−Short−Time Fourier Transform

−−−−−−−−−−−−−−#

# Do STFT on e n t i r e s i g n a l to f i n d time−vary ing f requency

content

f req1 , t 1 s t f t , Zxx1 = sp . s i g n a l . s t f t ( V 1 t e s t l p f , Fs2 , window=’

hamming ’ , nperseg =500 , n f f t = 2∗∗15 , nover lap =475)
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f req2 , t 2 s t f t , Zxx2 = sp . s i g n a l . s t f t ( V 2 t e s t l p f , Fs2 , window=’

hamming ’ , nperseg =500 , n f f t = 2∗∗15 , nover lap =475)

Zxx1 = np . abs ( Zxx1 )

Zxx2 = np . abs ( Zxx2 )

Zxx1 = Zxx1/np .max( Zxx1 )

Zxx2 = Zxx1/np .max( Zxx2 )

freq max1 = np . z e r o s ( Zxx1 . shape [ 1 ] )

freq max2 = np . z e r o s ( Zxx2 . shape [ 1 ] )

I1 = [ ]

for i in range ( len ( freq max1 ) ) :

Imax1 = max( Zxx1 [ : , i ] )

freq max1 [ i ] = f r eq1 [ f i n d i n d ( Imax1 , Zxx1 [ : , i ] ) ]

for i in range ( len ( freq max2 ) ) :

Imax2 = max( Zxx2 [ : , i ] )

freq max2 [ i ] = f r eq2 [ f i n d i n d ( Imax2 , Zxx2 [ : , i ] ) ]

mp. f i g u r e ( k )

mp. t i t l e ( ’ Short−Time Four i e r Transform f o r CH1 ’ )

mp. pcolormesh ( ( t 1 s t f t+t [ 0 ] ) ∗1e6 , f r eq1 /1e6 , np . abs ( Zxx1 ) )

f i g = mp. p l o t ( ( t 1 s t f t+t [ 0 ] ) ∗1e6 , freq max1 /1e6 , ’ k ’ )

mp. x l a b e l ( ’Time $\mu$s ’ )

#mp. yl im ( [ 0 , 2 0 ] )

mp. y l a b e l ( ’ Frequency (MHz) ’ )

mp. co l o rba r ( )

k = k + 1

mp. f i g u r e ( k )

mp. pcolormesh ( ( t 2 s t f t+t [ 0 ] ) ∗1e6 , f r eq2 /1e6 , np . abs ( Zxx2 ) )

mp. p l o t ( ( t 2 s t f t+t [ 0 ] ) ∗1e6 , freq max2 /1e6 , ’ k ’ )

mp. x l a b e l ( ’Time $\mu$s ’ )
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mp. y l a b e l ( ’ Frequency (MHz) ’ )

#mp. yl im ( [ 0 , 2 0 ] )

mp. co l o rba r ( )

k = k + 1

#−−−−−−−−−−−−−S e l e c t d e s i r e d p o r t i o n o f data f o r a n a l y s i s

−−−−−−−−−−−−−−−−−−#

#t i = np . f l o a t ( input ( ’ P lease prov ide e s t i m a t e o f s t a r t time :

’ ) )

#t f = np . f l o a t ( input ( ’ P lease prov ide e s t i m a t e o f end time : ’ )

)

pad = 0 .1 e−6

t i = 3 .25 e−6

t i pad = t i − pad

t f = 7 .6 e−6

t f pad = t f+pad

( ind pad i , i nd pad f ) = cut ( t i pad , t f pad , t )

CH1 pad = CH1[ i n d p a d i : i nd pad f ]

CH2 pad = CH2[ i n d p a d i : i nd pad f ]

CH3 pad = CH3[ i n d p a d i : i nd pad f ]

tpad = t [ i n d p a d i : i nd pad f ]

( i nd i , i n d f ) = cut ( t i , t f , t )

t = t [ i n d i : i n d f ]

CH1 = CH1[ i n d i : i n d f ]

CH2 = CH2[ i n d i : i n d f ]

CH3 = CH3[ i n d i : i n d f ]

#t = t − t [ 0 ]

mp. f i g u r e ( k )
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mp. p l o t ( t ∗1e6 ,CH1, ’b ’ , t ∗1e6 ,CH2, ’ r ’ )

mp. t i t l e ( ’ S i g n a l s a f t e r s e l e c t i n g s t a r t and end times ’ )

mp. x l a b e l ( ’Time ( $\mu$s) ’ )

mp. y l a b e l ( ’ Voltage (V) ’ )

mp. g r id ( )

k = k + 1

#−−−−−−−−−−−−−−−−−−−−−−−FFT−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−#

f rq1 , I1 , Y1 = f i n d f f t (CH1, Fs2 )

frq2 , I2 , Y2 = f i n d f f t (CH1, Fs2 )

mp. f i g u r e ( k )

mp. t i t l e ( ’FFT f o r Channel 1 ’ )

mp. p l o t ( f r q1 /1e6 , I1 )

mp. x l a b e l ( ’ Frequency (MHz) ’ )

mp. y l a b e l ( ’ I n t e n s i t y (dB) ’ )

mp. g r id ( )

k = k + 1

mp. f i g u r e ( k )

mp. p l o t ( f r q2 /1e6 , I2 )

mp. t i t l e ( ’FFT f o r Channel 2 ’ )

mp. x l a b e l ( ’ Frequency (MHz) ’ )

mp. y l a b e l ( ’ I n t e n s i t y (dB) ’ )

mp. g r id ( )

k = k + 1

del f rq1 , I1 , Y1 , f rq2 , I2 , Y2

#−−−−−−−−−−−−−−−−−−−−−−−−−−F i l t e r Data

−−−−−−−−−−−−−−−−−−−−−−−#
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CH1 hpf = hpf (CH1, 2 , . 0 1 , Fs2 , 1 )

CH2 hpf = hpf (CH2, 2 , . 0 1 , Fs2 , 1 )

V1f = l p f ( CH1 hpf , 2 , . 0 9 , Fs2 , 1 )

V2f = l p f ( CH2 hpf , 2 , . 0 9 , Fs2 , 1 )

V1 = l p f (CH1, 2 , . 0 9 , Fs2 , 1 )

V2 = l p f (CH2, 2 , . 0 9 , Fs2 , 1 )

V1 norm = norma l i z e z c (V1)

V2 norm = norma l i z e z c (V2)

mp. f i g u r e ( k )

mp. t i t l e ( ’ Normalized S i g n a l s ’ )

mp. x l a b e l ( ’Time ( $\mu$s) ’ )

mp. p l o t ( t ∗1e6 , V1 , t ∗1e6 , V2 , ’ r ’ )

mp. legend ( [ ’V1 ’ , ’V2 ’ ] )

k = k + 1

#−−−−−−−−−−−−−−−−−−−−−−−−−−−−STFT

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−#

f req1 , t 1 s t f t , Zxx1 = sp . s i g n a l . s t f t ( V1f , Fs2 , window=’hamming ’ ,

nperseg =300 , n f f t = 2∗∗12 , nover lap =299)

f req2 , t 2 s t f t , Zxx2 = sp . s i g n a l . s t f t ( V2f , Fs2 , window=’hamming ’ ,

nperseg =300 , n f f t = 2∗∗12 , nover lap =299)

Zxx1 = np . abs ( Zxx1 )

Zxx2 = np . abs ( Zxx2 )

Zxx1 = Zxx1/np .max( Zxx1 )

Zxx2 = Zxx1/np .max( Zxx2 )

freq max1 = np . z e r o s ( Zxx1 . shape [ 1 ] )

freq max2 = np . z e r o s ( Zxx2 . shape [ 1 ] )

I1 = [ ]

for i in range ( len ( freq max1 ) ) :
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Imax1 = max( Zxx1 [ : , i ] )

freq max1 [ i ] = f r eq1 [ f i n d i n d ( Imax1 , Zxx1 [ : , i ] ) ]

for i in range ( len ( freq max2 ) ) :

Imax2 = max( Zxx2 [ : , i ] )

freq max2 [ i ] = f r eq2 [ f i n d i n d ( Imax2 , Zxx2 [ : , i ] ) ]

mp. f i g u r e ( k )

mp. pcolormesh ( t 1 s t f t ∗1e6 , f r eq1 /1e6 , np . abs ( Zxx1 ) )

mp. p l o t ( t 1 s t f t ∗1e6 , freq max1 /1e6 , ’ k ’ )

mp. x l a b e l ( ’Time $\mu$s ’ )

mp. ylim ( [ 0 , 2 0 ] )

mp. y l a b e l ( ’ Frequency (MHz) ’ )

mp. t i t l e ( ’STFT f o r Channel 1 ’ )

mp. co l o rba r ( )

k = k + 1

mp. f i g u r e ( k )

mp. pcolormesh ( t 2 s t f t ∗1e6 , f r eq2 /1e6 , np . abs ( Zxx2 ) )

mp. p l o t ( t 2 s t f t ∗1e6 , freq max2 /1e6 , ’ k ’ )

mp. x l a b e l ( ’Time $\mu$s ’ )

mp. ylim ( [ 0 , 2 0 ] )

mp. y l a b e l ( ’ Frequency (MHz) ’ )

mp. t i t l e ( ’STFT f o r Channel 2 ’ )

mp. co l o rba r ( )

k = k + 1

fmean = np . z e r o s ( len ( freq max1 ) )

for i in range ( len ( fmean ) ) :

fmean [ i ] = np . mean ( [ freq max1 [ i ] , freq max2 [ i ] ] )

v = l t /2∗ fmean
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f s = len ( t 1 s t f t ) /( t 1 s t f t [ len ( t 1 s t f t )−1]− t 1 s t f t [ 0 ] )

v f = l p f (v , 2 , . 1 , f s , 1 )

x = sp . i n t e g r a t e . cumtrapz ( vf , t 1 s t f t ) ∗1000

t pos = np . l i n s p a c e ( t 1 s t f t [ 0 ] , t 1 s t f t [ len ( t 1 s t f t ) −1] , len ( x )

)

mp. f i g u r e ( k )

mp. t i t l e ( ’ Po s i t i on vs . time p lo t us ing STFT ’ )

mp. p l o t ( t po s ∗1e6 , x , ’ o ’ )

mp. y l a b e l ( ’ p o s i t i o n (mm) ’ )

mp. x l a b e l ( ’ time ( $\mu$s) ’ )

mp. g r id ( )

k = k + 1

del i

#−−−−−−−−−−−−−Find curve f i t parameters−−−−−−−−−

−−−−−−−−−−−−−#

(X1 , Xtest1 , r e s1 ) = LM( t , 0 , V1 norm )

#yhat1 = n o r m a l i z e z c ( ypred (X1, t ) )

yhat1 = norma l i z e z c ( ypred (X1 , t ) )

(X2 , Xtest2 , r e s2 ) = LM( t , 0 . 0 5 , V2 norm )

#yhat2 = n o r m a l i z e z c ( ypred (X2, t ) )

yhat2 = norma l i z e z c ( ypred (X2 , t ) )

Y1 = np . f f t . f f t ( V1 norm )

f rq1 = np . f f t . f f t f r e q ( len ( V1 norm ) )∗Fs2

Y2 = np . f f t . f f t ( V2 norm )

f rq2 = np . f f t . f f t f r e q ( len ( V2 norm ) )∗Fs2
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f1 = f rq1 [ f i n d i n d (max(np . abs (Y1) ) , np . abs (Y1) ) ]

f 2 = f rq2 [ f i n d i n d (max(np . abs (Y2) ) , np . abs (Y2) ) ]

phase1 = np . z e r o s ( len (Y1) )

phase2 = np . z e r o s ( len (Y2) )

for i in range ( len ( phase1 ) ) :

phase1 [ i ] = atan2 (np . imag (Y1 [ i ] ) , np . r e a l (Y1 [ i ] ) )

del i

for i in range ( len ( phase1 ) ) :

phase2 [ i ] = atan2 (np . imag (Y2 [ i ] ) , np . r e a l (Y2 [ i ] ) )

del i

X1 [ 3 ] = np . mean( phase1 )

X2 [ 3 ] = np . mean( phase2 )

f 1 = a f . downsample ( freq max1 , len ( t ) )

f 2 = a f . downsample ( freq max2 , len ( t ) )

yp r ed1 t e s t = X1 [ 0 ] ∗ exp(−X1 [ 1 ] ∗ t )∗np . cos (2∗ pi ∗ f 1 ∗ t+np . mean(

phase1 ) )+X1 [ 4 ]

yp r ed2 t e s t = X2 [ 0 ] ∗ exp(−X2 [ 1 ] ∗ t )∗np . s i n (2∗ pi ∗ f 2 ∗ t+np . mean(

phase2 ) )+X2 [ 4 ]

yp r ed1 t e s t = norma l i z e z c ( yp r ed1 t e s t )

yp r ed2 t e s t = norma l i z e z c ( yp r ed2 t e s t )

#−−−−−−−−−−−−C a l c u l a t e perecent d i f f e r e n c e

−−−−−−−−−−−−−−−−−−−−−−−#

d i f f 1 = norma l i z e z c (abs ( yp r ed1 t e s t /V1 norm ) − 1) # %

d i f f e r e n c e f o r f i r s t p l o t

d i f f 2 = norma l i z e z c (abs ( yp r ed2 t e s t /V2 norm ) − 1) # %

d i f f e r e n c e f o r second p l o t
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mp. f i g u r e ( k )

mp. t i t l e ( ’ Curve f i t f o r Channel 1 ’ )

mp. p l o t ( t ∗1e6 , V1 norm , ’b ’ , t ∗1e6 , yhat1 , ’ r ’ )

k = k + 1

mp. f i g u r e ( k )

mp. t i t l e ( ’ Curve f i t f o r Channel 2 ’ )

mp. p l o t ( t ∗1e6 , V2 norm , ’b ’ , t ∗1e6 , yhat2 , ’ r ’ )

k = k + 1

mp. f i g u r e ( k )

mp. t i t l e ( ’ Curve f i t f o r Channel 1 with FFT Phase ’ )

mp. p l o t ( t ∗1e6 , V1 norm , t ∗1e6 , ypred1 te s t , ’ g ’ )

k = k + 1

mp. f i g u r e ( k )

mp. t i t l e ( ’ Curve f i t f o r Channel 2 with FFT Phase ’ )

mp. p l o t ( t ∗1e6 , V2 norm , t ∗1e6 , ypred2 te s t , ’ g ’ )

k = k + 1

#−−−−−−−−−−Estimate s t a r t and end time windows

−−−−−−−−−−−−−−−−−−−#

t i s t a r t CH1 = 4.884 e−6

t f s t a r t CH1 = 4.98 e−6

ti end CH1 = 8.4 e−6

tf end CH1 = 8.96 e−6

i n d t i s t a r t C H 1 = f i n d i n d ( t i s ta r t CH1 , t )

i n d t f s t a r t C H 1 = f i n d i n d ( t f s ta r t CH1 , t )

start CH1 = d i f f 1 [ i n d t i s t a r t C H 1 : i n d t f s t a r t C H 1 ]
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ind t i end CH1 = f i n d i n d ( ti end CH1 , t )

ind t f end CH1 = f i n d i n d ( tf end CH1 , t )

end CH1 = d i f f 1 [ ind t i end CH1 : ind t f end CH1 ]

t i s t a r t CH2 = 4.807 e−6

t f s t a r t CH2 = 4.91 e−6

ti end CH2 = 8.46 e−6

tf end CH2 = 8.74 e−6

i n d t i s t a r t C H 2 = f i n d i n d ( t i s ta r t CH2 , t )

i n d t f s t a r t C H 2 = f i n d i n d ( t f s ta r t CH2 , t )

start CH2 = d i f f 2 [ i n d t i s t a r t C H 2 : i n d t f s t a r t C H 2 ]

ind t i end CH2 = f i n d i n d ( ti end CH2 , t )

ind t f end CH2 = f i n d i n d ( tf end CH2 , t )

end CH2 = d i f f 2 [ ind t i end CH2 : ind t f end CH2 ]

###−−−−−−−−−−−−−−−−−Find s t a r t and end times

−−−−−−−−−−−−−−−−−−−−−−#

ti CH1 = 0

tf CH1 = 0

ti CH1 = t [ f i n d i n d (0 . 0005 , abs ( start CH1 ) )+i n d t i s t a r t C H 1 ]

tf CH1 = t [ f i n d i n d (0 . 0005 , abs ( end CH1 ) )+ind t i end CH1 ]

ti CH2 = 0

tf CH2 = 0

ti CH2 = t [ f i n d i n d (0 . 0005 , abs ( start CH2 ) )+i n d t i s t a r t C H 2 ]

tf CH2 = t [ f i n d i n d (0 . 0005 , abs ( end CH2 ) )+ind t i end CH2 ]



103

print ( ’ ti CH1 = ’ , ti CH1 )

print ( ’ tf CH1 = ’ , tf CH1 )

print ( ’ ti CH2 = ’ , ti CH2 )

print ( ’ tf CH2 = ’ , tf CH2 )

data = { ’ t ’ : pd . S e r i e s ( ( t ) ∗1 e6 ) , ’V1 ’ : pd . S e r i e s ( V1 norm ) , ’V1p ’

: pd . S e r i e s ( yhat1 )}

DataFrame = pd . DataFrame ( data , columns=[ ’ t ’ , ’V1 ’ , ’V1p ’ ] )

datapath = ’ / Users / vasant /Desktop/ Research / d i s s e r t a t i o n / ’

name = ’ c u r v e f i t ’

DataFrame . t o c s v ( datapath+name+’ . csv ’ , header=False , index=

False , i n d e x l a b e l=None )
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B. SHOT ANALYSIS CODE

#

=================================================================

# This code w i l l be used to ana ly ze MI s h o t s .

# The s t e p s are as f o l l o w s :

# 1. Import data and c r e a t e four v e c t o r s ( t , CH1, CH2,

CH3) ; CH1 & CH2 are

# the r e f e r e n c e and quadrature s i g n a l s and CH3 i s the

t r i g g e r .

# 2. Desample the data down to ˜200 MHz

# 3. Find the s t a r t and end t imes o f the de tona t ion event

.

# 4. F i l t e r the s i g n a l

# 5. Analyze us ing the quadrature method .

#

===================================================================

import numpy as np

import s c ipy as sp

import sys

from math import ∗

import pandas as pd

import matp lo t l i b . pyplot as mp

from f i n d i n d import ∗

from a n a l y s i s f c n s import ∗
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from c u r v e f i t f c n s import ∗

from e l l i p s e f i t f u n c t i o n s import ∗

import os

mp. c l o s e ( ’ a l l ’ )

#−−−−−−−−−−−−−−−−Import raw data−−−−−−−−−−−−−−−−−−−−−−−#

#shotID = raw input ( ’ P lease en ter sho t ID : ’ )

shotID = ’TS1−HMX CL20 CC ’

f i l ename = ’ / Users / vasant /Desktop/MI Experiments /Raw Data/ ’ +

shotID + ’ . csv ’

raw = pd . r ead c sv ( f i l ename , e r r o r b a d l i n e s=False , sk iprows =22,

nrows =100000 ,names=[ ’A ’ , ’B ’ , ’C ’ , ’D ’ ] , n a f i l t e r=Fal se )

dim = raw . shape

r = dim [ 0 ]

t =[ ]

CH1 = [ ]

CH2 = [ ]

CH3 = [ ]

t = np . z e r o s ( r )

CH1 = np . z e r o s ( r )

CH2 = np . z e r o s ( r )

CH3 = np . z e r o s ( r )

for i in range (0 , r ) :

t [ i ] = raw . i l o c [ i , 0 ]

CH1[ i ] = raw . i l o c [ i , 1 ]

CH2[ i ] = raw . i l o c [ i , 2 ]

CH3[ i ] = raw . i l o c [ i , 3 ]

del raw , r

#−−−−−−−−−−−−−−−−−−−−−−−−−−Test Sample Information

−−−−−−−−−−−−−−−−−−−−−−−−−−−#
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l 0 = 8.56 e−3

l c = 11 .12 e−3

er tmd = 3.5

rho tmd = 1.945

rho0 = 1.415

#rho0 = 1.407

er = ( ( er tmd ∗∗ ( 1 . /3 )−1)∗ rho0 /rho tmd + 1) ∗∗ 3

l t = l 0 / s q r t ( e r − ( l 0 / l c ) ∗∗2) ;

#−−−−−−−−−−−−−−−Desample−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−#

Fs1 = ( t . s i z e −1) / ( t [ t . s i z e −1]−t [ 0 ] )

n = t . s i z e

Fs2 = 200 e6

(tm ,CH1) = np . array ( desample ( t ,CH1, Fs2 ) )

(tm ,CH2) = np . array ( desample ( t ,CH2, Fs2 ) )

(tm ,CH3) = np . array ( desample ( t ,CH3, Fs2 ) )

t = tm

del tm

#−−−−−−−−−−−−−S e l e c t d e s i r e d p o r t i o n o f data f o r a n a l y s i s

−−−−−−−−−−−−−−−−−−#

# In t h i s s e c t i o n , the s i g n a l i s cut to the d e s i r e d l e n g t h .

Two s e t s o f data

# r e s u l t from the p r o c e s s e s in t h i s s e c t i o n−padded and

unpadded . The H i l b e r t

# transform used f o r norma l i za t ion has edge a r t i f a c t s . The

s i g n a l i s padded

# by i n c l u d i n g an e x t r a p o r t i o n o f the waveform data b e f o r e

and a f t e r the

# timeframe f o r a n a l y s i s .

pad = 0 .1 e−6
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t i = 2 .5 e−6

#t i = 2.373 e−6

t i pad = t i − pad

t f = 5.875 e−6

#t f = 5.972 e−6

t f pad = t f+pad

( ind pad i , i nd pad f ) = cut ( t i pad , t f pad , t )

CH1 pad = CH1[ i n d p a d i : i nd pad f ]

CH2 pad = CH2[ i n d p a d i : i nd pad f ]

tpad = t [ i n d p a d i : i nd pad f ]

( i nd i , i n d f ) = cut ( t i , t f , t )

t = t [ i n d i : i n d f ]

CH1 = CH1[ i n d i : i n d f ]

CH2 = CH2[ i n d i : i n d f ]

#t = t − t [ 0 ]

#−−−−−−−−−−−−−−−−−−−−−−−−−−F i l t e r Data

−−−−−−−−−−−−−−−−−−−−−−−#

V1 = l p f (CH1, 2 , . 0 7 , 1 )

V2 = l p f (CH2, 2 , . 0 7 , 1 )

V1 pad = l p f (CH1 pad , 2 , . 0 7 , 1 )

V2 pad = l p f (CH2 pad , 2 , . 0 7 , 1 )

#−−−−−−−−−−−−−−−−−−−−−−−Normalize us ing a cons tant parameter

−−−−−−−−−−−−−−−−−−−−−−−−−−#

# Note t h a t the the pad norm and norm d a t a s e t s are the same

. One i s padded wi th

# and the o ther i s unpadded .
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V1 pad norm = norma l i z e z c ( V1 pad )

V2 pad norm = norma l i z e z c ( V2 pad )

V1 norm = norma l i z e z c (V1)

V2 norm = norma l i z e z c (V2)

#−−−−−−−−−−−−−−−−−−−Normalize us ing enve lope funct ion

−−−−−−−−−−−−−−−#

H1 = sp . s i g n a l . h i l b e r t ( V1 pad norm )

H2 = sp . s i g n a l . h i l b e r t ( V2 pad norm )

V1n h = V1 norm/np . abs (H1 [ i nd i−i n d p a d i : i nd f−i nd pad f ] )

V2n h = V2 norm/np . abs (H2 [ i nd i−i n d p a d i : i nd f−i nd pad f ] )

#−−−−−−−−−−−−−−−−−−−Obtain c o r r e c t i o n f a c t o r s

−−−−−−−−−−−−−−−−−−−−−−#

# Data from an i d e a l quadrature mixer p l o t t e d as (V1, V2)

would y i e l d a p e r f e c t

# c i r c l e . The combination o f n o n o r t h o n g a l i t y o f the in−phase

and quadrature

# channels , unequal channel gain , and zero o f f s e t d i s t o r t s a

p e r f e c t c i r c l e

# to a d i s t o r t e d e l l i p s e , r e p r e s e n t e d as r o t a t i o n , s t r e t c h i n g

, and t r a n s l a t i o n

# of a p e r f e c t c i r c l e . The normal ized ( us ing enve lope )

s i g n a l s are f i t to an

# e l l i p s e o f the form [ x , y ] = [ z1 , z2 ] + Q( a lpha ) ∗ [ a∗ cos ( t ) , b∗

s i n ( t ) ] .

[ z , a , b , alpha ] = f i t e l l i p s e (np . mat ( [ V1n h , V2n h ] ) , c o n s t r a i n t=’

bookste in ’ , t o l=1e−5)

A = np . mat ( [ [ 1 / a , 0 ] , [ 0 , 1 / b ] ] )

Qnorm = Q( alpha )

Vtrans = np . mat ( [ V1n h−z [ 0 ] , V2n h−z [ 1 ] ] )
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# The s t r e t c h i n g , r o t a t i o n , and t r a n s l a t i o n o f a p e r f e c t

c i r c l e i s r e p r e s e n t e d as

# [ V1, V2 ] = [ a , 0 , 0 , b ]∗Q∗ [ V1p , V2p ] + [ zx , zy ] ( p denotes

p e r f e c t s i g n a l )

Vcorr = np . matmul (A, np . matmul (np . t ranspose (Qnorm) , Vtrans ) )

V1c = np . array ( Vcorr [ 0 , : ] ) . f l a t t e n ( )

V2c = np . array ( Vcorr [ 1 , : ] ) . f l a t t e n ( )

V1c = norma l i z e z c (V1c)

V2c = norma l i z e z c (V2c)

#−−−−−−−−−−−−−Create phase and v e l o c i t y p l o t s

−−−−−−−−−−−−−−−−−−#

# This i s wi th norma l i za t ion wi th a cons tant parameter

phi = np . z e r o s ( len (CH1) )

L = 1 .004∗25 .4

for i in range ( len ( phi ) ) :

phi [ i ] = atan2 ( V2 norm [ i ] , V1 norm [ i ] )

phi = phase unwrap ( phi )

l tdyn = 4∗ pi ∗L/( phi [ len ( phi )−1]−phi [ 0 ] )

x = np . z e r o s ( len ( phi ) )

xdyn = np . z e r o s ( len ( phi ) )

for i in range ( len ( x ) ) :

x [ i ] = l t ∗1000 / (4∗ pi ) ∗ phi [ i ]

xdyn [ i ] = l tdyn / (4∗ pi ) ∗ phi [ i ]

x = x − x [ 0 ]

xdyn = xdyn − xdyn [ 0 ]

t = t − t [ 0 ]
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s = sp . s t a t s . l i n r e g r e s s ( t ∗1e6 , x )

sdyn = sp . s t a t s . l i n r e g r e s s ( t ∗1e6 , xdyn )

mp. p l o t ( t ∗1e6 , x )

U = s . s l ope

Udyn = sdyn . s l ope

Uest = L/( ( t f−t i ) ∗1 e6 )

print ( ’ Wavelength us ing measured p e r m i t t i v i t y : ’ , l t ∗1000 , ’

mm. ’ )

print ( ’ Dynamically determined wavelength : ’ , l tdyn , ’ mm. ’ )

print ( ’ Estimated detonat ion v e l o c i t y i s : ’ , Uest , ’ km/s , ’ )

print ( ’ Detonation v e l o c i t y us ing measured wavelength i s : ’ ,U,

’ km/ s . ’ )

print ( ’ Detonation v e l o c i t y us ing dynamic wavelength i s : ’ ,

Udyn , ’ km/ s . ’ )

#−−−−−−−−−−−−−−−−−−Create phase and v e l o c i t y p l o t s

−−−−−−−−−−−−−−−−−−−

# This i s wi th the H i l b e r t norma l i za t ion

phi h = np . z e r o s ( len (V1c) )

L = 1 .004∗25 .4

for i in range ( len ( phi h ) ) :

phi h [ i ] = atan2 (V2c [ i ] , V1c [ i ] )

phi h = phase unwrap ( phi h )

lh tdyn = 4∗ pi ∗L/( phi h [ len ( phi h )−1]−phi h [ 0 ] )

l h t = l t

xh = np . z e r o s ( len ( phi h ) )

xh dyn = np . z e r o s ( len ( phi h ) )



111

for i in range ( len ( xh ) ) :

xh [ i ] = l h t ∗1000 / (4∗ pi ) ∗ phi h [ i ]

xh dyn [ i ] = lh tdyn / (4∗ pi ) ∗ phi h [ i ]

xh = xh − xh [ 0 ]

xh dyn = xh dyn − xh dyn [ 0 ]

t = t − t [ 0 ]

sh = sp . s t a t s . l i n r e g r e s s ( t ∗1e6 , xh )

shdyn = sp . s t a t s . l i n r e g r e s s ( t ∗1e6 , xh dyn )

mp. p l o t ( t ∗1e6 , xh )

Uh = sh . s l ope

Uh dyn = shdyn . s l ope

print ( ’ Wavelength us ing measured p e r m i t t i v i t y ( H i l b e r t ) : ’ ,

l h t ∗1000 , ’ mm. ’ )

print ( ’ Dynamically determined wavelength ( H i l b e r t ) : ’ , lh tdyn

, ’ mm. ’ )

print ( ’ Detonation v e l o c i t y us ing measured wavelength and

H i l b e r t norma l i za t i on i s : ’ ,Uh, ’ km/ s . ’ )

print ( ’ Detonation v e l o c i t y us ing dynamic wavelength and

H i l b e r t norma l i za t i on i s : ’ , Uh dyn , ’ km/ s . ’ )

#−−−−−−−−−−−−Write x−t p l o t s to csv f i l e

−−−−−−−−−−−−−−−−−−−−−−−−−−−−#

#data = { ’ t ’ : pd . S e r i e s ( t ∗1 e6 ) , ’ x ’ : pd . S e r i e s ( xh )}

#DataFrame = pd . DataFrame ( data , columns =[ ’ t ’ , ’ x ’ ] )

#datapath = ’/ Users / vasant / Desktop / Research /HMX CL20 Paper/

Pos i t ion−Time Data / ’
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#DataFrame . t o c s v ( datapath+shotID +’ p o s i t i o n t i m e ’+ ’. csv ’ ,

header=False , index=False , i n d e x l a b e l=None)

pad = 0 .1 e−6

t i = 0e−6

t i pad = t i − pad

t f = 13e−6

t f pad = t f+pad

( ind pad i , i nd pad f ) = cut ( t i pad , t f pad , t )

CH1 pad = CH1[ i n d p a d i : i nd pad f ]

CH2 pad = CH2[ i n d p a d i : i nd pad f ]

tpad = t [ i n d p a d i : i nd pad f ]

( i nd i , i n d f ) = cut ( t i , t f , t )

t = t [ i n d i : i n d f ]

CH1 = CH1[ i n d i : i n d f ]

CH2 = CH2[ i n d i : i n d f ]

CH3 = CH3[ i n d i : i n d f ]

data = { ’ t ’ : pd . S e r i e s ( ( t−t [ 0 ] ) ∗1 e6 ) , ’V1 ’ : pd . S e r i e s (V1c) , ’V2 ’

: pd . S e r i e s (V2c )}

DataFrame = pd . DataFrame ( data , columns=[ ’ t ’ , ’V1 ’ , ’V2 ’ ] )

datapath = ’ / Users / vasant /Desktop/ Research / d i s s e r t a t i o n / ’

name = ’ n o r m a l i z e d h i l b e r t ’

DataFrame . t o c s v ( datapath+name+’ . csv ’ , header=False , index=

False , i n d e x l a b e l=None )
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