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ABSTRACT

Tong, Wu Ph.D., Purdue University, May 2019. Topology Optimization of Multiscale
Structures Coupling Fluid, Thermal and Mechanical Analysis. Major Professors: An-
dres Tovar and Jitesh H. Panchal.

The objective of this dissertation is to develop new methods in the areas of multiscale

topology optimization, thermomechanical topology optimization including heat convec-

tion, and thermal-fluid topology optimization. The dissertation mainly focuses on devel-

oping five innovative topology optimization algorithms with respect to structure and mul-

tistructure coupling fluid, thermal and mechanical analysis, in order to solve customary

design requirements. Most of algorithms are coded as in-house code in MATLAB.

In Chapter One, a brief introduction of topology optimization, a brief literature review

and the objective is presented. Five innovative algorithms are illustrated in Chapter Two

to Six. From Chapter Two to Four, the methods with respect to multiscale approach are

presneted. and Chapter Five and Six aims to contribute further research associated with

topology optimization considering heat convection. In Chapter Two, a multiphse topology

optimization of thermomechanical structures is presented, in which the optimized structure

is composed of several phases of prescribed lattice unit cells. Chapter Three presents a

Multiscale, thermomechanical topology optimization of self-supporting cellular structures.

Each lattice unit cell have a optimised porousity and diamond shape that benefit additive

manufacturing. In Chapter Four, the multiscale approach is extended to topology opti-

mization involved with fluid mechanics problem to design optimized micropillar arrays in

microfludics devices. The optimised micropillars minimize the energy loss caused by local

fluid drag force. In Chapter Five, a novel thermomechanical topology optimization is de-

veloped, in order to generate optimized multifunctional lattice heat transfer structure. The

algorithm approximate convective heat transfer by design-dependent heat source and nat-

ural convection. In Chapter Six, an improved thermal-fluid topology optimization method



xvii

is created to flexibly handle the changing of thermal-fluid parameters such as external heat

source, Reynolds number, Prandtl number and thermal diffusivity. The results show the

changing of these parameters lead versatile optimized topologies. Finally, the summary

and recommendations are presented in Chapter Seven.
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1. INTRODUCTION

In this Chapter, an introduction and motivation relevent to this dissertation. First, a sum-

mary of topology optimization is presented, where several key concepts with respect to

the dissertation contexts are introudced. Next, a literature review of four key concepts

is provided, including topology optimization considering meta-material scale and multi-

scale modeling, as well as topology optimization coupling thermo-mechanical analysis and

topology optimization coupling thermal-fluid analysis. Finally, the motivation, the objec-

tive and outline of this dissertation are described.

1.1 Topology optimization: the most flexible form of structural optimization

Structural optimization is the classical engineering subject of making an assemblage

of materials sustain loads in the best way with respect to some anticipated performance,

e.g. stiffness, temperature, or pressure drop. Methods for structural optimization can be

divided into three groups depending on the geometric feature: size optimization; shape

optimization; and topology optimization (Fig. 1.1) [1]. For size optimization, the design

variables are the dimensions of a predefined design, i.e., the cross-sectional areas, thick-

ness, or length of structural members. For shape optimization, the design variables control

the form or contour of some part of the boundary of the structural domain. Imaging the

state of a solid body is described by a set of partial differential equations, the optimization

consists in choosing the integration domain for the differential equations in an optimal way

without changing the connectivity [1]. Topology optimization is the most flexible form of

structural optimization, which allows for the simultaneous control size, shape and topology.

More specifically, Topology optimization of a solid structure involves the determination of

features such as the number and location and shape of holes and the connectivity of the

domain [2].
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2  1 Topology optimization by distribution of isotropic material 

Fig. 1.1. Three categories of st ructural optimization. a) Sizing optimization of a 
truss structure, b) shape optimization and d) topology optimization. The initial 
problems are shown at the left hand side and the optimal solutions are shown at 
the right 

The topology, shape, and size of the structure are not represented by stan-
dard parametric functions but by a set of distributed functions defined on 
a fixed design domain. These functions in turn represent a parametrization 
of the stiffness tensor of the continuum and it is the suitable choice of this 
parametrization which leads to the proper design formulation for topology 
optimization. 

1.1.1 Minimum compliance design 

In the following, the general set-up for optimal shape design formulated as 
a material distribution problem is described. The set-up is analogous to well 
known formulations for sizing problems for discrete and continuum structures 
[1], and to truss topology design formulations that are described later in this 
monograph. It is important to note that the problem type we will consider is 
from a computational point of view inherently large scale, both in state and 
in the design variables. For this reason the first problems treated in this area 
employed the simplest type of design problem formulation in terms of objec-
tive and constraint, namely designing for minimum compliance (maximum 
global stiffness) under simple resource constraints. This is also conceptually 
a natural starting point for this exposition as its solution reflects many of the 
fundamental issues in the field. 

Consider a mechanical element as a body occupying a domain f /mat which 
is part of a larger reference domain S2 in R 2  or R3  The reference domain 1 is 
chosen so as to allow for a definition of the applied loads and boundary con-
ditions and the reference domain is sometimes called the ground structure, 
in parallel with terminology used in truss topology design. Referring to the 
reference domain S2 we can define the optimal design problem as the problem 

Figure 1.1.. Illustrations of (a) Size optimization (b) Shape optimization and
(c) Topology optimization [2].

1.1.1 Material interpolation scheme

Topology optimization as it is recognized nowadays was established by Bendsøe and

Kikuchi. Inspired by finite element analysis, topology optimization attributes a design

variable associated with the material properties e.g., thickness, density, Young’s modulus,

heat transfer coefficient, to each of finite element. Then, the objective of optimization

problem turns to find the values of these material property-related design variables that

establishing a structure with best structural performance. Each design variable represented

in the design domain takes the value one if the element is filled with material and zero

otherwise. The most famous numerical methods for finding optimal distribution in space

are known as density or SIMP (Solid Isotropic Microstructure with Penalization) approach,

as well as homogenization approach [3, 4]. They are proposed by Bendsøe in early 1990s

and extensively applied by Guedes, KiKuchi, Zhou, Rozvany and other scientists [5, 6].

These methods replace the 0-1 interger variables distribution with continuous variables, and

then incorporate material interpolation functions containing penalty numbers or polynomial

functions, to steers the solution to 0-1 values. An alternative material interpolation scheme

is Rational approximation of material properties (RAMP) [7], which using a rather relaxed
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penalization (Fig. 1.2).A solid-void material interpolation scheme can be extended to a

numerical method enable to distribute two-materials in the design domain [8, 9].

119

Proposition 2 gives a direction in which to search for
such a function. The simplest possible function h(xj) sat-
isfying the assumptions in Proposition 2 such that h(0) =
1/E0 and h(1) = 1/E1 is the affine function

h(xj) =
1

E0
+xj

(

1

E1
−
1

E0

)

. (14)

Evaluating Eq(xj) = 1/h(xj) gives, after some algebra

Eq(xj) =E0+
xj

1+ q(1−xj)
∆E , (15)

where q =∆E/E0. Since cq(x) is convex for q = 0 and
concave for q =∆E/E0 (in fact for all q ≥∆E/E0) this
provides a natural way to apply a continuation method
(by letting q gradually increase from q = 0).
An interpolation model of the type (15) was in fact

mentioned, but not motivated or analyzed, by Rietz
(2001).

5
Theoretical properties of the alternative approach

Let Ep(xj) denote the material model defined in (6) for
a parameter p≥ 1, i.e.

Ep(xj) =E0+x
p
j∆E. (16)

Similarly, let Eq(xj) denote the alternative interpolation
model defined in (15) for a parameter q ≥ 0, i.e.

Eq(xj) =E0+
xj

1+ q(1−xj)
∆E. (17)

To illustrate the difference between the model (16) and
the model (17), Ep(xj) and Eq(xj) are depicted in Fig. 1
for several values on p and q.
Differentiating Eq(xj) gives

E′q(xj) =
∆E(1+ q)

[1+ q(1−xj)]2
> 0 (18)

and

E′′q (xj) =
2q∆E(1+ q)

[1+ q(1−xj)]3
≥ 0 . (19)

One of the major differences between the SIMP model
and the alternative model is the behaviour of the deriva-
tive of the material model at xj = 0. Evaluating the
derivative of the alternative model at zero and one gives

E′q(0) =
1

1+ q
∆E > 0 and E′q(1) = (1+ q)∆E. (20)

This can be compared with the SIMP model, for which

E′p(0) =

{

∆E if p= 1,

0 if p > 1,
and E′p(1) = p∆E. (21)

Note that E′p(0) is discontinuous in the parameter p,
while E′q(0) is continuous in the parameter q.
Let hq(xj) = 1/Eq(xj) for some q ≥ 0, i.e. 1/hq(xj) =

E0+xj∆E/(1+ q(1−xj)). Note that hq(xj) > 0 for all
q ≥ 0 and xj ∈ [0, 1].

Proposition 6. h(xj) and −1/h(xj) are concave func-
tions on 0≤ xj ≤ 1 for all q ≥∆E/E0. hq(xj) is a concave
function on xj ∈ [0, 1] for all q ≥∆E/E0.

The proof is left to the Appendix.

Proposition 7. cq(x) is a concave function on [0, 1]n for
all q ≥∆E/E0.

Proof. Follows from Proposition 2 and Proposition 6. !

Fig. 1 A comparison of the SIMP model and the alternative
model when E1 = 1 and E0 = 0.1. Ep(xj) for p = 2, 3, 10 are
shown as dashed lines; Eq(xj) for q = 0, 1.5, 4, 9 are shown as
solid lines

5.1
Connections to the Hashin–Shtrikman bounds

In the case of two materials, where one material is void,
Bendsøe and Sigmund (1999) derive bounds on the pa-
rameter p such that the SIMP model (16) satisfies the
Hashin–Shtrikman bounds for two-phase materials (see
Hashin and Shtrikman 1963). Hence, any stiffness pro-
duced by the SIMP model can be realized as the stiff-
ness of a composite consisting of void and the base ma-
terial using the same fraction of the base material as
in the SIMP model. In the case of two materials with
nonvanishing stiffness the Hashin–Shtrikman bounds give
the following conditions on Young’s modulus in 2-D (see
Bendsøe and Sigmund 1999).

Figure 1.2.. A comparison of the SIMP model and the RAMP model when
Young’s modulus of a solid structure E(θ0) = 1 and minimum Young’s mod-
ulus Emin = 0.1. For SIMP, using penalty numbers p = 2, 3, 10, presented as
dash lines; For RAMP, using penalty numbers p = 0, 1.5,4,9, presented as solid
lines [7].

adopted in the optimization formulation, values of MN and ML can
be utilized to check the status of the presence or absence of mixed
material.

In comparison, the volume constraint related to multiple mate-
rials is also presented below. For each candidate material phase j,
the volume constraint is written as

VC ¼
Xn

i¼1

Vixij 6 V ðjÞ ¼ vf j $ V j ¼ 1; . . . ;m ð28Þ

Herein, V ðjÞ denotes the prescribed upper bound of the volume con-
straint of the jth candidate material. The upper bound of the volume
fraction vf j is defined as the division of V ðjÞ by the summation of all
designable elements V, namely, vf j ¼ V ðjÞ=V . Obviously, 0 < vf j < 1
for each meaningful volume constraint. Usually, the number of vol-
ume constraints equals the number of candidate material phases m
and

Pm
j¼1vf j 6 1 for all volume constraints. The sensitivity of the

volume constraint is obviously constant,

@VC

@xij
¼ Vi ð29Þ

4.3.2. Relationship between volume and mass constraints
Without a loss of generality, suppose that an arbitrary feasible

solution x = {xij} exists in the sense that the set of volume con-
straints in Eq. (28) is satisfied. Based on the condition
0 6 1 % xij < 1, it follows that

Xn

i¼1

xij
Ym

n¼1
n–j

ð1% xinÞ

0

B@

1

CAVi 6
Xn

i¼1

xijVi 6 V ðjÞ ð30Þ

The multiplication of this term by the density of the material phase
j, qðjÞ, gives rise to

Xn

i¼1

xij
Ym

n¼1
n–j

ð1% xinÞ

0

B@

1

CAViqðjÞ 6
Xn

i¼1

xijV iqðjÞ 6 V ðjÞqðjÞ ð31Þ

Then, the summation of all solid materials results in

Xm

j¼1

Xn

i¼1

xij
Ym

n¼1
n–j

ð1% xinÞ

0

B@

1

CAViqðjÞ 6
Xm

j¼1

Xn

i¼1

xijV iqðjÞ 6
Xm

j¼1

V ðjÞqðjÞ ð32Þ

Now, suppose that the structure mass is specified as the upper
bound M, we then have

Xm

j¼1

V ðjÞqðjÞ ¼ M ð33Þ

The combination of Eqs. (32) and (33) yields the linear and nonlin-
ear forms of the mass constraint given in Eqs. (22) and (25), respec-
tively. This means that an arbitrary feasible solution of the volume-
constrained optimization problem is always within the feasible
domain of the mass-constrained design problem.

It concludes that the following relation theoretically exists for
design spaces defined by the volume and mass constraints.

XV #XML #XMN ð34Þ

Geometrically, this means that under the precondition of the same
mass of the structure, the volume constraint defines a sub-design
space of the linear mass constraint, while the latter defines a sub-
design space of the nonlinear mass constraint. Therefore, the mass

constraint always produces a stiffer configuration than the volume
constraint in the compliance minimization sense.

4.4. Improved optimization formulation

In this section, a typical numerical example is tested to illus-
trate the mixed material status if the presented standard optimiza-
tion formulation in Eq. (13) is used. Then, an improved
optimization formulation is proposed to overcome the resulting
defect.

A sensitivity filtering technique for multiple materials [24] is
adopted in this paper to yield a checkerboard-free topology config-
uration. ConLin (Convex Linearization) [36] is applied to solve the
topology optimization problem, and the convergence criterion is
adhered to, which states that the relative variations of the objec-
tive function and the constraints between two consecutive itera-
tions are all less than 0.1%.

4.4.1. Mixed material status
Consider a bi-clamped plane structure with two non-designable

domains (the dark areas) on both sides, as shown in Fig. 2. The
plane thickness is 10 mm and a mesh of 60 & 40 elements is used.
The upper bound of the mass constraint is M ¼ 10. A vertical force
Fa = 8 kN is applied, and the reference temperature for the thermal
strain calculation is 20 !C. Suppose two isotropic solid material
phases are available (black for M2 and gray for M1) with their
properties listed in Table 1. Notice that M2 has large values of
Young’s modulus, stiffness-to-density ratio and GTSC. This implies
that M2 is superior to M1 in bearing mechanical loads, but the pro-
duced thermal stress load from M2 disfavors the reduction of
structural compliance. According to Refs. [14,24], a uniform initial
weighting in the UMMI scheme is helpful for topology optimiza-
tion problems under pure mechanical loads to avoid the local opti-
mum close to the initial point. Therefore, uniform initial design
variables (xi1 = xi2 = 0.05) are adopted here as a feasible starting
point.

Suppose a uniform temperature of 100 !C is applied over the
whole structure, the optimization results are illustrated in Fig. 3.
It is found that MN <ML, even after 80 iterations, which means that
the mixed material status still exists in some elements. Consider
elements 3 and 33 as examples, with the evolution histories of
their design variables plotted in Fig. 3(c) and (d). xi2 = 0 after tens
of iterations, while xi1 approaches 0.039 and 0.177, respectively,
for elements 3 and 33. Of particular interest, the evolution track
is self-intersecting for element 33.

Fig. 2. Bi-clamped rectangular structure (unit: cm).

154 T. Gao et al. / Computers and Structures 173 (2016) 150–160

5.2. 3D structure

The proposed method is now tested for a large-scale engineer-
ing problem. The structure used is shown in Fig. 11. It is fixed on
the ends of two horizontal arms. Herein, two candidate materials,
M1 and M2, are available. The structure undergoes a temperature

rise and mechanical load simultaneously. The latter consists of
pressure applied to the inner surface of the hole with a cosine dis-
tribution function over h = 120! (the peak value p1 = 50 MPa) and
uniform pushing force (p2 = 8 MPa). Suppose the loading area is a
non-designable one filled with material phase M2. The reference
temperature for the thermal strain calculations is assumed to be

(a) Optimized configuration (C= 662.4  δ=0.44×10-2) 

(b) Iteration histories of the compliance and mass

(c) Iteration histories of the volumes of two solid materials

Fig. 5. Optimization results with Eq. (36) under uniform Dt = 80 !C.

(a) Distribution of Young’s modulus after 17 iterations (b) Compliance versus design variables (i=61)

Fig. 6. Distribution of the compliance value versus design variables of element 61.

(a) Influence of the temperature rise on the compliance

(b) Influence of the temperature rise on the volume of each 
                   candidate material phase

Fig. 7. Influence of the temperature rise on the optimized result at M ¼ 10.

T. Gao et al. / Computers and Structures 173 (2016) 150–160 157

Figure 1.3.. A topology optimization result using two material interpolation
scheme of a bi-clamped plane structure. Black and gray color indicates two
different materials [10].
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Numerical methods to distribute more than two materials have also been developed.

These methods contain e.g. recursive multiphase material interpolation [10], uniform mul-

tiphase materials interpolation [11], active-phase algorithm [12] and cluster-based topology

optimization [13].

18 R. TAVAKOLI AND S.M. MOHSENI

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

(m) (n) (o)

Figure 2. Topological changes during the optimization iterations
for cantilever beam #1 test problem; a-o are respectively related
to iterations 5, 10, 15, 20, 30, 40, 50, 60, 80, 100, 120, 140, 160,
180, 200.
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F
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Cantilever Beam
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2F
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Bridge Structure

F

?

MBB Beam

Figure 1. Geometries and boundary conditions corresponding to
minimum compliance model problems (unspecified boundary con-
dition denotes the traction free boundary condition).

The optimization control parameters, to be set in set parameters function in
all of test cases in this section are as follows:

function [...] = set_parameters ()

...

tol_out = 0.001; tol_f = .05; iter_max_in = 2; iter_max_out = 200; q = 3; rf = 8;

...

end

Note that we did not pay any specific attention to adjust these parameters in our nu-
merical experiments here. Note that the careful selection of these parameters could
improve the computational performance and outcome of our algorithm. The other
design optimization parameters corresponding to these test problems are listed in
table 1 (these parameters are adapted from [22]).

Table 1. Design parameters of minimum compliance topology op-
timization test cases.

Test Problem nx ny p e v

Cantilever Beam #1 96 48 3 [2 1 1e� 9]0 [0.4 0.2 0.4]0

Cantilever Beam #2 96 48 4 [4 2 1 1e� 9]0 [0.2 0.1 0.1 0.6]0

Bridge Structure #1 96 96 3 [2 1 1e� 9]0 [0.35 0.25 0.4]0

Bridge Structure #2 96 96 3 [2 1 1e� 9]0 [0.4 0.2 0.4]0

Bridge Structure #3 96 96 4 [9 3 1 1e� 9]0 [0.2 0.1 0.1 0.6]0

MBB� Beam #1 96 48 3 [2 1 1e� 9]0 [0.4 0.2 0.4]0

MBB� Beam #2 96 48 4 [4 2 1 1e� 9]0 [0.2 0.15 0.15 0.5]0

MBB� Beam #3 96 48 4 [9 3 1 1e� 9]0 [0.16 0.08 0.08 0.68]0

Figure 1.4.. A cantilever beam problem using three materials [12]. (For green
color material: Young’s modulus E(θ0)=10−9, Poisson ratio ν(θ0)=0.4; For
blue color material: E(θ0)=1, ν(θ0)= 0.2; For red color material: E(θ0)=2,
ν(θ0)=0.4.

1.1.2 Physics model and multiphysics model

Topology optimization is an iterative design process, where at each iteration step, the

design variables are updated stem from physics models, which often discretized within

finite element analysis. While finite element analysis is the most popular discretzation

model, other discretization methods such as finite volume [14] and Lattice-Boltzmann

method have also been successfully incorporated into topology optimization.

Topology optimization was devised within solving linear elastic model in solid mechan-

ics, the method has since then been extended to advanced applications with wide ranges

of physical phenomena. In solid mechanics, these applications include e.g., maximize and

minimize dynamical response, maximize buckling load, minimize compliance with consid-

eration of stress constraints and pressure load. Further, topology optimization with respect

to non-linear finite element analysis models such as hyper-elastic [15–17], plastic [18–20]
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and crashworthiness [21–23] have also been extensively studied. Beyond solid mechanics,

topology optimization has been extended to heat transfer, fluidics, acoustics problems.

Especially, in recent year, topology optimization involves in multiphysics problems has

attracted progressively interests from researchers. Multiphysics problems require mod-

elling in several areas of physics, and the coupling of different physics fields [24–26]. A

problem coupled two physics fields indicates that the solution from primary physics model

affects the secondary physics model. Therefore, to solve a coupling multiphysics model,

different physics models are required to be dependently solved in two types: they are solved

either directly in a system assembled all the physics, or sequentially solved by passing first

set of solution to a second set of field equations, which is solved then passed to a third

set of equations, etc. Compared to a single physics model, a multiphysics model can ac-

curately reflect the functionalities of numerous products in the many industries, such as

civil and mechanical, aerospace, electrical and biomedical engineering. The coupling of

physics fields generally include thermo-mechanical, thermal-fluid, fluid-structure interac-

tion, electro-mechanical, electro-termal, electro-magneto-thermal etc. The products are

varied from large scale aerospace, ground and naval vehicle systems, to smaller scale elec-

tronics, magnetic components, heat exchanger and motors, to microscale Microelectrome-

chanical system (MEMS) and microfluidic devices. While it is appealing to exploit the

strength of multiphysics models and incorporate them into topology optimization, it is also

a challenging task, since it not only requires understanding all of the relevant physics in a

particular problem, but also an appropriate programmed optimization module customizing

the tackled multiphysics model. Nowadays, topology optimization involved multiphysics

phenomena is a subject undergoing intense study and desiring further investigation, espe-

cially for thermo-mechanical, thermal-fluid, and other electromechanical systems [24].

1.1.3 Optimizer and sensitivity analysis

A topology optimization problem consists of from thousands to millions of design vari-

ables, which excludes many computational expensive optimization methods. In terms of
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the low computational cost, first order optimization methods are often prefered to be uti-

lized in the optimizer. In a first order method, analytical gradient of each design variables

with respect to the objective function is required. In the objective function, the variables

are often depended on each other in terms of finite element analysis models, makes the

analytical gradient implicit and could not be easily derived. The procedures of deriving

the analytical gradient is called sensitivity analysis. It is often a challenging yet critical

task during the development a new topology optimization algorithm stem from non-linear

physics or multiphysics model, which requires a comprehensive understanding of physics

model and strong mathmatical background. A common used method in the sensitivity anal-

ysis called adjoint method. In this method, implicits gradients are eliminated by solving

adjoint vectors in a Lagrangian function.

An alternative sensitivity analysis strategy is called level-set method [27]. This method

is commonly used in image processing, moving boundary problems, fluid mechanics, etc.

In topology optimization, level-set method aims to numerically tracking fronts and free

boundaries of a structure by topological sensitivities and evolutional level-set functions, to

obtain the optimal topology [28, 29]. It has been applied to topology optimization with

respect to linear elasticity, heat conduction [30] and thermal-fluid problems [31, 32].

When the analytical gradient information is derived, it can be incorporated to com-

monly used first order optimizers e.g. such as Sequential Linear Programming (SLP) [33],

or optimizers specifically created for structural mechanical problem e.g., CONLIN [34],

Optimal Criteria (OC) [35], and Method of Moving Asymptotes (MMA) [36, 37]. How-

ever, for some reasons the analytical gradients are not always available. These reasons

mainly include that the physics model is too complicated, developer has a knowlege gap,

or numerical issues for solving adjoint vectors. To overcome the difficulties, considering of

non-gradient based optimizers could be a substitution. These optimizers are mainly based

on heuristics approach such as Hybrid Cellular Automata (HCA) [38], and evolutionary

technique such as Bi-directional Evolutionary Structural Optimization (BESO) [39, 40].



7

1.1.4 Topology optimization considering additive manufacturing

Although remarkable design improvement could be made for the designs after topol-

ogy optimization, the resulting topologies maybe so complex and irregular that impractical

from conventional manufacturing point of view. Fortunately, the gradually enriched Ad-

ditive Manufacturing (AM) technologies opens the possibility to overcome limitations of

conventional manufacturing techniques. However, current AM still has requirements to

the design’s geomtries to ensure manufacturability. These requirements contain minimum

feature size, manufacturable inclination angle, allowable bridging distance, and the robust

accommodation of heat transfer during manufacturing process [41]. On the other hand,

undesired geometries such as small inclination, long overhangs, and thin bars may appear

in the optimized design. These structures are unstable during the AM process, additional

material would be necessary to support them. As a result, the actual material usage is sig-

nificantly increased. In addition, unwanted structures such as disconnected members may

occur due to some inherent issues of the optimization and post-processing technique, and

these flaws may be magnified resulting in an unfeasible product [42]. Therefore, topology

optimization deserves further explorations taken in account of contemporary AM limita-

tions.

Recently, some amendments of the density-based topology optimization can fill the

gaps between topology optimization and additive manufacturing [42–44]. Zegard and

Paulino alleviate the thin-bar and disconnected structure problem using specific filters [42].

Leary et al proposed a method that iteratively identify the regions infeasible to manufacture,

and further optimize these regions to accommodate AM process [43]. Li et al combined

additional constraints to improve structure connectivity [44]. An alternative strategy is the

development of explicit topology optimization, from which optimal structural topology can

be found by optimizing a set of explicit geometry parameters [45–47]. In addition, the AM

constraints can be satisfied by representing the whole structure with properly designed lat-

tice unit cells suitable for AM. These unit cells are created by inverse homogenization,
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implicit surface modeling, image-based design etc [48, 49]. A Lattice structure can be also

achieved by defining local volume constraint in the design domain [50].

1.2 Literature review

This dissertation aims to contribute to the exploration the area of multiscale, multi-

physics topology optimizaiton associated with mechanical, thermal and fluid analysis. This

area in general contains many research topic, some of them are still unexploited. To clarify

the state of art of the research in this area, the following table is summarized. The first

column identifies the specific single physics and multiphysics, and the second to the fourth

row summarize the intensity of the resaech for each physics and representative articles, to

best of author’s knowledge. The non-quantative description of the research and develop-

ment intensity, though inaccurate, provides an insight of the state of art of the dissertation

theme.

It is well known that many research articles, open source code and commercial soft-

ware are related to topology optimzation of elastic solid mechanics in a structural scale

(macroscale). Also, in macroscale, numerous studies can be found related to topology op-

timization of non-linear solic mechanics and heat conduction. In comparision with these

topics, less studies can be found with respect to heat transfer including convection and

fluid mechanics. Similarly, only several studies can be found for topology optimization for

a coupling field, such as thermo-mechanical, thermal-fluid and fluid-structure interaction1.

Currently, no literature with respect to topology optimization of a thermal-fluid-structure

problem has been found. In meta-material scale, as mentioned in Section 1.2.1, a majority

of studies are related to elastic solid mechanics. Only a few of studies are related to non-

linear solid mechanics, heat conduction, permeability, thermo-elastic, and multifunctional

material that having maximized stiffness and permeability. Finally, most of multiscale ap-

proaches are related to elastic solid mechanics.

1A Thermal-fluid model aims to modeling convective heat transfer dependent on fluid field, while a heat
transfer including convection model indicates the convection is independent of the fluid field.
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Table 1.1.. State of art: multiscale, multiphysics topology optimizaiton asso-
ciated with mechanical, thermal and fluid analysis. The contribution of this
dissertation is marked in ?.

Physics Structural scale Meta-material scale Multiscale

(Macroscale) (Micro or mesoscale) (Multiscale)

Solid mechanics Many Some Several

(Elastic) [51–56] ? [57–68]

Solid mechanics Some Rare No

(Non-linear) [15–23] [69, 70]

Heat transfer Some Rare Rare

(Conduction) [30, 71–74] [75] ?

Heat transfer Several ? No No

(Convection) [76–79] No No

Fluid mechanics Several Rare ? No ?

(Laminar) [14, 80–87] [88]

Fluid mechanics (Turbulent) Rare No No

(Turbulent) [89, 90]

Thermo-mechanical Several ? Rare No ?

[25, 26, 91–93] [8, 54]

Thermal-fluid Several ? [94–96] No No

[24, 31, 32, 97–99]

Fluid-structure Rare Rare No

[100–102] [103, 104]

Thermal-fluid-structure No No No

The contribution of this dissertation are related to five topics marked with stars in Ta-

ble 1.1. The contribution includes new concepts, methods and improvement of existing

model (Table 1.2). The details are described in Section 1.3. Before that, the following sec-
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tions present a brief interview of four key concepts involved in this dissertation: Topology

optimization considering meta-material scale and multiscale modeling, as well as topol-

ogy optimization coupling thermo-mechanical analysis and topology optimization coupling

thermal-fluid analysis.

Table 1.2.. Contribution of this dissertation: multiscale, multiphysics topology
optimizaiton associated with mechanical, thermal and fluid analysis.

Physics Structural scale Meta-material scale Multiscale

(Macroscale) (Micro or mesoscale) (Multiscale)

Solid mechanics (Elastic) New method New concept

Heat transfer (Conduction) New method New concept

Heat transfer (Convection) New physics

Fluid mechanics (Laminar) New method New concept

Thermo-mechanical New physics New concept

Thermal-fluid Model improvement

1.2.1 Topology optimization in meta-material scale

The ideas of topology optimization in a structural scale can be applied to design the

meta-material with tailored or extreme properties in a material scale. Optimal meta-materials

indicate the material unit cell has a lattice or porous structure that benefit to a specific

loading condition [51]. In general, these meta-materials are periodic, and their effective

properties can be represented by an analysis of the smallest repetitive unit cell. Extensive

experiments have demonstrate many lattice and porous meta-materials can have high mul-

tifunctional properties such as mechanical strength, stiffness, energy absoprtion, heat trans-

fer and permeability simultaneously [105]. Numerically, the effective properties of these

metamaterial can be found using homogenization method, however, the optimal properties

and the related topologies of the meta-material are unknown at beginning, and should be



11

Table 1.3.. Design of meta-materials using inverse homogenization or similar
topology optimization approaches.The description of Fig 1.5.

Physics ID in Figure 1.5 Description

Solid mechanics (A)-(a) & (A)-(b) Max bulk modulus in 2D with two different initial designs [54]

(Elastic) (A)-(c) & (A)-(d) Max shear modulus in 2D with two different initial designs [107, 108]

(A)-(e) & (A)-(f) Min Poisson ratio in 2D with two different initial designs [108]

(B)-(a) Max bulk modulus in 3D [55]

(B)-(b) Max shear modulus in 3D [55]

(B)-(b) Min Poisson ratio in 3D [109]

Heat transfer (C)-(a) & (C)-(b) Max conductivity in 2D with two different initial designs [75]

(Conduction) (C)-(c) & (C)-(d) Max conductivity in 3D with two different initial designs [75]

Fluid mechanics (D)-(a) to (D)-(c) Max permeability in 2D with three different initial designs [88]

(Permeability) (D)-(d) & (D)-(e) Max permeability in 3D with two different initial designs [88]

Thermal expansion (E)-(a) Min thermal strain coefficient [8]

(E)-(b) Max bulk modulus for zero thermal expansion [8]

(E)-(c) Max isotropic thermal stress coefficient [8]

Structural damping (F)-(a) & (F)-(b) Max damping in 2D with two different initial designs [59]

Poroelasticity (G)-(a) & (G)-(b) Min average deflection with two different load cases [110]

sought to target with prescribed or extreme homogenized properties. The procedure to find

the target properties and the related topologies is a special form of topology optimization,

also called inverse homogenization [106]. In a discretized form, inverse homogenization or

similar approaches can be formulated as a topology optimization for multiple load cases,

with these homogenized properties served as objective functions. The target optimised

properties for material design include e.g. extremal elastic properties [51–56, 107–109],

thermal conductivity [75], thermal expansion properties [8,9], permeability [88] as well as

poroelasticity [110] and structural damping [59] properties (Fig 1.5 and Table 1.3).
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Figure 1.5.. Design of meta-materials using inverse homogenization or similar
topology optimization approaches.The details description is shown in Table
1.3.

1.2.2 Topology optimization considering multiscale frameworks

Inspired by optimization of both structure (macroscale) and meta-material (mesoscale

or microscale), some researchers proposed to use a multiscale frameworks to achieve an
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optimal design in both scales [57–68]. A multiscale framework establishes a connection of

information between the structural scale (macroscale) and meta-material scale (mesoscale

or microscale), aims to find the appropriate topology of both the structure and the meta-

materials. The method can also be utilized to determine the topology of the porous struc-

ture, when only the information of porosity is known in macroscale.

The existing multiscale frameworks include optimizing a macroscale structure with

functionally graded materials [57–61]; concurrently obtaining a optimal macroscale struc-

ture composed of uniformly distributed cellular material [62–64]; and hierarchically op-

timizing structure and materials scales [65–68] (Fig 1.6 A-C). The results from first and

second approaches are less optimized compared to the third option, but they can be easier

manufactured using prevalent AM technologies [57, 58, 60]. Hierarchical optimization has

been applied to reconstruction bone structure and the results have some similarities to or-

ganic bone structures [66–68]. This method has also be improved to solve non-linear elastic

problem [111]. But this method is computational-expensive since every unit cell should be

optimized. Besides, the structures generated by this approach is lack of connectivity and

control of the minimum feature size, hence still can not be efficiently manufactured through

current AM technologies. To overcome these difficulties, a specific multiscale finite ele-

ment method has been utilized to allow the problem solved for detailed meta-materials

configurations in macroscale model. This method enables to handle very large problems,

but the macroscale model only contains limited meta-material phases [112] (Fig 1.6 D).

Some latest studies have been investigated to implement faster iterative linear solvers

and multiscale finite element method to alleviate the computational load. Most of exist-

ing multiscale approaches are focus on pure mechanical boundary condition. Deng has

included thermo-elastic load in a concurrent topology optimization [63]. Andreassen and

Jensen established a multiphase topology optimization of structural damping (Fig. 1.7)

[59]. But to the best of author’s knowledge, few literature has investigated a multiscale

topology approach involving heat transfer performance. In author’s previous work, a multi-

scale topology optimization approach was applied to a heat sink with uniformly distributed

heat source (Fig. 1.8), but further studies are still required to balance the thermal perfor-
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and Sun [20] discussed the scale effect in two-scale topology opti-
mization of cellular materials and structures. However, an ideal de-
sign of a macrostructure should be the structure which has an
optimal macroscopic topology, and meanwhile, is composed of
materials/composites with optimal microstructures. That is, we
should concurrently design the topologies of a macrostructure
and its material microstructure. Inspired by biological systems,
Rodrigues et al. [21] proposed a hierarchical computational proce-
dure by integrating the macrostructures with a series of local
material microstructures using the continuum density-based
method, and Coelho et al. [22] extended this hierarchical procedure
to the three-dimensional elastic structures. However, it is impossi-
ble to find optimal microstructure point-to-point even using paral-
lel computing techniques. By constraining the volume fractions at
the macro-level and the micro-level separately, Liu et al. [23] con-
ducted a concurrent topology optimization of materials and struc-
tures where the macrostructure is solely composed of a material.
The method was extended by Yan et al. [24] for minimizing the
compliance of 2D thermoelastic structure, and by Niu et al. [25]
for maximizing structural fundamental frequency. Deng et al.
[26] studied the multi-objective design of lightweight thermoelas-
tic structures using the concurrent optimization technique to min-
imize the structural compliance and the thermal expansion of a
certain surface simultaneously. Unfortunately, the continuum den-
sity-based method cannot absolutely preclude ‘‘grey areas’’ with
intermediate densities in the structural topology. The material
properties at ‘‘grey areas’’ are roughly estimated through the mate-
rial interpolation scheme but their microstructures are still
unknown.

This paper proposes a two-scale topology optimization ap-
proach based on the BESO method for concurrently designing
structures and materials. Different from the continuum density-
based method, BESO utilizing discrete design variables is more
suitable for concurrent topology optimization of structures and
materials because there is no need to assume any properties or
microstructures for intermediate materials for finite element anal-
ysis. The layout of the paper is as follows. A two-scale concurrent
optimization model is established and illustrated in Section 2.
The homogenization of effective material properties and sensitivity
analysis of both macrostructures and materials are presented in
Section 3. The procedure for implementing the BESO method for
the concurrent optimization of macrostructures and material
microstructure is given in Section 4. Section 5 presents several
2D and 3D numerical examples to demonstrate the effectiveness
of the proposed optimization algorithm. Concluding remarks are
given in Section 6.

2. Concurrent optimization model

Consider a macrostructure with known boundary conditions
and external forces as illustrated by Fig. 1(a). The macrostructure

is composed of two-phase composite with microstructures
(Fig. 1(b)) periodically repeated by the base cell (Fig. 1(c)). In
Fig. 1(c), phase 1 with density q1 and phase 2 with density q2

are represented by green and grey respectively. It is assumed that
phase 1 is stiffer and heavier than phase 2 (E1 > E2, q1 > q2). The
optimization objective is to find the spatial optimal topologies
for both the macrostructure and its material microstructure so that
the resulting macrostructure has the best loading-carrying capabil-
ity for a given total weight. Optimizations at the two scales will be
integrated into one system and resolved concurrently. For such a
two-scale optimization problem, there are two finite element mod-
els, namely the macro model for macrostructure and the micro
model for the base cell of material. To seek the maximum stiffness
(or minimum mean compliance) of the macrostructure, the con-
current topology optimization can be formulated as

Find xi; xj ði ¼ 1;2; . . . ;M; j ¼ 1;2; . . . ;NÞ

Minimize : Cðxi; xjÞ ¼
1
2

XM

i¼1

UT
i K iðxi; xjÞU i ð1Þ

Subject to : Kðxi; xjÞU ¼ F ð2aÞ

mðxi; xjÞ $W%
f m0 ¼ 0 ð2bÞ

xi; xj ¼ 0 or 1 ð2cÞ

where C denotes the mean compliance of the structure. F and U rep-
resent the external force vector and the nodal displacement vector
of the structural at the macro level, respectively. K is the stiffness
matrix of the macrostructure which can be assembled by the ele-
mental stiffness matrix Ki. M is the total number of finite elements
in the macro structure. W%

f is the prescribed weight fraction of the
final design. xi and xj are the binary design variables for the macro
and micro models, respectively. In the macro model, xi = 1 repre-
sents a solid element (two-phase composite or uniform material)
and xi = 0 represents a void element. In the micro model, when an
element is made of phase 1, xj = 1 and when phase 2, xj = 0.
m0 ¼

PM
i¼1Viq1 is the reference weight of the structure when the

whole design domain is fully filled with phase 1. The weight of
the design, m, can be expressed by

m ¼
XM

i¼1

xiViqi; ðxi ¼ 0 or 1Þ ð3Þ

where qi is the density of a solid element in the macro model. It is
related to the micro model through mass conservation as

qi ¼

XN

j¼1

Vj½xjq1 þ ð1$ xjÞq2(

Vi
; ðxj ¼ 0 or 1Þ ð4Þ

Fig. 1. A structure composed of composites: (a) macrostructure; (b) microstructure; (c) a base cell.
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the development of parallelized element-by-element precondi-
tioned conjugate gradient (EBE–PCG) techniques has made possi-
ble the analysis of very large 3D finite element models. For
instance, in [24] a linear elastic analysis of a high-resolution FE
model was performed for the healthy proximal femur with 96.8
million elements and 130 million nodes using EBE–PCG solver
optimized for parallel processing. The solution was obtained after
6 weeks of total wall-clock time and 30,000 iterations on a SG/Cray
Origin 2000 computer with 30 processors. From this one can con-
clude that a micro-FE bone analysis, even running in parallel, can
be very time-consuming. Moreover, the micro-FE approach would
be prohibitive in the case of bone remodelling simulation due to
the high number of required finite element analyses.

The two-scale topology optimization model presented in this
work has been used as a three-dimensional model for bone tissue
adaptation (remodelling) taking into account the hierarchical
structure of bone [14]. The process of bone tissue adaptation is
mathematically formulated as a topology optimization problem
where functional demands, both mechanical and biological, are
used to obtain the bone apparent density distribution (at the mac-
roscale) and the trabecular structure (at the microscale). The bone
material model is analogous to the model described in Section 2,
i.e., at global scale bone is assumed as a continuum material char-
acterized by equivalent (homogenized) mechanical properties. At
local scale a periodic cellular material model approaches bone tra-
becular anisotropy as well as other trabecular architecture charac-
teristics. For each scale there is a material distribution problem
governed by density based design variables, which at the global le-
vel can be identified with bone relative density.

To show the applicability of the two-scale optimization model
presented to simulate this mechano-biological process a three-
dimensional model of the proximal femur is used. The global and
local domain meshes comprise 2112 and 8000 finite elements,
respectively. All the meshes use eight node hexahedral isopara-
metric finite elements. In Fig. 10 it is shown the obtained distribu-
tion of bone apparent density as well as microstructural designs.
These results fairly agree with the biological reality as discussed
in more detail in [14].

The resulting stiffness matrixes for the two-scale bone compu-
tational model are much smaller than the ones resulting from
equivalent l FE models. Yet, this two-scale modelling leads to mas-
sive computations because many local problems have to be solved
for every global problem iteration. Recall that a single iteration on
each local problem is performed between two consecutive global
iterations (see Section 4). In this way structure and material de-
signs evolve concurrently until the optimality conditions are satis-
fied. Parallel computing techniques allow simultaneous solution of
local problems reducing significantly the computational cost.
Alternatively a serial run would lead easily to prohibitive computa-
tional times (several weeks). The results shown in Fig. 10 were ob-
tained after 65,660 s of runtime (wall-clock time) performing 100
iterations on the ISTcluster, using 128 processors.

8. Conclusions

High performance computing has recently been applied to
topology optimization problems enabling the solution of complex
structures in engineering. This has taken advantage from the finite
element method and fast and memory efficient iterative solvers of
linear systems such as PCG method.

The hierarchical topology optimization problem presented in
this work leads to massive computations since it involves not only
the solution of a sequence of global problems but also the solution
of several local problems, characterizing the material microstruc-
ture, for each global problem. However since local problems are
independent they can be easily solved in parallel by sending sets
of local problems to different processors. This allows saving much
computational time, especially because problem scalability is very
good. In reality speed-up gains were observed until the number of
local problems per processor becomes very low.

The applicability of the two-scale optimization is demonstrated
in bone remodelling simulations. This example clearly shows the
relevance of parallel computing in the solution of this type of prob-
lems when compared with serial computation methodologies that
would lead to prohibitive and unpractical computational times.

Fig. 10. Two-scale bone remodelling model results. On right side the apparent density distribution. On left side microstructures for the selected elements (see [14]).
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compared with the one obtained by Kowalczyk for a 3D model
[4]. The mean and the maximum values of interface shear stress
for the 3D titanium implant in the work by Kowalczyk [4] are
0.57 and 2.8 MPa, respectively. These values are respectively
0.31 and 2.15 MPa for the titanium implant in this paper. The con-
tribution to the higher level of shear stress in the 3D model of
Kowalczyk is the distribution of shear force on a smaller area. In
Kowalczyk’s study [4], the implant and bone are bonded only at
the proximal region, while in our work the whole bone-implant
interface is bonded, which results in a decrease of the mean and
the maximum values of interface shear stress.

The cellular implant with uniform relative density of 50% is
approximately three times more flexible than the titanium stem.
This implant can qualitatively simulate the behavior of an implant
made out of tantalum foam. For this stem, the amount of bone
resorption and the interface failure index are about 34% and 2.87,
respectively, and the interface failure is maximum (0.71) at the
edge of proximal region. Compared to the solid titanium implant,
the amount of bone resorption decreases by 50%, whereas the
maximum interface failure increases about 40%. This shows that a
decrease of the implant stiffness with uniform porosity distribu-
tion aiming at reducing bone resorption has the undesirable effect
of increasing the risk of interface failure at the proximal region.
This outcome confirms the findings of the previous work by
Kuiper and Huiskes [14].

Figure 7(c) and 8(c) show the results for the graded cellular
implant B. Its bone resorption and interface failure index are 16%
and 1.15, respectively. The peak value of the local interface fail-
ure is 0.25. Compared to the titanium stem, both the amount of
bone resorption and the peak of interface failure decrease of 76%
and 50%, respectively. With respect to the uniformly-distributed
cellular implant, the decrease of bone resorption and interface fail-
ure peak is of 53% and 65%, respectively. A graded cellular
implant with optimized relative density distribution is thus capa-
ble of reducing concurrently both the conflicting objective func-
tions. In particular, bone resorption reduces as a result of the
cellular material which makes the implant more compliant; the
interface stress, on the other hand, is minimized by the optimized
gradients of cellular material.

A proof-of-concept implant was built to verify the manufactur-
ability of the optimum grade lattice material. Figure 9 shows the
polypropylene prototype of solution B, which was manufactured
with a 3D printer Objet Connex500 [67]. A uniform tessellation
and a square unit cell of 1.8 mm size were assumed to draw the
model. The cell geometry was calculated from the average rela-
tive density obtained from the method described in this paper. An
STL file of the graded cellular implant, solution B, was finally
used for rapid prototyping.

The limitations of the method proposed in this paper are here
discussed. First, the method tackles the design of an implant stati-
cally loaded in the stance phase of walking. Further research is
required to extend it to variable loading and fatigue life design.

Second, the accuracy of the asymptotic homogenization needs
to be investigated at the vicinity of the implant borders. Although
macroscopic mean stress fields on the boundaries are satisfied in
the global solutions [40,68], microscopic stresses do not satisfy
the Y-periodicity assumption. These boundary effects, however,
may be captured by applying a boundary layer corrector [68,69], a
spatially decaying stress localization function [70], or an adaptive
multiscale methodology [71]. To investigate the accuracy of these
techniques, it is required to construct a detailed finite element
model and compare the actual stress/strain distribution inside the
cell walls with the microscopic stresses/strains estimated from the
homogenization method. This task will be performed in future.

Third, to extend the proposed procedure to three dimensions, a
3D cell topology with high porosity, interconnected pore struc-
ture, large surface area with suitable textures, and good

Fig. 8 Distribution of local interface failure f ðrÞ around (a) fully dense titanium implant,
(b) cellular implant with uniform relative density of 50%, (c) graded cellular implant (solu-
tion B in Fig. 6)

Fig. 9 Polypropylene proof-of-concept of the optimal graded
cellular implant (solution B)
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Fig. 22. Illustration and dimensions of a cantilever beam subjected to a concentrated force at the bottom rightmost corner. Every layer has a unique
microstructure which is periodic in the horizontal direction only.

Fig. 23. Optimised robust layered macrostructure for the cantilever beam with a concentrated load for Mx = 24.

6.3. Cantilever beam with concentrated load

In closing, in order to showcase the capabilities of the proposed methodology, a cantilever beam with a concentrated
load at the lower right-hand corner is optimised where every layer of microstructure is different. Fig. 22 shows the
problem layout, where it can be seen that every layer has a unique microstructure which is periodic in the horizontal
direction only. A small change is made to the filtering procedure, described in Section 4.6, which is that internal
periodicity in the vertical direction is no longer required. That is, the constraints applied on the horizontal edges of
the microstructures, see Fig. 6(b), are no longer imposed and the filtering domain essentially becomes a single vertical
slice of the design domain with periodic boundary conditions in the horizontal direction. The following parameters
are used: rmin = 6h, v f = 0.3, �0 = 8, �1 = 32, ⌘ 2 {0.3, 0.5, 0.7} , �⌦ = 5 ⇥ 10�4, "rel = 10�6.

Fig. 23 shows the optimised robust macrostructure for the cantilever beam with a concentrated load and twenty-
four layers, Mx = 24. It can be seen that the microstructural details vary continuously throughout the thickness. Many
layers are similar with small variations, due to gradual change of the principal strain directions. The top and bottom
layers exhibits bending stiffness, where most of the inner layers exhibit shear stiffness. It can be noticed that there is
a horizontal bar of material in a layer just below the middle. This is likely due to convergence to local minima, due
to the rather aggressive continuation approach used. It has been observed that these features are less likely to appear
when robustness is not required, however, they do still appear at times and the problem increases with an increasing
number of layers. The problem appears to be due to the propagation of the design information during the optimisation
procedure, where the topologies of the local microstructural details are determined at very different speeds. Thus, the
topologies of some layers are uniquely determined by the surrounding, already formed, layers.

7. Conclusion

The presented approach treats the optimisation of manufacturable microstructural details with respect to the
macroscopic response, while resolving all microstructural details as compared to the homogenisation approach. This
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(D)

Figure 1.6.. Several multiscale topology optimization approaches: (A) concur-
rent topology optimization [64] (B) optimizing a structure using functionally
graded material [57], (C) hierarchical approach [67] and (D) multiscale finite
element method based topology optimization [112].

mance and manufacturability for the final design. Other than this, topology optimization

using a multiscale approach applied to other physics remains scarce and worth to explo-

ration. An example the author proposed in this dissertation is the optimization of micropil-

lar arrays. Current micropillar arrays commonly utilized in microfluidic devices in opera-

tions including cell sorting, bio-sensor detectors, microchannel heat sinks are cylindrical.

However, the viscous fluid drag in cylindrical micropillar arrays remains large enough to
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Fig. 5 Results obtained using
the optimization formulation
in (3) with S1 as the soft phase.
(a) The three microstructures,
and (b-c) their corresponding
properties

which will take the value

fi(0) = tanh (βϕi ) − tanh (βϕi − β) , (8)

at ϕ = 0. We want the function to take the value 1 at ϕ = 0,
and therefore we again redefine fi :

fi (ϕ) =
tanh (βϕi − βϕ) − tanh (βϕi − β)

tanh (βϕi ) − tanh (βϕi − β)
. (9)

By creating a weighted sum of these functions with step
values ϕi corresponding to the material densities of the
microstructures, a multiple step function between the loss

factors of the microstructures can be obtained. This can be
expressed as:

η = ηn +
n−1∑

i=1

(ηi − ηi+1) fi, (10)

where ηi is loss factor for microstructure i, and n is the
number of microstructures.

The step function interpolation is first introduced after a
good design has been obtained, and, therefore, the parame-
ter controlling the steepness of the steps is set to a constant
high value β = 200.

Fig. 6 Results obtained using
the optimization formulation
in (3) with S2 as the soft phase.
(a) The three microstructures,
and (b–c) their corresponding
properties

(b)

(a)

(c)

Ref: E Andreassen & J S Jensen., 2015

Figure 1.7.. A multiphase topology optimization of structural damping:
(a) Macroscale topology optimization, (b) Topology optimization of meta-
materials (meso-scale) (c) Multiscale model [59].

(a) (b) (c)

Figure 1.8.. A multiscale topology optimization approach applied to a heat
sink with uniformly distributed heat source: (a) Topology optimization in
macroscale, (b-c) Multiscale topology optimization using two different initial
designs for meta-material scale.

cause flow separation. Although, the viscous drag force can be reduced by bio-inspired mi-

cropillar designs, the optimality can hardly be proved(Fig 1.9). The potential of optimizing

the micropillar arrays using a multiscale approach will be exploited in Chapter Three.
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FIG. 7. Hydrodynamic function of biomimetic shark skin models. (a) Dynamic testing in a flow tank of a
synthetic shark skin membrane with a mechanical flapping controller. (b) Cross sections of biomimetic shark
skin and the smooth control, both manufactured to be of equal total mass; blue arrow indicates the direction
of water flow. (c) A flexible plastic foil (yellow, 0.5 mm thickness) is covered on both sides with 3D printed
flexible synthetic shark skin to allow testing; the foil is 177 mm in height and 77 mm in chord width. The
histogram shows results of testing the self-propelled speed of this synthetic shark skin membrane with respect
to the smooth control surface at different leading edge pitch values; the heave amplitude was ±1.5 cm and the
frequency was 1 Hz for all tests. At pitch angles of 5°, 10°, and 15° (asterisks), the swimming speeds of the
biomimetic shark skin foils were significantly greater than those of the controls; at the other four pitch angles,
the swimming speeds were similar. (d) Tests of the swimming speeds of three different denticle patterns (see
Fig. 6) relative to a smooth control at five different leading edge heave values. Error bars represent ± 1 standard
error of the mean. (Adapted in part from [19,26].)

baked SU-8 resist material was used to ensure the polymerized shark skin denticle reliably bonded to
the underlying glass coverslip for SEM imaging. Polymerizing the single shark skin denticle (15 µm
in length and 10 µm in width) took approximately 25 min. Once the polymerization process was
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15 µm

Top Side Back

(a) (b)

(c) (d) (e)

FIG. 8. Images of a high-resolution 3D print of a shark skin denticle. (a) Volumetric model of a denticle
generally similar to those of mako sharks (Isurus oxyrinchus). (b) Optical microscopic image of the fabricated
denticle in top view showing the size scale. Scanning electron microscopic images of the denticle are shown
from the (c) top, (d) side, and (e) posterior views. The 3D printed denticle is mounted on a glass coverslip and
manufactured using two-photon lithography.

finished, unexposed regions including the denticle undercut area were removed with a developer
bath using 2-methoxy-1-methylethyl acetate. After baking the polymerized denticle at 120 °C for
30 min, the solidified shark skin denticle is rigid with a Young modulus of approximately 4 GPa.

C. Hydrodynamic testing

Dynamic testing of fish skin model panels and membranes made from real shark skin was
accomplished with a mechanical controller that allows programming of heave (side-to-side) and
pitch (rotational) motions [30]. Foils are held at the leading edge by a supporting rod, which is
in turn attached above the water to heave and pitch motors through a force or torque sensor [see
Figs. 5(c) and 7(a)]. A recirculating water flow tank with programmable speed control allows testing
of diverse swimming motions under a range of speeds. A number of recent studies of the dynamics of
swimming flexible panels have used this apparatus to measure swimming forces and torques with a
six-axis ATI nano-17 transducer (ATI Inc., Apex, NC) (see, e.g., [31–35]). Synchronized high-speed
video cameras allow measurement of foil motion as forces are recorded.

Measurement of the self-propelled swimming speed of foils is accomplished by first picking a
particular motion program of heave, frequency, and pitch and then measuring the mean thrust across
a range of imposed flow speeds. Self-propulsion, for a particular motion program, occurs at the
speed where the average thrust over a flapping cycle is zero.

Flow visualization over the surface and in the wake of flapping foils is accomplished using
particle image velocimetry as in our previous research. We have analyzed the vortical structure on
the surface of swimming foils [19,29] and in the wake (see, e.g., [36–38]) to document how changing
surface characteristics and motion patterns alters flow structures. Here we present flow visualizations
over the surface of a static and dynamic biomimetic shark skin foil with widely spaced denticles
[arrangement of Fig. 6(i)] to allow flow in between individual denticles to be seen, as well as the
pattern of surface flow (Fig. 9).

060502-10

Fluid phase

solid phase

Inflow

outflow

cell movement. Subsequently, the fluid flow of cells and the
buffer solution were injected at 72 µL min−1 into the chip
through the injection pump. A negative control group was also
used in an equivalent experiment.

Image analysis of the cell rolling pathway

To observe the path of a sample cell, we captured 14 frames
over 7 seconds. To acquire the average angle of the cell trajec-
tories, we captured serial pictures with a 0.2 second interval
(ESI Fig. S4†). 100 pictures were taken over 20 seconds and
analyzed using the MTrack J (Image J) freeware to establish the
pathway taken by the cells.

Results and discussion
Analytical results on the effect of the arrayed geometry of
micropillars on cell rolling and separation

1% BSA coated micropillars. When the bare PDMS microflui-
dic chip is used without any surface passivation, even the non-
target cells could interact with the chip walls and micropillars
because of the hydrophobicity of PDMS that can make non-
specific adhesion.10,25 To prevent this phenomenon, we coated
the microfluidic chip with 1% BSA which blocks the specific
interaction and observed the path of the HL-60 cells. Fig. 3a
shows the trajectory of the non-target cells which have no
surface interaction. Once cells flow in from the left inlet, cells

Fig. 2 Microfluidic chip fabrication and experimental setup. (a) CAD drawing of the cell separation system with integrated microposts. (b) Chip fabri-
cated using soft lithography and the overall images of the fabricated microfluidic chip integrated with microposts. (c) Overall experimental setup for
cell separation in micropost integrated microchannel and blunt-ended needle connecting the microchip and tube.
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is accurately captured by the Young−Laplace equation. We
determine the dry-out condition at a fixed distance from the
liquid source when the minimum contact angle on the pillar
surface reaches the receding contact angle as the applied heat
flux is increased. We predict the dry-out heat flux on various
micropillar structure geometries (diameter d, pitch l, and height
h) in the length scale range of 1−100 μm and suggest the
optimal geometries to maximize the dry-out heat flux. In
addition, we experimentally validated the model with micro-
fabricated test samples and measured the heat flux at which dry-
out occurred. The results show that for the geometric range
investigated, the dry-out heat flux is maximized at d/h ∼ 0.4−
0.6 and l/d ∼ 3.

2. MODEL FORMULATION
In this work, we study capillary-pumped liquid film evaporation on a
hydrophilic micropillar array surface (or the “wick surface”) of length
L, in a constant-pressure, saturated vapor environment. A schematic of
the problem studied in this model is shown in Figure 1a (side view)
and b (top view). Figure 1c shows a scanning electron microscope
(SEM) image of a representative fabricated silicon micropillar array
with diameter of d, pitch of l, and height of h (d, h, l ≪ L). The wick
surface in Figure 1a and 1b (0 ≤ x ≤ L) is in contact with a liquid
reservoir (x < 0) at x = 0, whose volume is much larger than the total
volume of liquid on the wick surface. The wick surface and the liquid
in the reservoir are in a saturated environment, with saturated vapor
on top. Thus, the pressure of the liquid reservoir (flat interface) is the
same as the vapor pressure Pvap, which is constant (at Psat) in this
system. Upon applying a uniform heat flux q to the bottom of the wick
surface, the liquid film evaporates and the film thickness reduces as a
function of x. The bottom surface is assumed to be infinitesimally thin
such that no axial conduction is present in the solid, which can be large
for a thick substrate.17 However, the liquid−vapor interface is pinned
to the hydrophilic micropillar top surfaces. As a result, concave
interfaces form (shown in Figure 1a). After the system evolves to
equilibrium, the curvature κ(x) of this interface increases with x, which
is a result of a thinner liquid film further from the reservoir. The liquid
pressure Pliq(x) is described by the Young−Laplace equation,

σκ− =P P x x( ) 2 ( )vap liq (1)

where σ is the liquid−vapor surface tension. For the geometries (1−
100 μm) and evaporation conditions studied in this model, the
variations of the surface tension with temperature, the disjoining
pressure, and recoil pressure are negligible. The liquid pressure
gradient along x, dPliq/dx, thus results in a net flow from the reservoir
(marked by the blue solid arrow in Figure 1a), which compensates for

the evaporated liquid mass flux. The goal of this modeling study is to
understand the axial variation of the pressure P(x) and the x-direction
liquid velocity U(x) at any heat flux q. With this information, we
determined the dry-out heat flux qdry‑out, as the meniscus curvature at x
= L reaches its maximum (i.e., where the liquid−vapor meniscus starts
to recede).

Because the micropillars are periodic with pitches of l, we divide the
liquid domain into finite volumes or unit cells. Each unit cell is the
fluid volume within four pillars shown in the dotted box in Figure 1a
and b. Because the flow pattern is identical for any finite volume with
the same x (i.e., the system is periodic in the y direction), we only
consider one row of unit cells. We first consider the meniscus shape in
one unit cell from the Young−Laplace equation, and solve for the
velocity field in one unit cell using a CFD model. We then link all of
the cells from x = 0 to x = L based on a finite volume approach where
we analyze the change of liquid enthalpy and mass flow rate across a
finite volume, and match the mass flux and enthalpy flux for adjacent
cells.

A. Force Balance. We first solve for the meniscus shape at an
arbitrary unit cell along x with the liquid pressure Pliq(x). The
curvature of the meniscus in one unit cell is governed by the Young−
Laplace equation (eq 1). Since Pvap is constant, we define Pr,liq as the
liquid pressure relative to the vapor pressure, Pr,liq = Pliq − Pvap. In the
scenarios of practical interest, L is usually much greater than l. It is
therefore reasonable to assume that the pressure and curvature
variations in one unit cell are small, which we will later validate. Under
this condition (L ≫ l), the meniscus in the ith cell which is governed
by κ(x) or Pr,liq(x) is approximated using the meniscus calculated from
a cell-averaged curvature κi (or the cell-averaged pressure Pr,liq

i), since
in this numerical model we discretize the pressure Pr,liq(x) as Pr,liq

i (i =
0 to L/l). Accordingly, we denote x′, y′, and z′ as the relative
coordinates in a unit cell. Equation 1 is then rearranged to eq 2.

κ σ=
−P

2
i

i
r,liq

(2)

The curvature of a 3-D surface z′ = f(x′,y′) is calculated as

κ = −∇· ̂n2 i (3)

where n ̂ is the unit normal of the surface defined as eq 4.18
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Figure 1. (a) Side view and (b) top view schematics of the physical domain in this model. Capillary-pumped liquid film evaporates on a hydrophilic
micropillar array surface of length L, where a uniform heat flux is applied. The vapor pressure Pvap is constant. The Young−Laplace equation is given,
where σ is the liquid−vapor surface tension and κ(x) is the curvature of the liquid−vapor interface at any x. (c) A representative SEM image of a
fabricated silicon micropillar array with diameter d, pitch l, and height h.
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Figure 1.9.. (A) A scanning electron microscopy of the physical domain of a
micropillar heat sink [113]. (B) A membrane composed of bio-inspired mi-
cropillar arrays composed of shark denticles shape micropillars [114].

1.2.3 Topology optimization coupling thermomechanical analysis

Structures for thermomechanical applications indicates those components resisting me-

chanical load and coupled thermo-elastic load caused by temperature variation, as well as

transferring heat. These structures are widely applied in thermal management and protec-

tion system for electronic devices in turbine engine [115, 116], Micro-electro-mechanical

system (MEMS) design [117], stability analysis for civil engineering, space structure as

well as piping system [9, 118, 119], and injection molding industries.

Topology optimization allows the generation of lightweight, high-performance, and

cost-effective thermo-mechanical structures.Several studies has been conducted to obtain

optimal structures taking consideration of thermo-elastic load using topology optimiza-

tion [10, 25, 26, 120]. These structures contain compliant mechanism microscopic mech-

nical system coupled with electrical circuits (MEMS) [25, 26], substrate of electronic de-

vices [24], and structures containing thermo-elastic loads [10, 120] (Fig. 1.10). Structures

involve with heat conduction have been discussed in the context of topology optimization

in [14, 71, 83, 84, 121]. In addition, convection, and internal heat generation has been stud-

ied without explicitly accounting fluid motion (Fig. 1.12 (A)) [76–78,121]. Multiobjective

topology optimization that optimizing both thermal and mechanical performance in a ther-

momechanical structure have been studied in [93, 122].
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Fig. 5.9 Prototype DBC structures batch fabricated using the level set optimization result with a
standard DBC etching process, as shown schematically at the top of the figure

Top Metal Layer 
Thickness [mm]

Bottom Metal Layer 
Thickness [mm]

[MPa]

Without Optimal Top 
Metal Layer Topology

With Optimal Top 
Metal Layer Topology

Fig. 5.10 Overlaid response surfaces from the parameter studies for the DBC with and without
optimal topology top metal layer

Discussion

As a follow-up to the earlier parametric sizing study, a similar study was performed
using the optimized DBC top metal layer topology, and the response surfaces from
the two studies are plotted together in Fig. 5.10. For the same range of DBC top

ence of the additive parameter ã is studied and the variable ã is
then suggested.

Due to the presence of thermal stress loads, numerical tests
highlight that non-uniform initial weighting in the UMMI might
be more advantageous than the uniform initial weighting in
obtaining the optimum solution. In contrast, for the case with pure
mechanical loads, uniform initial weighting is preferable to avoid
the local optimum.
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Figure 1.10.. Several thermomechanical strucutre (a) thermal actuator [25] (b)
substrate of electronic devices [24] and (c) a beam containing thermo-elastic
loads [10].

However, current multiobjective thermomechanical topology optimization does not con-

sider convective heat transfer. In this dissertation, heat convection physics model will be

incorporated to thermomechanical topology optimization. This effort aims to generate op-

timized multi-functional lattice, porous or foam heat sink [123–125]. These structures

are desirable since they offer large surface-to-volume rate, which improves convective heat

transfer [126], and on the other hand, they can withstand mechanical and thermomechanical

load. Current AM technologies allows to manufacture porous metals having a having a unit

cell size less than 4mm and a strut thickness less than 1mm, offers us possibilities design

manufacturable porous materials with enhanced thermomechanical performance [48, 127].

1.2.4 Topology optimization coupling thermal-fluid analysis

As another branch of multiphysics topology optimization, topology optimization cou-

pling thermal-fluid analysis has been less studied compared to thermomechanical topology

optimization. However, this study has a significant demand, since advanced microfluidic



18

holes cut in the webs to allow lateral vapor flow between
cells. Either ammonia or methanol are compatible working
fluids for stainless steel systems and possess high surface
tensions and latent heats in the !20 to 65 !C temperature
range [19]. Thermophotovoltaic energy conversion systems
utilizing flat heat pipes have also been proposed [23,24].
These systems were constructed from Monel 400 which
facilitates the use of water as the working fluid for opera-
tions below "100 !C. Much higher temperatures can be
achieved by the use of liquid metal working fluids. For
example stainless steel structures utilizing hexagonal hon-
eycomb cells (again with perforated webs) and either
cesium, potassium or sodium as the working fluid have
been used for operation at temperatures of "650 !C [25–
27].

For capillary wick limited heat pipes, a liquid transport
factor or figure of merit, N, which governs the characteris-
tics of a good heat pipe working fluid: high latent heat of
vaporization, high surface tension, high liquid density,
and low liquid viscosity. The figure of merit can be used
to describe the effectiveness of working fluid at a specific
operating temperature. In the temperature range of interest
here, water possesses the highest value of N. In addition,
water is the preferred working fluid for many applications
because it is odorless, nontoxic and nonflammable. Multi-
functional thermal spreading devices based upon high spe-

cific strength aluminum alloys that utilize water as the
working fluid would be highly desirable for many aero-
space applications. However, the use of water in conjunc-
tion with aluminum results in the rapid generation of
hydrogen gas which collects as a thermally insulating gas
in the condenser region [28]. This degrades the perfor-
mance of the heat pipe, and if large amounts of hydrogen
are generated, can lead to safety issues [29]. Less reactive,
much higher density metals such as copper, 347 stainless
steel, Monel 400 and nickel are therefore generally usually
used for water filled heat pipes [30,31].

Here, we explore the use of a non-reactive nickel barrier
layer applied uniformly to the interior of an aluminum
honeycomb sandwich structure to enable the fabrication
of a non-hydrogen generating aluminum–water heat pipe
sandwich panel. We describe the design and fabrication
of a truncated, square honeycomb sandwich panel made
from an aluminum alloy in which all internal surfaces were
coated with an electroless nickel layer and the use of a sto-
chastic open-cell nickel foam wick system with deionized
water as the working fluid. We show that the resulting mul-
tifunctional panels provide rapid thermal spreading
between 25 and 150 !C. The measured temperature distri-
butions on these panels were well predicted by finite differ-
ence analysis of the coupled heat and vapor transport
within the core [32].

l

t w

unit cell

face sheets

Fig. 1. A schematic illustration of the unit cell topology of a truncated-square honeycomb core used in a sandwich panel.

Circular
capillary tube

Deionized,
distilled
 water

g = 9.8 m/s2

Water
level

h

INCO (nickel) foam

Deionized,
distilled
 water

Height gauge
a b

Fig. 2. Schematic illustrations of (a) a single capillary tube with one end inserted in a liquid bath and (b) compressed nickel foam strips for measurement
of wicking heights.
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paid to reduce the contact thermal resistance. The fabrication pro-
cess of the FMF heat sink is straightforward:

(i) cut out the plate-fin heat sink from an aluminum block using
a precision wire cutting machine;

(ii) cut the foam block in size using the precision wire cutting
machine to ensure a perfect fit between the fin gap and
the foam block;

(iii) cover a thin layer of high conductivity thermal adhesive
(Arctic Silver™, k > 8.8 W/m K) on the surfaces of both the
fins and the substrate and then push the foam blocks into
the fin gaps.

An enlarged view of the adhesive-bonded fin/foam interface is
presented in Fig. 2, showing good contact between them. For com-
parison, regular MF heat sinks were also fabricated, as shown in
Fig. 1(b).

The overall length and width of both the FMF and MF heat sinks
are 68 (length) ! 68 (width) mm. The thickness of the substrate is
4 mm. As shown in Fig. 1, the FMF heat sinks have four plate-fins,
with fin thickness 2 mm and fin spacing 12 mm. To investigate the
height effect, for FMF heat sinks, the heights studied are 40/30/20/
10 mm; and for MF heat sinks, the heights studied are 30/25/20/
15/10 mm. Relevant parameters of both heat sink types are listed
in Table 1. The metal foam has following nominal properties: a
pore size of 8 PPI (pores per inch) and a porosity of 0.963. The base
material of the foam and the plate-fin heat sink is aluminum alloy,
with a thermal conductivity of 202 and 170 W/m K, respectively.

2.2. Experimental setup

A test rig, as schematically shown in Fig. 3(a), was designed and
built to measure the heat transfer and pressure drop characteristics

of both FMF and MF heat sinks under impinging air jet. The cooling
air was supplied by a blower. An air-to-air heat exchanger was used
after the blower to ensure the jet exit temperature is approximately
the same as the ambient temperature. The jet flow rate was mea-
sured by an orifice plate and adjustable by an inverter connected
to the motor of the blower. A settling chamber was used to ensure
that the jet flow is steady and uniform. The settling chamber has a
dimension of 180 mm ! 280 mm ! 380 mm (height). A circular
impinging tube, with an inner diameter of 65.7 mm (similar to
the length and width of the heat sink, i.e., 68 mm), was connected
to the settling chamber. There is no gap between the impinging
tube and the tip of the heat sink. To prevent the bypass of air from
the tip, a confinement plate was placed at the jet exit and the two
side surfaces of the heat sink were shrouded with perspex plates,
as shown in Fig. 3(b).

A film heating pad was attached to the bottom surface of the
substrate. The heating power was controlled by setting the input
voltage through a DC power supply (Agilent). The heat sink with
the heating pad was then placed onto a pedestal made by Perspex
(k = 0.2 W/m K). The pedestal consists of four layers of air gaps (gap
thickness = 1 mm) separated by 5 mm thick Perspex plates. The
multi-layer air gaps prevented heat loss from the pedestal. To fur-
ther improve the thermal insulation, the pedestal was wrapped up
with insulation foams (k = 0.036 W/m K). During experiments, the
maximum temperature rise in the substrate was controlled lower
than 15 !C. At this moderate temperature rise, the heat loss from
the pedestal is negligible.

The substrate temperature, the jet exit temperature, and the
ambient temperate were measured with T-type thermocouples
(Omega, wire diameter: 0.127 mm). Six slots (width and depth:
1 ! 1 mm) were cut from the lower surface of the substrate to
house thermocouples for measuring the average temperature. To
measure the heat sink inlet static pressure, four pressure tappings
were mounted on the impinging tube wall near the jet exit. All the
thermocouples were connected to a data acquisition system
(Agilent, 34,970), and all the pressure signals were recorded by a
pressure transducer (Scanivalve, DSA3217).

Fig. 1. Test samples: (a) finned metal foam (FMF) heat sinks; (b) metal foam (MF) heat sinks.

Foam

Thermal adhesive 

Fin

Fig. 2. Enlarged view showing adhesive-bonded interface between metal foam and
plate-fin.

Table 1
Geometrical parameters of finned metal foam (FMF) and metal foam (MF) heat sinks.

Heat sink

Finned metal foam Metal foam

Length and width, L !W (mm) 68 ! 68 68 ! 68
Height, H (mm) 10, 20, 30, 40 10, 15, 20, 25, 30
Substrate thickness, tb (mm) 4 4
Fin thickness, t (mm) 2 –
Fin spacing, w (mm) 12 –

S.S. Feng et al. / International Journal of Heat and Mass Transfer 77 (2014) 1063–1074 1065

(A)

(B)

(C)

Figure 1.11.. Multifunctional lattice heat sink with (A) tetrahedral lattice [123]
and (B) truncated square [124], and (C) metal foam [125].

heat sinks and battery group become more highly integrated, compact and powerful, it

challenges heat exchanging capability to efficiently dissipate redundant heat, thus need for

more optimized structures. A thermal-fluid model based topology optimization can reflect

the effect of natural and forced convection due to the velocity field resulting from fluid

mechanics model. Finite element models coupling thermal-fluid analysis have been incor-

porated to obtain heat sinks targeting heat transfer including natural convection [94, 95]

(Fig. 1.12). To analyze the effect of forced convection, a topology optimization based on

finite element model coupling Stokes flow and heat transfer has been proposed [96] . In this

model, inertial force or advection in the fluid is not taken into account. To consider the iner-

tial force without increasing the model compexity, a Darcy flow model has been employed

as an approximate fluid flow model in the thermal-fluid analysis [128]. Some researchers

have attempted to exploit the non-linear Navier-Stokes flow and convection-diffusion cou-
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(b) Bi = 0.9 ◊ 10≠3 (c) Bi = 13.1

Figure 6.1: Problem setup and optimised designs for an electric motor cover.

(a) Problem setup (b) Optimised design

Figure 6.2: Problem setup and optimised design for a heat sink problem.

54 Chapter 6. Applications

Figure 6.13: Coarse design for the LED problem shown with a slice of the temperature
field and streamtubes. The temperature field is in degrees Celsius.

2. Highly convection-dominant: In most of the domain, the heat transfer is almost
purely convective. Only convection transfers information from the boundaries
and it is only near the design where di�usion begins to play a role.

a) Linear solver: The multigrid preconditioner is non-optimal for the in-
creasingly unsymmetric and indefinite system and is thus pushed hard.
However, performance is improved by increasing the number of smoothing
and coarse solver iterations.

b) Non-linear solver: The problem is highly non-linear. The solution for the
initial iterations is obtained by a very slow ramping of the heat source
magnitude (in the range of 40-50 non-linear iterations).

6.3.3 Final high-resolution designs
The problem is investigated for both vertical and horizontal orientations, that is the
lamp is pointing downwards and sideways, respectively. Symmetry is imposed on
the design to varying degrees for computational, aesthetic and practical purposes.
It is desirable to gain as much insight into optimal design for passive coolers as
possible and thus no manufacturing constraints, except for a minimum feature size, is
imposed. For the vertical and horizontal cases, the computational domain is limited
to a half and a quarter of the domain, respectively. Furthermore, eighth-symmetry7

is imposed on the design field. The minimum feature size8 is around 2 millimeters.
This is very close to that of the existing designs, seen in Figure 6.12, provided by
project partners AT Lighting.

7Imposed through 4 symmetry planes with 45 degrees between them.
8Filter diameter, i.e. twice the filter radius.
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(A) (B)

Figure 1.12.. (A) A topology optimization for convective heat transfer, with-
out explicitly accounting fluid motion [121]. (B) A topology optimization for
natural convection based on thermal-fluid (conjugate) heat transfer model [95].

pling FEA module in commercial software COMSOL Multiphysicsr and make effort on

secondary development [31,32,97]. The thermal-fluid physics model used in this approach

is similar to advection-diffusion-reaction euqation for the toppology optimization of cat-

alytic microfluidic reactors [129]. In this approach, heat transfer is evaluated by consider-

ing the internal heat exchange between fluid-solid boundary in the fixed design domain. In

these studies, the resulting optimized topologies can be reflected by variation of Reynolds

number values (Fig. 1.13). However, this approach would be inconvenient to customize

the physics model such as imposing an external heat source. Several other studies taken

account of external heat source [24, 98, 99] are formulated as multi-objectives problem

statements, in which thermal and fluid performance are optimized by a weight-sum ap-

proach. Nevertheless, in this method, it has to keep a substantial weighting factor on the

objective with respect to fluid flow performance. If this weighting factor is small, or the
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Fig. 6, the optimal configurations reveal an increasing number of
thin and branched flow channels as the value of h is increased.
Here, since a symmetrical boundary condition cannot be imposed
in the asymmetrical flow regimes that are often observed in high
Reynolds number flows, we must verify whether or not transient
phenomena appear in the high h case examined here (h ¼ 500),
when the symmetrical boundary condition is not imposed. Fig. 8
shows the calculation results for transient flow with respect to
non-dimensional time t ¼ 0 to t ¼ 30 for the optimal configuration
shown in Fig. 6, and the velocity distributions based on velocity
magnitude juj are shown at various time steps. Since transient phe-
nomena do not appear, the use of a symmetrical boundary condi-
tion and the assumption of a steady-state condition are valid in
the proposed method.

The temperature distributions shown Fig. 7 illustrate the effect
of the different h in these cases. We can confirm that in the low h
cases, Fig. 7(a) and (b), the fluid temperature is higher toward the
upper and lower wall boundaries, while for the high h cases,
Fig. 7(c) and (d), the temperature gradient is minimal because
the maximum temperature Tmax is small. Thus, it appears that
the cooling performance is best in the high h cases, since the
minimal temperature distributions in the optimal configurations
indicate a high degree of cooling performance as the fluid flows
through the channel.

Fig. 9 shows the convergence history of the value of the objective
functional and the volume fraction when h ¼ 100. Since the value of
the objective functional is converged so that volume constraint is
satisfied, we can confirm that a valid optimal configuration is

Fig. 6. h dependency in heat exchange maximization problem (blue, solid domain; white, fluid domain). Reynolds numbers, Re, for each optimal configuration are (a) 1, (b)
70, (c) 170, and (d) 280. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Results of transient flow field calculations to verify that a symmetrical boundary condition and the assumption of a steady-state flow condition are appropriate. The
velocity distributions in the optimal configuration for h ¼ 500 are shown at each time step. Vmax represents the maximum value of velocity magnitude juj.

Fig. 7. Temperature distribution (T" ¼ T=Tmax is the regularized temperature, where Tmax is the maximum temperature in each optimal configuration, (a) Tmax ¼ 0:97; (b)
Tmax ¼ 0:61; (c) Tmax ¼ 0:21; (d) Tmax ¼ 0:16).

884 K. Yaji et al. / International Journal of Heat and Mass Transfer 81 (2015) 878–888

(b)(a)

Fig. 6, the optimal configurations reveal an increasing number of
thin and branched flow channels as the value of h is increased.
Here, since a symmetrical boundary condition cannot be imposed
in the asymmetrical flow regimes that are often observed in high
Reynolds number flows, we must verify whether or not transient
phenomena appear in the high h case examined here (h ¼ 500),
when the symmetrical boundary condition is not imposed. Fig. 8
shows the calculation results for transient flow with respect to
non-dimensional time t ¼ 0 to t ¼ 30 for the optimal configuration
shown in Fig. 6, and the velocity distributions based on velocity
magnitude juj are shown at various time steps. Since transient phe-
nomena do not appear, the use of a symmetrical boundary condi-
tion and the assumption of a steady-state condition are valid in
the proposed method.

The temperature distributions shown Fig. 7 illustrate the effect
of the different h in these cases. We can confirm that in the low h
cases, Fig. 7(a) and (b), the fluid temperature is higher toward the
upper and lower wall boundaries, while for the high h cases,
Fig. 7(c) and (d), the temperature gradient is minimal because
the maximum temperature Tmax is small. Thus, it appears that
the cooling performance is best in the high h cases, since the
minimal temperature distributions in the optimal configurations
indicate a high degree of cooling performance as the fluid flows
through the channel.

Fig. 9 shows the convergence history of the value of the objective
functional and the volume fraction when h ¼ 100. Since the value of
the objective functional is converged so that volume constraint is
satisfied, we can confirm that a valid optimal configuration is

Fig. 6. h dependency in heat exchange maximization problem (blue, solid domain; white, fluid domain). Reynolds numbers, Re, for each optimal configuration are (a) 1, (b)
70, (c) 170, and (d) 280. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 8. Results of transient flow field calculations to verify that a symmetrical boundary condition and the assumption of a steady-state flow condition are appropriate. The
velocity distributions in the optimal configuration for h ¼ 500 are shown at each time step. Vmax represents the maximum value of velocity magnitude juj.

Fig. 7. Temperature distribution (T" ¼ T=Tmax is the regularized temperature, where Tmax is the maximum temperature in each optimal configuration, (a) Tmax ¼ 0:97; (b)
Tmax ¼ 0:61; (c) Tmax ¼ 0:21; (d) Tmax ¼ 0:16).

884 K. Yaji et al. / International Journal of Heat and Mass Transfer 81 (2015) 878–888

(d)(c)

(b)(a) (d)(c)

(B)

(C)

(A)

Figure 1.13.. This Figure shows how the resulting optimized topologies can be
reflected by variation of Reynolds number values. In Fig. B and C, from (a) to
(d) the Reynolds numbers are 1, 70, 170, 280 respectively. Fig. B shows the
resulting topology, and Fig. C shows temperature distribution [31].

objective function is only related to thermal performance, the result may shows dead-end

channels, where the fluid flow may be intersected by solid phase and unable to sucessfully

pass from inlet to outlet (Fig. 1.14). Recently, other numerical model, such as Lattice-

Boltzman method has been proposed as a substitution of finite element analysis [130] but

they still need further development to fullfil the practical applications. Finally, in most of

current studies, the investigation of how thermal-fluid parameters such as Prandtl number,

Nusselt number and thermal diffusivity affect the resulting topologies remains scare.
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channel topology. Two optimal results corresponding to coarse
and fine computational meshes for model 1 are compared in
Fig. 8. The normalized temperature and pressure contours are also
provided, respectively, in the top and bottom rows of Fig. 9. In

both cases, a relatively uniform temperature distribution is
observed which is a function of the cooling channel topologies.
These branching layouts effectively distribute the fluid throughout
the heated plate while also maintaining a uniform pressure distri-
bution, as also discussed extensively throughout [8–15].

In electronics cooling applications, the reduction of device tem-
peratures (i.e., hot spots) and thermal gradients is of prime

Fig. 6 The effect of weighting values on the optimal cooling
channel topology for Model 1: (a) the minimization of the mean
temperature of the domain is prioritized (w1 5 30, w2 5 1) and
(b) the minimization of fluid power dissipated in the domain is
prioritized (w1 5 0, w2 5 1). Note: The arrows represent fluid ve-
locity vectors.

Fig. 5 Assumed 2D models with loads and boundary conditions: (a) Model 1 and
(b) Model 2

Fig. 7 Normalized temperature contours for the optimal cooling channel topologies from
Fig. 6: (a) the minimization of the mean temperature of the domain is prioritized and (b) the
minimization of fluid power dissipated in the domain is prioritized

Fig. 8 Optimal cooling channel topologies for Model 1
obtained using coarse (a) and fine (b) computational meshes.
Note: The arrows represent fluid velocity vectors.
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Multiobjective optimization also aims at identifying the Pareto frontier, as
introduced in Section 2.3.3 and shown in Figure 9b. The Pareto set of the current
example is definitely convex and can therefore be reached using the AOF method.

Figure 9. Configurations of the single-pipe case, with top and bottom constant wall temperature, and its
associated Pareto front.
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Figure 10. Single pipe with constant wall temperature: structures going from fd minimization to fr maxi-
mization sorted by weighting w.
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Figure 10. Single pipe with constant wall temperature: structures going from fd minimization to fr maxi-
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Figure 1.14.. This figure show how the weighting factors of fluid and thermal
performance in a weighting sum approach affect the the resulting topology.
In (A)-(b) [24] and (B)-(b) [98], with greater weighting factors for thermal-
performance, it shows deadend channels may appeared at the location marked
with red rectangulars.

1.3 Objective of this dissertation

The objective of this dissertation is to develop new approaches in the areas of multi-

scale topology optimization, thermomechanical topology optimization including heat con-

vection, and thermal-fluid topology optimization. The dissertation mainly focuses on de-

veloping five innovative topology optimization algorithms with respect to structure and

multistructure coupling fluid, thermal and mechanical analysis, in order to solve customary

design requirements. Most of algorithms are coded as in-house code in MATLAB. The

contribution of this dissertation is presented in following five Chapters:

• Chapter 2: Multiphase topology optimization of thermomechanical structures

In this Chapter, a topology optimization approach for lattice structures subjected to

thermal and mechanical loads is presented. From the purposed mutiphase approach,

the algorithm only requires computation in structural scale. In meta-materials scale,

the interpolation functions of properties for the predifined lattice unit cells are de-

termined using asymptotic homogenization. By incoporating these material interpo-
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lation functions into structural scale toplogy optimization, the results can reflect an

optimized structure composed of multiphase lattice unit cells.

• Chapter 3: Multiscale thermomechanical topology optimization of self support-

ing cellular structures

In this Chapter, a multiscale topology optimization method is established. With a

hierarchical approach, this method aims to create optimized design for non-periodic,

self-supporting cellular structures subjected to thermo-mechanical loads. The pro-

posed method seeks to maximize thermo-mechanical performance at the macroscale

in a conceptual design while obtaining AM friendly structure for each unit cell at

the mesoscale. Then the macroscale performance is re-estimated and the mesoscale

design is updated until the macroscale performance is satisfied.

• Chapter 4: Design of micropillar arrays for microfluidic devices using multi-

scale topology optimization for Navier-Stokes flow

This Chapter propose a new idea to utilize multiscale approach algorithm to design

micropillar arrays in microfluidic devices. In the structural scale, velocity and vis-

cous strain fields are obtained through Navier-Stokes-Brinkman finite element anal-

ysis. In the meta-metarials scale, the topology of each micropillar is obtained using

inverse homogenization. The boundary conditions of the inverse homogenization

problems are derived from finite element analysis of structural scale. The optimal

micropillar topologies minimize flow separation and energy loss and maximize aver-

age velocity magnitude.

• Chapter 5: Thermomechanical topology optimization of lattice heat transfer

structure including natural convection and design-dependent heat source

In this Chapter, heat convection is involved in thermomechanical topology optimiza-

tion representated by design-dependent heat source and natural convection. Utilizing

this approximation method for convective heat transfer in the boundary surface, fluid

mechanics model is not requried in this method. The method can be applied to gen-
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erate multifunctional lattice heat transfer structure having better thermomechanical

performance.

• Chapter 6: Design of conformal cooling channels using a versatile thermal-fluid

topology optimization

In this Chapter, an improved thermal-fluid topology optimization method is pro-

posed. The method leads versatile topologies with regularities in terms of different

combinations of thermal-fluid parameters such as Reynolds number, Prandtl number

and thermal diffusivity. The method is applied to design a conformal cooling of an

injection mold, which is produced through metal additive manufacturing.
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2. MULTIPHASE TOPOLOGY OPTIMIZATION OF

THERMOMECHANICAL STRUCTURES

This Chapter presents a topology optimization approach for lattice structures subjected to

thermal and mechanical loads. The focus of this work is the design of injection molds. The

proposed approach seeks to minimize the injection mold mass while satisfying constraints

on mechanical and thermal performance. The optimal injection molds are characterized

by a quasi-periodic distribution of lattice unit cells of variable relative density. The re-

sulting lattice structures are suitable for additive manufacturing. The proposed structural

optimization approach uses thermal and mechanical finite element analyses at two length

scales: mesoscale and macroscale. At the mesoscale, lattice unit cells are utilized to ob-

tain homogenized thermal and mechanical properties as a function of the lattice relative

density. At the macroscale, the lattice unit cells are optimally distributed using the ho-

mogenized properties. The proposed design approach is demonstrated through 2D and 3D

examples including the optimal design of an injection mold. The optimized injection mold

is prototyped using additive manufacturing. The numerical model of the optimized mold

shows that, with respect to a traditional solid mold design, a mass reduction of over 30%

can be achieved with a small increase in nodal displacement (under 5 microns) and no

difference in nodal temperature.

2.1 Background and motivation

During the injection molding cycle, injection molds are required to withstand pressure

loads and thermal expansions while providing dimensional accuracy to the molded part.

Molds are also required to uniformly transfer heat flux from the mold cavity, where the part

is molded, to cooling channels filled with running coolant. While design guidelines are

known to improve the thermal and mechanical performance of injection molds [131, 132],
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the development of structural optimization methods such as topology optimization offers

the potential to create novel and complex injection mold designs with higher performance

[122].

With reference to heat conduction, topology optimization has been employed to min-

imize the temperature gradient magnitude distribution (heat dissipation) for thermal com-

ponents including heat sinks for multichip modules [84] and thermal-fluid electronic mi-

crochannels [96]. Studies that consider coupled linear elasticity, heat conduction and the

resulting thermoelastic load in topology optimization have been recently proposed for two-

dimensional structures [93]. Thermal expansion has been considered in the topology opti-

mization of micro-electro-mechanical-systems (MEMS) [10] and electronic packages [24].

Regardless of the numerical model, the result of the application of a traditional topology

optimization algorithm is a solid-void structure in which intermediate densities are penal-

ized. As an alternative to the solid-void structure, this work proposes the design of optimal

injection molds with a lattice (porous) structure. The lattice structure uses intermediate

densities, which relaxes the optimization problem, expands the design space, and, poten-

tially, increases the performance of the final design [60]. In addition, a lattice injection

mold opens possibilities for airflow assisted cooling and more complex heat exchanging

design.

An optimal design of a lattice structure can be achieved through multiscale topology op-

timization. The multiscale topology optimization problem consists on finding the optimal

lattice unit cell (LUC) designs (mesoscale structural optimization) as well as their optimal

distribution in the structure (macroscale structural optimization). This method requires the

application of asymptotic homogenization theory in order to derive the macroscale me-

chanical properties of the LUCs. The method has been effectively applied to 2D and 3D

structures subjected to pure mechanical loads [67, 68, 133, 134]. Despite of their potential,

multiscale topology optimization has two main drawbacks. First, it requires the execution

of several optimization problems in parallel for each iteration, which makes it computa-

tionally expensive, especially for 3D designs. Second, the solutions do not necessarily

converge to a manufacturable, connected design and time-consuming post-processing may
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be needed. To alleviate the computational cost and to improve the connectivity of the LUCs,

concurrent topology optimization strategies have been proposed [64,135]. These strategies

lead to the design of an optimal macroscale structure composed of a periodic (uniformly

distributed) LUC. Despite of their manufacturability, the LUC periodicity produces a sub-

optimal structure when compared to a non-periodic design.

An alternative approach is the use of multiphase topology optimization [58, 59]. This

approach uses pre-defined LUCs with homogenized mechanical properties avoiding the

mesoscale structural optimization. The geometry of the LUCs is controlled by a few ge-

ometric parameters that define their relative density or porosity. Material interpolation

schemes are defined to map the LUC relative density to their homogenized mechanical

properties. The (macroscale) structural optimization problem consists on finding the op-

timal relative density distribution, which ultimately provides the optimal LUC distribu-

tion within the structure. Multiphase topology optimization has been applied to two-

dimensional structures subjected to pure mechanical load [58, 59]. The application of this

approach to heat-transferring structures has been less reported in literature.

This work extends the use of multiphase topology optimization to three-dimensional

structures composed quasi-periodic LUCs considering thermal and mechanical performance.

Integral to the proposed multiphase topology optimization method for lattice injection

molds is the use of a thermomechanical finite element model. In this model, the mechani-

cal and thermal load analyses are coupled to predict the structure’s thermoelastic response.

Asymptotic homogenization theory is used to predict the isotropic thermal conductivity

and the orthotropic linear elasticity of the LUCs.

The results are demonstrated with the topology optimization of lattice structures with

minimum mass under elastic mechanical and thermal constraints, which include maximum

nodal displacement and maximum nodal temperature on the mold cavity.

The remaining of the paper is organized as follows: The proposed design approach is

presented in Sec. 2. The homogenization theory is explained in Sec. 3 and the macroscale

structural optimization approach is explained in Sec. 4. Two numerical problems are pre-

sented to demonstrate the design approach in Sec. 5: (1) a 2D structure with thermal and
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mechanical loads, (2) a core of a 3D injection mold design. Finally, summary and conclu-

sion are provided in Sec. 6.

2.2 Proposed multiphase topology optimization approach

The proposed optimization approach involves finite element models in two length-

scales: mesoscale and macroscale. The mesoscale finite element models correspond to

the lattice unit cells (LUCs). These models are used to predict the homogenized LUC

properties. As a result, homogenized elastic and thermal coefficients are expressed as func-

tions of the LUC relative density. The macroscale finite element model corresponds to the

injection mold. This model contains mechanical and thermal boundary conditions, which

include external mechanical loads and supports as well as the heat sources (mold cavity)

and sinks (cooling channels). The macroscale design problem addressed in this work is to

find the optimal distribution of given number of LUCs that minimizes the injection mold

mass while satisfying mechanical and thermal constraints. These constraints include me-

chanical and thermal compliance as well as maximum nodal displacement and maximum

nodal temperature.

The macroscale design problem is solved in two steps: First, a relaxed convex problem

is addressed so that the mass is minimized subject to constraints on mechanical compliance

and a thermal compliance [14]. The result is a global optimum of a convex problem to

be used as the initial design of a non-convex problem. Second, using this initial design,

a structural optimization algorithm finds the optimal distribution of a discrete number of

LUCs so that the maximum displacement and temperature are minimized in specific loca-

tions of the injection mold, e.g., mold cavity. The optimization approach is summarized in

Fig. 2.1.
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Step 1: Minimize mass subject to convex functional constrains 
(mechanical and thermal compliance)

Step 2: Minimize mass of clustered design subject to non-convex 
constraints (max. displacement and max. temperature)

Material interpolation functions

Mesoscale analysis and homogenization of elastic and 
thermal properties of lattice unit cells

Macroscale structural optimization

Initial design

Final design

Figure 2.1.. Flowchart of proposed design approach.

2.3 Mesoscale analysis and homogenization of elastic and thermal properties of lat-

tice unit cells

This section summarizes the numerical approaches used to derive the homogenized

elasticity tensor DH
c and the homogenized thermal conductivity tensor κH

c of an a-priori

defined LUC. The theory presented in this section follows the principles of asymptotic

homogenization [136–139].

2.3.1 Asymptotic homogenization of the elastic properties

Let a macroscale design domain Ω to be comprised of nc LUCs, where c = 1, . . . ,nc.

Each of LUC is further discretized into ne finite elements as illustrated in Fig. 2.2.

According to the homogenization theory for media with a periodic structure, the ho-

mogenized elasticity tensor DH
c of a discretized periodic LUC is given by

DH
c =

1
|Vc|

ne

∑
e=1

∫

Ve

[I−Beχe]
ᵀDe[I−Beχe]dVe, (2.1)

where ne are the number of finite elements of the discretized LUC, |Vc| is the LUC volume,

I is the identity matrix, Ve is the volume of the finite element e, Be is the element strain-

displacement matrix, De is the element elasticity tensor, and χe is the matrix containing the
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Ω

Lattice unit cells

Finite elements

Design domain

Ω0

S

Figure 2.2.. Hierarchical organization of the design domain.

element displacement vectors χi j
e resulting from globally enforcing the unit test strains εi j

(Fig. 2.3). For a 3D solid finite element, this is

χe = [χ11
e ,χ22

e ,χ33
e ,χ12

e ,χ23
e ,χ13

e ], (2.2)

where χi j
e are vectors of size 24× 1. The element displacement vectors χi j

e are obtained

from the global displacement vector of the LUC χi j
c , which is the solution of the equilib-

rium equation [
ne

∑
e=1

∫

Ve

Bᵀ
e DeBedVe

]
χi j

c =
ne

∑
e=1

∫

Ve

Bᵀ
e Deε

i jdVe. (2.3)

The first term in the left hand side of Eq. (3.3) is the stiffness matrix of the LUC and the

right hand side is the nodal force vector of the LUC.

It is convenient to define the element nodal displacement matrix χ0
e within a solid

isotropic cell. This isotropic nodal displacement matrix is the solution of the equilibrium

equation

Beχ
0
e = I. (2.4)

Since I = [ε11,ε22,ε33,ε12,ε23,ε13], then Eq. (2.4) can be written as
[∫

Ve

Bᵀ
e DeBedVe

]
χ

0(i j)
e =

∫

Ve

Bᵀ
e Deε

i jdVe. (2.5)

Therefore, each component of the homogenized elasticity tensor DH
c can be expressed as

DH
c,i jkl =

1
|V |

ne

∑
e=1

∫

Ve

[χ
0(i j)
e −χi j

e ]
ᵀke[χ

0(kl)
e −χkl

e ]dVe, (2.6)
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(b)

ε11=[1,0,0,0,0,0]T ε22=[0,1,0,0,0,0]T ε33=[0,0,1,0,0,0]T

ε12=[0,0,0,1,0,0]T ε23=[0,0,0,0,1,0]T ε13=[0,0,0,0,0,1]T

ε11=[1,0,0]T ε22=[0,1,0]T ε12=[0,0,1]T

(a)

Figure 2.3.. The chosen unit strain tests imposed on (a) 2D representative
LUCs and (b) 3D representative LUCs.

where ke is the stiffness matrix for an element. The homogenized elasticity tensor is ob-

tained based on periodic boundary conditions. For a 3D LUC, this tensor is a symmetric

matrix of the form

DH
c =




DH
c,1111 DH

c,1122 DH
c,1133 DH

c,1112 DH
c,1123 DH

c,1113

DH
c,2211 DH

c,2222 DH
c,2233 DH

c,2212 DH
c,2223 DH

c,2213

DH
c,3311 DH

c,3322 DH
c,3333 DH

c,3312 DH
c,3323 DH

c,3313

DH
c,1211 DH

c,1222 DH
c,1233 DH

c,1212 DH
c,1223 DH

c,1213

DH
c,2311 DH

c,2322 DH
c,2333 DH

c,2312 DH
c,2323 DH

c,2313

DH
c,1311 DH

c,1322 DH
c,1333 DH

c,1312 DH
c,1323 DH

c,1313




. (2.7)

Each coefficient DH
c,i jkl can be expressed as a function of the density of the LUC as ex-

plained later in this paper.
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2.3.2 Asymptotic homogenization of the thermal conductivity

Following the homogenization theory for thermal conductivity [139], the homogenized

thermal conductivity tensor κH
c of a discretized periodic LUC is given by

κH
c =

1
|Vc|

ne

∑
e=1

∫

Ve

[I−Bt
eTe]

ᵀκe[I−Bt
eTe]dVe, (2.8)

where ne are the number of finite elements of the discretized LUC, |Vc| is the LUC volume,

I is the identity matrix, Ve is the volume of the finite element, Bt
e is the element “strain”

(temperature gradient)-temperature matrix, κe is the element thermal conductivity tensor,

and Te is the matrix containing the element nodal temperature vectors Ti j
e resulting from

globally enforcing the unit test temperature gradients ti (Fig. 2.4). For a 3D solid finite

element, this is

Te = [T1
e ,T

2
e ,T

3
e ], (2.9)

where the size of the vectors Ti
e is 8×1. As before, the element temperature vectors Ti

e are

obtained from the global temperature vector of the LUC Ti
c, which is the solution of the

equilibrium equation
[

ne

∑
e=1

∫

Ve

Bt
e
ᵀ
κeBt

edVe

]
Ti

c =
ne

∑
e=1

∫

Ve

Bt
e
ᵀ
κetidVe. (2.10)

The first term in the left hand side of Eq. (3.5) is the “stiffness” thermal matrix of the LUC

and the right hand side is the nodal heat flux vector of the LUC.

The element nodal temperature matrix T0
e within a solid isotropic (solid) cell is the

solution of the equilibrium equation

Bt
eT0

e = I. (2.11)

Since I = [t1, t2, t3], then Eq. (2.11) can be written as
[∫

Ve

Bt
e
ᵀ
κeBt

edVe

]
T0(i)

e =
∫

Ve

Bt
e
ᵀ
κetidVe. (2.12)

Therefore, each component of the homogenized stiffness thermal tensor κH
c can be ex-

pressed as

κH
c,i j =

1
|Vc|

ne

∑
e=1

∫

Ve

[T0(i)
e −Ti

e]
ᵀkt

e[T
0( j)
e −T j

e]dVe, (2.13)
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t3=[1,0,0]T

(b)

t1=[1,0,0]T t2=[0,1,0]T

(a)

t1=[1,0]T t2=[0,1]T

Figure 2.4.. Unit temperature gradients imposed on (a) 2D representative
LUCs and (b) 3D representative LUCs.

where ke is the stiffness thermal matrix for an element. For a 3D LUC, this tensor is a

symmetric matrix of the form

κH
c =




κH
c,11 κH

c,12 κH
c,13

κH
c,21 κH

c,22 κH
c,23

κH
c,31 κH

c,32 κH
c,33


 . (2.14)

Here as well, each coefficient κH
c,i j can be expressed as a function of the relative density of

the LUC as explained in the following section.

2.3.3 Interpolation of homogenized thermomechanical properties

For a given set of lattice LUCs with known relative density values θ ′c, the homogenized

elasticity tensors DH
c and the homogenized thermal conductivity tensors κH

c are obtained.

Then, an interpolation function is derived to correlate the relative density θc of the LUC

with its corresponding homogenized tensor coefficients. Using a polynomial approxima-

tion, the elasticity tensor coefficients are expressed as follows:

DH
c,i jkl(θ) = a0 +

nq

∑
q=1

aqθ q +O(θ nq+1), (2.15)
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where the coefficients aq, for q = 0, . . . ,nq, are determined by polynomial regression. Sim-

ilarly, for the components of the homogenized thermal conductivity tensor, one obtains

that

κH
c,i j(θ) = b0 +

nq

∑
q=1

bqθ q +O(θ nq+1). (2.16)

Polynomials of order one (linear interpolations) can also be obtained with a0 = 0 and

a1 = DH
c,i jkl(θ

′
c = 1) for the elasticity tensor, and b0 = 0 and b1 = κH

c,i j(θ ′c = 1) for the

thermal conductivity tensor. These interpolations are inaccurate but make the optimization

problem convex; hence, they are utilized to generate the initial design (Step 1) (Sec. 2.4.1).

Polynomials of order three are shown to provide sufficient accuracy and are used in the

final stage of the optimization process (Step 2) (Sec. 2.4.2).

2.4 Macroscale structural optimization

The proposed multiphase structural optimization approach consists of two steps. Dur-

ing the first step, an initial optimal distribution of LUC relative densities θ ∗1c, c = 1, . . . ,nc

is obtained. The initial design minimizes the mass of the structure subject to two functional

constraints: mechanical compliance and thermal compliance. A linear interpolation of the

elastic coefficients and thermal conductivity is used to make the problem convex. During

the second step, the relative density values are optimally clustered using a set of prede-

fined values θ ′p, p = 1, . . . ,np. The clustering process results in a design that can be easily

fabricated using AM techniques. The final optimal design θ ∗2c minimizes the mass of the

structure subject to constraints of the maximum displacement and temperature in specific

regions of the design domain. The design domain Ω contains the cavities Ω0 and heat sinks

S of the injection tool to be optimized as well as the mechanical loads f, supports, heat

flux q, and insulated boundaries. Also, let’s define the boundaries ΓW with target of the

maximum displacement, and boundaries ΓQ with target of the maximum temperature (Fig.

2.5).

In each step, the optimization is performed using the Globally Convergence Method of

Moving Asymptotes (GCMMA) algorithm implemented in the FEA software COMSOL
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Multiphysics (COMSOL, Stockholm, Sweden). The convergence ε in the GCMMA algo-

rithm is given by the following condition:

ε =

∣∣∣∣
∂ψ(λ)

∂λi

∣∣∣∣≤ εg, (2.17)

where ψ(λ) is the dual objective function, λ is the vector of Lagrange multipliers, and εg

is a small positive number [37]. By default, εg = 10−6 for the following 2D examples and

εg = 10−3 for the following 3D examples. Another convergence criterion is the number

of maximum objective function evaluations N. By default, N = 500 for the following 2D

examples and N = 150 for the following 3D examples.

Ω0 Ω

ΓW

f

Ω0 Ω

ΓQ

q

S

θ’1 θ’np

…

θ’2

f

(a) (b)

(c)

ΓQ

SΓW

Figure 2.5.. The macroscale design domain: (a) mechanical boundary condi-
tions, (b) thermal boundary conditions, and (c) finite number of lattice LUCs
to be optimally distributed.

2.4.1 Step 1: Minimize mass subject to convex functional constrains

The first step aims to find the relative densities θ ∈ Rnc that minimizes the structure’s

mass m(θ), subject to mechanical compliance and thermal compliance constraints of the

design domain. The mass of the structure is defined by

m(θ) = γ0

nc

∑
c=1

vcθc, (2.18)
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where vc is the element volume and γ0 is the base material density. Mechanical compli-

ance reflects the average displacement of the structure. In matrix notation, the mechanical

compliance is defined as

W =
∫

Ω
εᵀDHεdΩ, (2.19)

where DH is the homogenized elasticity tensor and ε is the strain tensor. An appropriate

mechanical compliance constraint ensures the structure deformation is small and the linear

FEA is feasible. Similarly, the thermal compliance reflects the average temperature of the

whole structure. It is defined as

Q =
∫

Ω
tᵀκHtdΩ, (2.20)

where κH is the homogenized thermal conductivity tensor and t indicates temperature gra-

dients. This constraint determines the compromise of heat conduction performance of the

whole structure. With the discretization of the macroscale domain and the application of

finite element analysis (FEA), the equation (2.19) yields the quadratic form

W (θ) = fᵀu(θ), (2.21)

where f is the vector of external loads and u(θ) is the vector of nodal displacements in the

macroscale domain. The vector of nodal displacements satisfies the Hooke’s law equilib-

rium equation:

K(θ)u(θ) = f, (2.22)

where

K(θ) =
nc

∑
c=1

∫

Vc

Bᵀ
c DH

c (θc)BcdVc. (2.23)

In Eq. (2.23), K(θ) is the stiffness matrix of the macroscale domain, Bc represents the

strain-displacement relations of a LUC, and DH
c (θc) is the homogenized elasticity tensor of

a LUC. In the same way, the thermal compliance (2.20) yields the quadratic form

Q(θ) = qᵀT(θ), (2.24)
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where q is the boundary heat flux and T(θ) is the vector of nodal temperatures in the

macroscale design domain. The vector of nodal temperatures satisfies the Fourier’s law

equilibrium equation:

Kt(θ)T(θ) = q, (2.25)

where

Kt(θ) =
nc

∑
c=1

∫

Vc

Bt
c
ᵀ
κH

c (θc)Bt
cdVc. (2.26)

In Eq. (5.5), Kt(θ) is the thermal stiffness matrix of the macroscale domain, Bt
c is the

temperature and temperature gradient relations of a LUC, and κH
c (θc) is the homogenized

thermal conductivity tensor of a LUC.

Finally, the first optimization problem is stated as follows:

find θ∗1 ∈ Rnc

minimize J1(θ1) = m(θ1)/m(θ0)

subject to W (θ1) = fᵀu(θ1)≤CWW (θ0)

Q(θ1) = qᵀT(θ1)≤CQQ(θ0)

θmin ≤ θ1 ≤ 1

satisfying u(θ1) = K(θ1)
−1f

T(θ1) = Kt(θ1)
−1q

(2.27)

where θ0 represents the initial solid structure, θ0c = 1 for c = 1, . . . ,nc, m(θ0) is the initial

mass, and CW ≥ 1 and CQ ≥ 1 are coefficients that degrade the mechanical compliance

and thermal compliance of the initial design—by increasing these coefficients, the mass

of the structure decreases and the performance of structure is sacrificed. The lower bound

θmin prevents the singularity of K(θ1) and Kt(θ1) and also prevents voids within the LUC

structure. The value of the lower bound is also determined by the resolution of the AM

system (3D printer). In this work, θ min
c = 0.259 for 3D and θ min

c = 0.190 for 2D, for c =

1, . . . ,nc. Linear material interpolation functions connecting the homogenized properties

of θ min
c and the solid material properties are used, in order to interpolate DH

c (θc) in K(θ1)

and κH
c (θc) in Kt(θ1). In this way, the material properties deviate from the real values, but
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it ensures the problem is convex and the mass is the global minimum. The results of this

design step can be used as the initial designs and the baselines of the second design step.

Notably, since the mechanical elasticity and thermal conductivity of the LUCs are ho-

mogenized independently, the thermal and the mechanical fields are decoupled to maintain

a consistent analysis. While this may introduce an error in the calculation of the strain and

stress fields, the thermo-elastic load in injection molds is considerably smaller than the in-

jected pressure and clamping force; therefore, decoupling the two fields yields acceptable

results as reported in literature [131].

2.4.2 Step 2: Minimize the mass of the clustered design subject to non-convex func-

tional constraints

The objective of the second step is to minimize the structure’s mass m(θ) subject to five

constraints: the functional constraints used in the first step plus two additional non-convex

functional constraints. The two additional functional constraints are the maximum nodal

displacement U(θ2) and the maximum nodal temperature T (θ2) for each node j in specific

locations of the design domain: ΓW and ΓQ, respectively. In vector form, U j(θ2) can be

written as 1ᵀj u(θ2), and Tj(θ2) can be written as 1ᵀj T(θ2), where 1ᵀj is a vector with the

value one at the location of node j and 0 at the other locations. With the implementation

of this vector form, the sensitivities of U j(θ2) and Tj(θ2) can be obtained using adjoint

method. The constraint on the maximum nodal displacement and the maximum nodal

temperature are

U(θ2) = max
u j∈ΓW

{u j(θ2)} ≤CUUmax(θ0)

T (θ2) = max
Tj∈ΓQ

{Tj(θ2)} ≤CT T max(θ0),
(2.28)

which can be written as

U j(θ2) = 1ᵀj u(θ2)≤CU1
ᵀ
j u

max(θ0), j ∈ ΓW ,

Tj(θ2) = 1ᵀj T(θ2)≤CT1
ᵀ
j T

max(θ0), j ∈ ΓQ.
(2.29)
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The locations ΓW and ΓQ include the surface of mold cavity (heat source) where the

displacement and temperature need to be controlled within a strict threshold in order to

guarantee the performance of the mold. Other locations may include the surface of the

cooling channel, which is subjected to high stress [131]. The limit values of U j(θ2) and

Tj(θ2) are the values of the solid structure multiplied by the coefficients CU and CT , where

CU ≥ 1 and CT ≥ 1. Since these two constraints are satisfied in a solid design, they will not

be violated.

The objective function J1(θ) is modified to avoid mesh dependency and limit the num-

ber of LUCs in the final design. A gradient control regularization function R(θ) is added

to the objective to provide mesh-independent a result and improve the manufacturabil-

ity [140]. This function is defined as follows:

R(θ) =
nc

∑
c=1

∇θc
ᵀ∇θc, (2.30)

where ∇θc is the spatial gradient of the design variable field evaluated at the discrete loca-

tion c. The intermediate densities caused by the addition of this regularization function are

clustered using the following analytically differentiable penalization function:

P(θ,θ′) =
nc

∑
c=1

np

∏
p=1

[
1− cos

(θc−θ ′p
A

)]
,

θ min−1≤ (θc−θ ′np
)≤ 1−θ min,

(2.31)

where θ ′p are predefined relative density values and A is a normalization factor, A = 2(1−
θ min)/π . A small value P(θ,θ′) ensures the design can be represented by a discrete number
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np of LUCs phases. The penalization function in Eq. (2.31) is also added to the objective

function. Finally, the optimization problem is defined as follows:

find θ∗2 ∈ Rnc

minimize J(θ2) =
m(θ2)

m(θ∗1)
+CRR(θ2)+CP

P(θ2,θ
′)

P(θ∗1,θ
′)

subject to W (θ2) = fᵀu(θ2)≤CWW (θ0)

Q(θ2) = qᵀT(θ2)≤CQQ(θ0)

U j(θ2) = 1ᵀj u(θ2)≤CU1
ᵀ
j u

max(θ0), j ∈ ΓW

Tj(θ2) = 1ᵀj T(θ2)≤CT1
ᵀ
j T

max(θ0), j ∈ ΓQ

θmin ≤ θ2 ≤ 1

satisfying u(θ2) = K(θ2)
−1f

T(θ2) = Kt(θ2)
−1q,

(2.32)

where the coefficients CR and CP are small positive numbers, CR < 1 and CP < 1. Poly-

nomials material interpolation function of order three (Sec. 2.3.3) are used to interpolate

DH
c (θc) in K(θ2) and κH

c (θc) in Kt(θ2). The next section shows numerical examples of

the proposed design approach.

2.5 Numerical examples

Two examples are presented to illustrate the design approach. The first example consists

of the design of a multiphase 2D plate in cantilever thermo-mechanically loaded. The sec-

ond example is the design of the cavity and core plates of a multiphase 3D plastic injection

mold. In both examples, the properties of the base material are: density γ0 = 7850 kg/m3,

Young’s modulus E0 = 200 GPa, Poisson’s ratio ν0 = 0.3. In the first example, thermal

conductivity κ0 = 44.5 W/(m·K) is taken, but in the second example, κ0 = 17.8 W/(m·K)

is taken, which is the thermal conductivity of A286 stainless steel alloy at 573.15K.
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2.5.1 Design of a multiphase thermomechanically-loaded 2D plate

Let us consider a square plate of dimensions 1 m× 1 m and thickness 1 cm. The plate is

rigidly fixed along its left lateral side as shown in Fig. 2.6(a). A downward force F = 1 kN

is applied at the lower right corner. A heat sink with constant temperature 0◦C (273.15 K)

is located at the center of the left lateral side as shown in Fig. 2.6(b). All other sides of the

plate are insulated. A heat flux q = 10 W is uniformly distributed on the plate’s body. The

plate is discretized into 2453 quadrilateral elements. The nodal displacement distributions

under plane stress analysis and the nodal temperature distributions from FEA are shown in

Figs. 2.6(c) and (d), respectively. In this example, the mechanical compliance W (θ), the

thermal compliance Q(θ), the maximum nodal displacement U(θ) on the surface ΓW , and

the maximum nodal temperature T (θ) on the surface ΓQ are listed in Table. 2.1 (a). ΓW

corresponds to the heat sink surface, and ΓQ corresponds to the right free end of the plate.

(μm)

F

(a)

(b)

0°C

(c)

(d)

q

(K)

Figure 2.6.. Boundary conditions and results of the FEA for a plate: (a) me-
chanical load and supports; (b) thermal heat flux, sink, and insulation; (c) nodal
displacement; and (d) nodal temperature distribution.
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R² = 0.9997
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R² = 0.9987
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Figure 2.7.. Interpolation of elasticity coefficients and thermal conductivity for
2D LUCs.

Mesoscale analysis and homogenization

For the interpolation of the elastic and thermal properties, let us consider a sequence

of square (2D) representative LUCs with known relative density values θ ′c (Fig. 2.7). The

size of each 2D LUC is 20×20 (dimensionless length quantities). The finite element mesh

is composed of Lagrange-type quadrialetral square (Q4) elements of size 1× 1. Different

sizes of rectangular holes are pre-defined in the center of the LUCs. While these are not op-

timized mesoscale structures, the shapes of the predefined LUCs are similar to those having

maximum bulk modulus and maximum thermal conduction reported in literature [75,141].

Due to the symmetry of their structure, only DH
c,1111, DH

c,1122, DH
c,1212, and κH

c,11 need to be

computed as shown by Eqs. (2.6) and (2.13). Third-order polynomial approximations for

DH
c,1111, DH

c,1122, DH
c,1212, and κH

c,11 are defined according to Eqs. (2.15) and (2.16). The

results are shown for unit elements Young’s modulus and unit thermal conductivity so the

approximation can be easily scaled (Fig. 2.7). Notably, the interpolations of the homoge-

nized elastic properties DH
c,i jkl(θ) are scaled by a factor of E0 and the interpolation of the

homogenized thermal conductivity κH
c,i j(θ) is scaled by a factor of κ0.
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Macroscale structural optimization

The macroscale structural optimization involves the solution of two problems. The

first problem is stated in Eq. (2.27) and the second problem is stated in Eq. (3.10). In

this example, θ min
c = 0.19, CW = 2.0, and CQ = 1.2 are utilized. Table 2.1 summarizes

the performance and topologies of the solid design θ0, the solution of the first problem

θ∗1, and several solutions to the second problem θ∗2. The solid design (row a) depicts the

highest mass m, the lowest (best) mechanical compliance W and thermal compliance Q as

well as the lowest maximum surface nodal temperature T (θ0) and lowest maximum nodal

displacement U(θ0).

The solution to the first problem (row b) has the lowest mass satisfying the mechanical

and thermal compliance constraints. Since the material interpolation is linear, this design

is conceptual but offers a reasonably good initial design for the second problem. Several

solutions of the second problem are presented in Table 2.1 (rows c to k). Here, non-convex

functional constraints associated with U and T are implemented using CU = 1 and CT =

1.05; this is, no allowed increase in displacement and a five percent increase in temperature

with respect to the solid design.

Without regularization (CR = 0) and without penalization (CP = 0), the solution is bi-

nary (row c). This solution has the lowest mass m(θ∗2); however, it depicts thin-members

that are difficult or impossible to capture in the additive manufacturing process. This draw-

back can be addressed with the use of the regularization function (CR = 0.001) (row d).

While the mass is increased with the respect to the previous design, the thin-members are

no longer present. Unfortunately, there is a range of values of θc that cannot be captured in

the additive manufacturing process due to the spatial material gradation.

Optimal manufacturable results (clustered designs) are achieved with the use of regu-

larization (CR = 0.001) and penalization (CP = 0.4) functions. Table 2.1 includes solutions

with two lattice phases (rows e to g), three lattice phases (rows h to j, and four lattice phases

(row k). The predefined LUCs used in this problem are: θ ′1 = 0.19, θ ′2 = 0.51, θ ′3 = 0.75,

and θ ′4 = 1.00 (solid phase). In these designs, W , Q, and U(θ) are active constraints. The



43

constraint associated with T (θ) is inactive, hence the maximum temperature of these de-

signs have small differences. For the optimization problem considered, the optimal design

is the two-phase structure (row e) which has the lowest mass and satisfies all constraints;

however, the haviest two-phase design (row g) may also be considered as an alternative

since it has the lowest maximum temperature. With respect to the solid design, the op-

timal design (row e) reduces the mass in about 31.1% without increasing the maximum

displacement, and increasing the maximum temperature in only about 2.0%.

(μm) (K)

(a) (b)

Figure 2.8.. Finite element analysis of the two-material, optimal design Table
2.1 (row e): (a) nodal displacement, and (b) nodal temperature distribution.

2.5.2 Design of a plastic injection mold

The proposed approach is applied to the optimal design of a multiphase, lattice plastic

injection mold utilized for producing bump caps used in the car shock absorber. The injec-

tion mold consists of two main components: the cavity plate and the core plate. Each plate

contains a solid volume comprising the surface in contact with the injected part. The mold

is designed so that the injected part remains in the core plate and is ejected by ejection pins.

The core plate is also referred to as the ejector mold. The geometries of the cavity and the

core plates are shown in Fig. 2.9. During the optimization process the cooling channels

and other orifices remain unchanged. The surfaces in contact with the cooling channels,

orifices, and the injected part remain solid during the optimization process. The surfaces
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Table 2.1.. Performance function values for the initial and final designs of the
2D plate.

Row Design θ m(θ) W (θ) Q(θ) U(θ) T (θ)

[kg] [mJ] [kg·m2 ·K·s−3] [µm] [K]

(a) θ0 = 1 78.500 1.871 114.75 0.278 288.00

(b) θ∗1 46.970 3.743 137.70 0.384 293.89

(c) θ∗2(CR = 0,CP = 0) 51.770 3.743 137.70 0.278 293.89

(d) θ∗2(CR = 0.001,CP = 0) 53.255 3.743 137.70 0.278 293.69

(e) θ∗2 ∈ {θ ′1,θ ′4}(CR = 0.001,CP = 0.4) 54.085 3.743 137.70 0.278 294.01

(f) θ∗2 ∈ {θ ′2,θ ′4}(CR = 0.001,CP = 0.4) 58.100 3.743 137.70 0.278 292.45

(g) θ∗2 ∈ {θ ′3,θ ′4}(CR = 0.001,CP = 0.4) 62.524 3.743 137.70 0.278 292.18

(h) θ∗2 ∈ {θ ′1,θ ′2,θ ′4}(CR = 0.001,CP = 0.4) 56.320 3.743 137.70 0.278 293.52

(i) θ∗2 ∈ {θ ′1,θ ′3,θ ′4}(CR = 0.001,CP = 0.4) 55.114 3.743 137.70 0.278 292.91

(j) θ∗2 ∈ {θ ′2,θ ′3,θ ′4}(CR = 0.001,CP = 0.4) 58.305 3.743 137.70 0.278 292.47

(k) θ∗2 ∈ {θ ′1 to θ ′4}(CR = 0.001,CP = 0.4) 57.099 3.743 134.41 0.278 293.66

Predefined LUCs

=0.190 =0.750 =1.000=0.510
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in contact with the injected part and the thread taps are simplified in order to improve the

mesh quality of the finite element model and facilitate the numerical analysis.

Thread taps for screws for mounting

Cooling channels

Cavity

Core

Figure 2.9.. The geometry of the original injection mold. Source: Hewitt
Molding Company

Mesoscale analysis and homogenization

The homogenization of elastic and thermal properties makes use of cubic (3D) repre-

sentative LUCs with relative densities θ ′c as shown in Fig. 2.10. For the analysis, each

3D LUC is discretized into 20×20×20 Lagrange brick elements. Different sizes of rect-

angular holes are pre-defined along the three central, orthogonal axes of the LUCs. As

before, while these are not optimized mesoscale structures, the shapes of the predefined

LUCs are similar to those having maximum bulk modulus and maximum thermal conduc-

tion reported in literature [55,75]. Due to the symmetry of the LUC structure, only DH
c,1111,

DH
c,1122, DH

c,1212, and κH
c,11 need to be computed. Third-order polynomial approximations

are defined according to Eqs. (2.15) and (2.16). The results are shown for unit elements

Young’s modulus and unit thermal conductivity so the approximation can be easily scaled

(Fig. 2.10). A verification with respect to Hashin-Shtrikman (H-S) bounds for two-phase

materials is shown in the Appendix.
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C1111 = 1.5016θ3 - 0.8086θ2 + 0.6547θ - 0.008
R² = 0.9997

C1122 = 1.2092θ3 - 0.8812θ2 + 0.2492θ - 0.0069
R² = 0.9987

C1212 = 0.3371θ3 + 0.0456θ2 + 0.0044θ
R² = 0.9999

κ = 0.2286θ3 + 0.3859θ2 + 0.388θ - 0.0002
R² = 1
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Figure 2.10.. Interpolation of elasticity coefficients and thermal conductivity
for 3D LUCs.

Macroscale design of the cavity plate

The cavity plate is designed withing a design domain of dimensions 5.0 in × 5.0 in ×
2.6 in (127 mm × 127 mm × 66 mm). This design domain is discretized into 97705 tetra-

hedral finite elements. The top surface of the cavity plate sustains a uniformly distributed

load of 110 ton (1.08×106 N). Rollers are applied on the lateral surface nodes. The nodal

displacement of the bottom surface is constrained in the z-direction. The injection pressure

on the cavity is 131 MPa including the effect of thermal expansion. Straight cooling chan-

nels are enclosed the injected part, and the temperature of the cooling channel surfaces is

assumed to be 26.7 ◦C (299.9 K). In steady state, a heat flux of 200 W is imposed on the

cavity. All other surfaces of the core are insulated (Fig. 2.11). The boundaries ΓW and ΓQ

are defined as the cavity’s surface in contact with the injected part. The nodal displacement

and temperature distributions of the initial solid mold are shown in Fig. 2.11.

The design θ∗1 corresponding to the solution of the first optimization problem Eq. (2.27)

is shown in Fig. 2.12 (a). The performance of this design is summarized in Table 2.2 (row
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(d)

1.3e8 Pa 
injected 
pressure

200W heat 
flux applied 
on the 
surface 
contacting  
injected part

The temperature of 
the pipes surface is 
26.7°C(299.85K)

(a)

(b)

(c)

(μm)

(K)

110 ton total force  
uniformly distributed 
on the top

Fix vertical 
displacement 
on the bottom

Figure 2.11.. Boundary conditions and results of the cavity plate’s design do-
main with solid matrix: (a) mechanical loads and supports; (b) thermal heat
flux and sink (cooling channel); (c) nodal displacement; and (d) nodal temper-
ature distribution.

b). This initial design has the lowest mass m and satisfies the two functional constraints,

i.e., mechanical compliance W and thermal compliance Q.

For the second problem Eq. (3.10), three predefined relative density values are used:

θ ′1 = 0.259, θ ′2 = 0.741, and θ ′3 = 1.000 (solid phase). The parameters CP = 0.01, CR =

0.03, CU = 1, and CT = 1.05 are used in the optimization problem formulation. Here, two

solutions θ∗2 are presented Fig. 2.12 (b) and (c). These solutions consider two and three

lattice phases, respectively. For these two designs, the constraints on W , Q, and U(θ) are

activate, while the constraint on T (θ) is inactivate. The performance of each optimal design

is summarized in Table 2.2 (rows c and d). The two-phase design shows a 23.8% mass

reduction with respect to the solid design. For the surface in contact with injected part, the

maximum displacement remains the same and the maximum temperature increases 3.1%.

The three-phases design has an improved (inactive) mechanical compliance and higher

mass. Based on the problem statement, the two-phase design is preferred.
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(a) θ1
*

=1.0000

=0.2590

=0.7410

(b) θ2
* in { , }

(c) θ2
* in { , , }

Figure 2.12.. The result optimal LUC phases distribution of the design domain
for the cavity plate.

Table 2.2.. Performance function values of the initial and final designs of the
cavity

m(θ) W (θ) Q(θ) U(θ) T (θ)

Row Design [kg] [J] [kg·m2 [µm] [K]

·K·s−3]

(a) θ0 = 1 5.275 12.78 3992.8 22.18 337.52

(b) θ∗1 3.112 25.55 4791.4 30.25 348.25

(c) θ∗2 ∈ {θ ′1,θ ′3} 4.072 25.55 4791.4 22.18 348.00

(d) θ∗2 ∈ {θ ′1,θ ′2,θ ′3} 4.086 23.80 4792.0 22.18 347.90

Macroscale design of the core plate

The dimensions of the design domain for the core plate are 5.0 in × 5.0 in × 2.3 in

(127 mm × 127 mm × 66 mm). The design domain is discretized into 113982 tetrahedral
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finite elements. The bottom surface of the core sustains a uniformly distributed load of

110 ton (1.08× 106 N). Rollers are applied on the lateral surfaces. The displacement of

the top surface is constrained in the z-direction. As before, the injection pressure on the

interface between the part and the core is 131 MPa. The temperature on the surface of the

cooling channel is set to be 26.7 ◦C (299.9 K). At the steady state, a heat flux of 200 W

is imposed on the interface between the part and the core. All other surfaces of the core

are insulated. The boundaries ΓW and ΓQ are defined as the plate’s surface in contact with

the part. The nodal displacement and temperature distributions of the initial solid mold are

shown in Fig. 2.13.

(μm)

110 ton total force  
uniformly distributed 
on the bottom

1.3e8 Pa 
injected 
pressure

Fix vertical displacement 
on the top

The temperature of the pipes 
surface is 26.7°C(299.85K)

200W heat flux applied on 
the surface contacting  
injected part

(a)

(b)

(c)

(d)

(K)

Figure 2.13.. Boundary conditions and FEA results of the core plate with solid
matrix: (a) mechanical loads and supports; (b) thermal heat flux and sink (cool-
ing channel); (c) nodal displacement; and (d) nodal temperature distribution.

The design θ∗1 corresponding to the solution of the first optimization problem, Eq.

(2.27), is shown in Fig. 2.14 (a). The performance of this design is summarized in Ta-

ble 2.3 (row b). As expected, this initial design has the lowest mass m and satisfies the

functional constraints on mechanical compliance W and thermal compliance Q.
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(a) θ1
*

=1.0000

=0.2590

=0.7410

(b) θ2
* in { , }

(c) θ2
* in { , , }

Figure 2.14.. The result optimal LUC phases distribution of the design domain
for the core plate.

Table 2.3.. Performance function values of the initial and final designs of the
core.

m(θ) W (θ) Q(θ) U(θ) T (θ)

Row Design [kg] [J] [kg·m2 [µm] [K]

·K·s−3]

(a) θ0 = 1 6.971 11.20 27037.0 16.95 481.92

(b) θ∗1 3.830 22.40 32444.4 15.05 507.84

(c) θ∗2 ∈ {θ ′1,θ ′3} 4.771 22.40 32444.4 14.63 502.10

(d) θ∗2 ∈ {θ ′1,θ ′2,θ ′3} 5.150 20.85 31652.2 15.61 501.94

For the second problem, Eq. (3.10), the same three predefined relative density values

are used, namely, θ ′1 = 0.259, θ ′2 = 0.741, and θ ′3 = 1.000 as well as the same parameters

CP = 0.01, CR = 0.03, CU = 1, and CT = 1.05 in the optimization problem formulation.
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Two solutions θ∗2 are presented Fig. 2.14 (b) and (c). These solutions consider two and

three lattice phases, respectively. For these two designs, the constraints on W and Q are

activate, while the constraints on U(θ) and T (θ) are inactivate. The performance of each

optimal design is summarized in Table 2.3 (rows c and d). The two-phase design shows

a 31.6% mass reduction with respect to the solid design. For the surface in contact with

injected part, the maximum displacement remains the same and the maximum temperature

increases 4.2%.

Conformal cooling

In order to achieve better thermal performance, the proposed design approach can be

applied to mold plates with conformal cooling channels. In this example, the straight cool-

ing channel is replaced by a U-shaped cooling channel. This cooling channel conforms to

the internal shape of the core plate as shown in Fig. 2.15. This modification significantly

decreases the core plate’s maximum temperature T (θ) and the thermal compliance Q with-

out significantly change the maximum displacement U(θ) . As in the previous example,

the two-phases design is the optimal solution. The FEA results are shown in Fig. 2.15 and

the performance of each optimal design n is summarized in Table 2.4.

Table 2.4.. Performance function values for the initial and final designs of the
core plate with conformal cooling.

m(θ) W (θ) Q(θ) U(θ) T (θ)

Row Design [kg] [J] [kg·m2 [µm] [K]

·K·s−3]

(a) θ0 = 1 6.874 11.63 10966.0 19.92 388.18

(b) θ∗1 3.673 23.26 11325.7 18.95 389.61

(c) θ∗2 ∈ {θ ′1,θ ′3} 4.612 23.26 11205.1 14.91 388.85

(d) θ∗2 ∈ {θ ′1,θ ′2,θ ′3} 4.978 23.26 11452.9 15.61 389.27
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110 ton total force  
uniformly distributed 
on the bottom

1.3e8 Pa 
injected 
pressure

Fix vertical displacement 
on the top

The temperature of the pipes 
surface is 26.7°C(299.85K)

200W heat flux applied on 
the surface contacting  
injected part

(a)

(b)

(c)

(d)

(μm)

(K)

Figure 2.15.. Boundary conditions and FEA results of the core plate with solid
matrix and conformal cooling channels: (a) mechanical loads and supports;
(b) thermal heat flux, sink (cooling channel), and insulation; (c) nodal dis-
placement; and (d) nodal temperature distribution.

Final design and additive manufacturing considerations

The optimized design domains for the core and cavity plates are defined by nodal den-

sity fields. These fields are interpolated in order to generate the final LUC rectangular

grid. The rectangular LUC grid is merged to the initial mold design using boolean oper-

ations. The commercial software Netfabb R© is used for this task. The merging operation

eliminates hollow spaces in the interface and guarantees the quality of the final STL file

used in additive manufacturing. The size and quality of the STL file depends on the num-

ber of triangles (or polygons) to tessellate the geometry. Generally, the STL file size and

the number of triangles is limited by the 3D printer and also by the post-processing soft-

ware. In work, Formlab Form 2 SLA printer (Formlabs, Somerville, MA) and the software
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(a) θ1
*

=1.0000

=0.2590

=0.7410

(b) θ2
* in { , }

(c) θ2
* in { , , }

Figure 2.16.. The result optimal LUC phases distribution of the design domain
for the core plate with conformal cooling.

Netfabb R© (Autodesk, San Rafael, CA) are utilized. In order to keep the size of the STL

small and tractable, only a two to four predefined LUCs are used in this work.

The final cavity and the core plate designs with conformal cooling channels are pro-

totyped using a Formlabs Form 2 stereolithography (SLA) printer. Clear resin is used to

visualize the internal lattice structure and the conformal cooling channels (Fig. 2.18). The

lattice structure is embodied by cubic LUCs. The size of each cubic LUC is 0.2 in × 0.2

in × 0.2 in (5 mm × 5 mm × 5 mm). The minimum strut size and the minimum hole size

within the LUC are 0.067 in (1.7 mm). The core plate is composed of 25× 25× 13 LUCs.

The cavity plate is composed of 25× 25× 12 LUCs. Experimental verification in the SLA

unit shows that there is no need for an internal support structure. The relative LUC size

effect for homogenized properties of this structure is small [142].

In order to demonstrated the feasibility for metal additive manufacturing, a sample

containing 125 functionally graded LUCs (5× 5× 5) is prototyped in a Direct Metal Laser

Sintering (DMLS) unit (EOS M280, Hamburg, Germany) (Fig. 2.18 g). The test shows that
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(K)
(μm)

(K)(μm)

(a) (b)

(c) (d)

Figure 2.17.. Finite element analysis of the two-material optimal design:
(a)The nodal displacement distribution of Table 2.2 (row c); (b) the nodal tem-
perature distribution of Table 2.2 (row c); (c) the nodal displacement distribu-
tion of Table 2.4 (row c); and (d) the nodal temperature distribution of Table
2.4 (row c).

without internal support structure, the quality of any lattice cube with strut and hole size

greater than 0.03 in (0.762 mm) is guaranteed: smaller strut members may curl during and

smaller holes may be completely filled during the additive manufacturing process.

2.6 Conclusion

This Chapter presents a multiphase topology optimization approach to obtain lightweight

lattice injection molds. The mesoscale LUC thermomehanical properties are derived using

asymptotic homogenization. A polynomial fitting function is conveniently defined in or-

der to conduct the macroscale structural optimization. The optimal macroscale design is

obtained through thermomechanical, FEA-based structural optimization.
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(a) (c) 

(b) (d) 

(g) 

(e) 

(f) 

Figure 2.18.. (a) The lattice structure of the design domain of the cavity; (b)
The lattice structure of the design domain of the core; (c) The final design of
the cavity; (d) The final design of the core; (e) The final 3D-printed cavity in
plastic resin; (f) The final 3D-printed core in plastic resin; (g) A lattice structure
sample 3D-printed in stainless steel.

The proposed approach allows the systematic optimal design of lightweight lattice

structures satisfying the global and local mechanical and thermal constraints. The optimal

structure is defined by the optimal distribution of predefined lattice LUCs. In this study,

homogenization is extended to three-dimensional structures and includes elastic properties

as well as thermal properties. The numerical examples show that, with respect to a tradi-

tional solid design, a small change in nodal displacement (less than 5 µm) and no change in

nodal temperature allows for significant mass reduction (over 30%). Since less material is

used in the optimized designs, this translates into manufacturing cost savings. The result-

ing three-dimensional structures are manufacturable using additive manufacturing. With

the development of additive manufacturing technologies for metallic tools (rapid tooling)

it is expected that lattice molds become more popular in the near future.

Ongoing work focuses on the thermal and mechanical experimental tests. In addition,

the influence of the lattice LUC’s architecture on the additive manufacturing cost and fea-
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sibility will be investigated. Finally, rather than assuming the constant temperature on the

surface of the pipe, effort should be devoted on including heat convection and advection ef-

fects in pipe flows in the future design. To improve the steady state analysis, cooling cycles

of the optimal design may be investigated. In addition, coupled thermo-elastic homoge-

nization is being implemented so that the effect of thermo-elastic load will be consistently

taken into account so this approach can be extended to general thermo-mechanical appli-

cations.

Appendix 1: Verification of the homogenization using Hashin-Shtrikman bounds

For verification of the homogenization and interpolation procedures, let us consider

lattice LUCs using linear elasticity and thermal conductivity theories. The bulk modulus is

given by

K(θ) = DH
c,1111(θ)− 4

3DH
c,1212(θ)

= DH
c,1122(θ)− 2

3DH
c,1212(θ),

(2.33)

the shear modulus is given by

µ(θ) = DH
c,1212(θ), (2.34)

and thermal conductivity is given by

κ(θ) = κH
c,1(θ). (2.35)

The bulk modulus, shear modulus, and thermal conductivity are compared with the Hashin-

Shtrikman (H-S) bounds for two-phase materials [143, 144]. Figure 2.19 represents H-S

bounds and functions corresponding to the 3D LUCs. As expected, the polynomial ap-

proximations falls within the H-S bound, closer to the upper bound.
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Figure 2.19.. The comparision between continuous 3D LUCs properties de-
rived by polynomial regression and Hashin-Strikman bounds.
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3. MULTISCALE, THERMOMECHANICAL TOPOLOGY

OPTIMIZATION OF SELF-SUPPORTING CELLULAR

STRUCTURES

This chapter aims to establish a multiscale topology optimization method for the optimal

design of non-periodic, self-supporting cellular structures subjected to thermo-mechanical

loads. The result is a hierarchically complex design that is thermally efficient, mechanically

stable, and suitable for additive manufacturing. The proposed method seeks to maximize

thermo-mechanical performance at the macroscale in a conceptual design while obtaining

maximum shear modulus for each unit cell at the mesoscale. Then the macroscale per-

formance is re-estimated and the mesoscale design is updated until the macroscale perfor-

mance is satisfied. A two dimensional MBB beam withstanding thermo-mechanical load

is presented to illustrate the proposed design method. Furthermore, the method is imple-

mented to optimize a three-dimensional injection mold, which is successfully prototyped

using 420 stainless steel infiltrated with bronze. By developing a computationally efficient

and manufacturing friendly inverse homogenization approach, the novel multiscale design

could generate porous molds which can save up to 30% material compared to their solid

counterpart without decreasing thermo-mechanical performance. This study is a useful tool

for the designer in molding industries to reduce the cost of the injection mold and take full

advantage of additive manufacturing.

3.1 Background and motivation

Molds used in the plastic injection molding process must withstand extreme pressure

loads and thermal expansion, while at the same time providing dimensional accuracy of

the molded part. These molds are required to efficiently and uniformly transfer heat flux
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from the molded part to cooling channels [131]. In conventional molds, the cooling system

often consists of straight-line cooling channels, which can be manufactured using machin-

ing processes; however, they are thermally inefficient and unable to cool the injected part

uniformly. The emergence of metal based Additive Manufacturing (AM) enables the de-

sign and production of intricate conformal cooling channels in molds, offering significant

cost savings, particularly in designs having high geometric complexity. These AM tech-

nologies include Direct Metal Laser Sintering (DMLS), Electron Beam Melting (EBM)

and Selective Laser Melting (SLM) [145]. The unique capabilities of AM technologies al-

low innovative design approachs that challenge traditional guidelines of the several major

industries including plastics injection molding [146, 147].

These approaches, aiming to reduce the AM cost without decreasing the performance

of design part, can be divided into three groups, namely macroscale (structural) design,

mesoscale (meta-material) and multiscale design. In macroscale, structural optimization,

including size optimization, shape optimization and topology optimization, are the most

commonly used methods for parts design of additive manufacturing . Among them, topol-

ogy optimization has the best design flexibility since it allows material distributed in terms

of physics requirement, offering the potential to create novel and complex parts with high

performance and reducing material cost [42, 148]. Some studies have been investigated

to develop design frameworks of topology optimization for additive manufacturing for

mechanical, thermal and thermo-mechanical structures [42, 122, 149]. In mesoscale, the

solid phase meta-materials can be replaced with open cell lattice or porous materials,

without changing the macroscale geometry contours [48, 146, 150]. Finally, in a multi-

scale design, both macroscale and mesoscale design method are simultaneously applied

[58,63,65,151]. The most computationally efficient and manufacturing friendly multiscale

approach is called Topology Optimization with Functionally Graded Unit Cells [58, 151].

In this method, homogenized properties of a series of pre-defined lattice unit cells with

functionally graded relative densities, from void to solid, are derived. The properties of

these unit cells are synthesized and implemented in the macroscale topology optimization,

leading optimal structures that composed of quasi-periodically distributed, functionally
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(a) (c) 

(b) (d) 
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Figure 3.1.. (a) The lattice structure of the design domain of the cavity; (b)
The lattice structure of the design domain of the core; (c) The final design of
the cavity; (d) The final design of the core; (e) The final 3D-printed cavity in
plastic resin; (f) The final 3D-printed core in plastic resin; (g) A lattice structure
sample 3D-printed in stainless steel.

graded unit cells. As an example, in our previous work [151], injection molds designed

using this method can ideally save 10% to 30% of material cost without compromising

thermo-mechanical performance of the mold, as well as maintaining the geometry in con-

tact with other mold assemblies (Fig.3.1).

Despite of the straightforward of this method, in such optimal design, the geometry

complexity of the unit cells are limited since they are controlled by limmited functionally

graded parameters. Furthermore, these lattice unit cells may consist of some undesirable

long overhanging struts, which lead risks of deformation or sagging in the manufacture

process. To support these unstable structures, additional material would be required during

AM process. As a result, the actual material usage is more than anticipated. In addition, the

removal of large amount of support materials for delicate lattice unit cell structures is time

consuming and may breaking off small pieces of lattices. An efficient strategy to reduce

support structure materials is to construct self-supporting lattice unit cells in mesoscale de-

sign. Self-supporting strucuture ensures that, during the manufacturing process of these

cells, one building layer can be supported by its underneath layer without distorted too
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much or even fail [48]. To obtain a self-supporting lattice structure, the fabrication angle

between horizontal plane and downward face of the lattice unit cell should be more than

some critical values between 40◦ to 45◦ [150]. Typical design strategies to design structures

fulfilled this fabrication angle criterion include Computer Aided Design (CAD), biological

architecture image data based design, and implicit surface design based on analytical math-

ematical equations. However, all of these strategies are developed by means of designers’

intuition and experience, often requiring a tedious trial and error process to achieve the

expected properties. Fortunately, the inverse homogenization method can complement this

weakness [49]. With application of inverse homogenization, the optimum topologies of a

lattice unit cell with maximum bulk modulus, shear modulus or heat conduction can be

obtained [55, 75]. Among these topologies, the lattice unit cell having maximum shear

modulus represents a diamond shape that benefit to reduce the support structure material in

AM process.

However, inverse homogenization method is mainly implemented in a mesoscale design

rather than in a multiscale design, probably due to the high computational cost to optimize

each unit cell. In this study, a multiscale thermo-mechanical topology optimization algo-

rithm involved a computationally efficient inverse homogenization method is proposed. A

multiscale topology optimization specifies that, the optimized topologies are achieved in

both macroscale structure and mesoscale unit cells. The two scales topologies can be op-

timized either concurrently or hierarchically. The concurrent approach is computationally

efficient but it results in only one periodically distributed mesoscale topology [63], while

the hierarchically approach can attain optimized properties for each lattice unit cell but it

costs significant computational resource and time. Although this hierarchical approach has

been an active research topic for many years [65], few of them are applied this approach

in three dimensional design with consideration of manufacture issues. In our study, by im-

plementing a computationally efficient inverse homogenization method to maximize shear

modulus of each unit cell, the whole structure is self-supporting and easy to manufacture.

Furthermore, a Hybrid Cellular Automata (HCA) [66] updating scheme is employed to

guaranteed the thermo-mechanical performance of the macroscale structure. Also, com-
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pared to our previous work [151], the method brings a manufacturing friendly design and

the design accuracy is improved since each mesoscale unit cell is optimized.

The paper is organized as following: homogenization method, which is the foundation

of the proposed approach, will be briefly reviewed in section 2. Then, the proposed multi-

scale thermo-mechanical topology optimization is presented in section 3. In section 4, the

method is demonstrated by optimizing a solid mold to a porous injection mold. In Section

5, the issues with respect to final design, manufacturing as well as future experiment plan

are described. Finally, conclusion is presented in section 6.

3.2 Representative volume element based homogenization

The material design is formulated as a structural optimization problem and be optimized

using inverse homogenization method [152]. The objective function of this method con-

tains effective properties of investigated material, which are found by numerical homog-

enization. Numerical homogenization can be implemented in asymptotic method (AH),

mutual energy approach and represent volume element (RVE)-based approach. All of them

can be used to derive homogenized elasticity tensor DH
c and thermal conductivity tensor κH

c

of an a-priori defined unit cell. In this section, these methods are briefly reviewed before

presenting the proposed multiscale thermomechanical topology optimization approach.

3.2.1 Asymptotic homogenization and energy-based homogenization

Asymptotic homogenization (AH) assumes each mesoscale unit cell in a macroscale

structure follows periodic boundary condition (PBC). The measurable quantity of a unit

cell u is the superposition of macroscale quantity u0(x,y) and a small periodically fluc-

tuated mesoscale quantity u1(x,y), which can be represented using first order asymptotic

expansion:

uε = u0(x,y)+ εu1(x,y)+O(ε2), y = x/ε, ε � 1. (3.1)
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Asymptotic homogenization can be rewritten in an equivalent discretized form in terms of

element mutual energies:

DH
c =

1
|Vc|

ne

∑
e=1

∫

Ve

[I−Beχe]
ᵀDe[I−Beχe]dVe, (3.2)

where ne are the number of finite elements of the discretized unit cell, |Vc| is the unit cell

volume, I is the identity matrix, Ve is the volume of the finite element e, Be is the elemen-

tal strain-displacement matrix, De is the elemental elasticity tensor, and χe is the matrix

containing the element displacement vectors χi j
e resulting from globally enforcing the unit

test strain fields εi j ([χ11
e ,χ22

e ,χ12
e ] for a 2D finite element). The elemental displacement

vectors χi j
e are obtained from the global displacement vector of the unit cell χi j

c , which is

the solution of the equilibrium equation
[

ne

∑
e=1

∫

Ve

Bᵀ
e DeBedVe

]
χi j

c =
ne

∑
e=1

∫

Ve

Bᵀ
e Deε

i jdVe. (3.3)

The first term in the left hand side of Eq. (3.3) is the stiffness matrix of the unit cell and the

right hand side is the nodal force vector of the unit cell.

In analogy to homogenization theory for elasticity tensor, homogenized thermal con-

ductivity tensor κH
c of a discretized periodic unit cell is given by

κH
c =

1
|Vc|

ne

∑
e=1

∫

Ve

[I−Bt
eTe]

ᵀκe[I−Bt
eTe]dVe, (3.4)

where ne are the number of finite elements of the discretized unit cell, |Vc| is the unit cell

volume, I is the identity matrix, Ve is the volume of the finite element, Bt
e is the elemental

(temperature gradient)-temperature matrix, κe is the element thermal conductivity tensor,

and Te is the matrix containing the element nodal temperature vectors Ti j
e resulting from

globally enforcing the unit test temperature gradient fields ([T1
e ,T2

e ] for a 2D solid finite

element). As before, the element temperature vectors Ti
e are obtained from the global

temperature vector of the unit cell Ti
c, which is the solution of the equilibrium equation

[
ne

∑
e=1

∫

Ve

Bt
e
ᵀ
κeBt

edVe

]
Ti

c =
ne

∑
e=1

∫

Ve

Bt
e
ᵀ
κetidVe. (3.5)
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Figure 3.2.. Comparison of Dofs setting between energy-based homogeniza-
tion and asymptotic homogenization.(a) The discretized unit cell. (b) Dofs
used in energy-based homogenization.(c) Dofs used in asymptotic homoge-
nization.

The first term in the left hand side of Eq. (3.5) is the “stiffness” thermal matrix of the unit

cell and the right hand side is the nodal heat flux vector of the unit cell.

Energy-based homogenization is an equivalent approach to asymptotic homogeniza-

tion. In this method, the mutual energy form (Eq. (3.2) or (3.4)) and PBC are adopted as

well. The difference between these two methods are the implementation of PBC and test

strains. In energy-based homogenization, nodal displacement constraints are imposed on

each pair of opposites boundaries k− and k+ to satisfy PBC:

χk+
i −χk−

i = ε i j
0 ∆y, (3.6)

where ε i j
0 is a given strain and ∆y is the length of the unit cell [153]. In asymptotic homog-

enization, each pair of opposite boundaries share same Dofs (Fig.3.2) [154], and the test

strains are imposed on the whole finite element.

3.2.2 Representative volume element method

Compared to above two methods, Representative volume element (RVE)-based method

is straightforward. It is derived based on the assumption of constant strain fields are uni-
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formly distributed over a RVE, thus homogenized elasticity tensor can be computed by

average stress and strain using Hooke’s law:

〈σ〉= 〈E〉〈ε〉, (3.7)

where 〈σ〉 is average stress, and 〈ε〉 is average strain of a RVE. In finite element analysis, by

applying a group of prescribed unit test strain on the RVE’s boundaries, the homogenized

properties can be obtained through computation of average stress of the whole element.

Using the strain and displacement relations (for 2D problem):

εx =
∂u
∂x

, εy =
∂u
∂y

, γxy = 0.5× (
∂u
∂y

+
∂v
∂x

), (3.8)

applying prescribed displacement [u = x v = 0] on RVE’s boundary yields an average

stresses equal to E1111 and E2211, applying prescribed displacement [u = 0 v = y] yields

average stresses equal to E2222 and E1122, and applying prescribed displacement [u = 0.5× y

v = 0.5× x] yields E1212.

In analogy to this, homogenized thermal conductivity tensor can be computed by aver-

age heat flux and temperature gradient using Fourier’s law:

〈q〉= 〈κ〉〈∇T 〉, (3.9)

where 〈q〉 is average heat flux. It can be obtained by applying prescribed temperature

T1 = x and T2 = y on boundaries.

To compare RVE and AH methods, a test using a group of 3D cubes with rectangular

holes are implemented as Fig.3.3 shown. The resulting values from RVE-based method are

slightly higher than those derived from AH method and the equivalent energy-based ap-

proach, which implies using RVE-based approach may over-evaluate stiffness of the struc-

ture. However, RVE-based method has two main advantages over AH method. First, this

method is appropriate to evaluate properties of non-periodic mesoscale material, because

assumption of periodic boundary condition is not required. In addition, since prescribed

displacements on the boundaries are linear functions of geometry coordinate, symmetry
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Elastic tensor derived from Asymptotic homogenization from RVE method 

Figure 3.3.. A comparison between RVE-based method and asymptotic ho-
mogenization method.

condition can be used for finite element analysis, if RVE’s center located on the coordinate

(0,0,0). The computation cost will thus be saved.

3.3 Multiscale thermomechanical topology optimization

In this section, proposed multiscale thermomechanical topology optimization is pre-

sented. A flow chart (Fig. 3.4) is shown to describe this approach. First, in terms of

the force f and heat flux ft applied to design domain Ω and surface Γ, a conceptual de-

sign having a density distribution θc is generated, using macroscale thermo-mechanical

topology optimization with a linear material interpolation. Elemental strains ε1 · · ·εnel and

relative densities θ1 · · ·θnel of this conceptual design are evaluated. Based on these infor-

mation, each unit cell is optimized through RVE-based inverse homogenization. Then, ho-

mogenized tensor
(

DH
C,1 · · ·DH

C,nel,κ
H
C,1 · · ·κH

C,nel

)
and local stiffness matrix

(
KH

1 · · ·KH
nel,

KH
t,1 · · ·KH

t,nel

)
of each optimal unit cells are computed through asymptotic homogeniza-

tion (AH). With assembled global stiffness matrix
(
ΣKH ,ΣKH

t
)
, the macroscale thermo-

mechanical finite element analysis is performed to re-evaluated the objective. After these

steps, the first iteration of multiscale optimization is finished. Since in the conceptual

design, the linear interpolation represents a stiffer property than the actual material with

same densities, the internal energy or compliance of resulting porous structure from the
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first iteration would be underestimated. Hence, design variables are updated by enabling

additional mass and next iteration is performed. The approach contains three key con-

cepts, namely macroscale structural design, mesoscale material design, and design updat-

ing scheme, which will be described in following sections.

Ω0
Ω

ΓW

f

Ω0
Ω

ΓQ

ft ft

S

f

ΓQ

SΓW

Thermal 
boundary 
conditions

Mechanical 
boundary 
conditions

Generate a conceptual design by 
thermomechanical topology optimization
Using linear material interpolation

material curve for 
conceptual design
Actual material
interpolation
(unknown)

Thermomechanical 
Material design 
(RVE method)

Thermomechanical 
Material design 
(RVE method)

Thermomechanical 
Material design
(RVE method) 

Obtain effective 
properties
(AH method)

Obtain effective 
properties
(AH method)

Obtain effective 
properties
(AH method)

Thermomechanical 
finite element 
analysis using 
assembled stiffness 
( )

YES

Update design variable 
by relaxing constraints

Output

NO

Figure 3.4.. Flow chart of multiscale thermomechanical topology optimization.

3.3.1 Macroscale structure design: topology optimization

The purpose of marcoscale optimization is to use given mass, minimize the internal

energy or compliance arising from external load fᵀu and thermal expansion fth
ᵀu, while

remaining thermal compliance ft
ᵀT that adopted as a measurement of heat conduction, em-

ployed as a constraint. The constraint aims to use relax factor CQ to define an upper bound

of thermal compliance, in order to ensure a small thermal compliance which indicating high

thermal performance. Additionally, In the optimization process, Hooke’s and Fourier’s law
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are served as physics constraints. Finally, macroscale thermomechanical topology opti-

mization is stated as

given m(θ1)

minimize fᵀu(θ1)+ fth(T)ᵀu(θ1)

subject to ft
ᵀT(θ1)≤CQft

ᵀT(θ0)

m(θmin)≤ m(θ1)≤ m(θ0)

θmin ≤ θ1 ≤ 1

satisfying K(θ1)u(θ1) = f+ fth

Kt(θ1)ft = T(θ1),

(3.10)

where θ1 represents relative density distribution and θ0 is the initial design; m is mass of

macroscale structure; f is mechanical load and fth is thermal expansion load; u is nodal

displacement vector; ft represents nodal heat flux and T nodal temperature. K is global

stiffness matrix for mechanical; Kt is global stiffness for heat conduction. The sensitivity

analysis of a coupled thermomechanical topology optimization is described in [25]. To

analysis sensitivity of this problem, Eq. (3.10) can be rewritten as the form of Lagrangian

function L:

find θ∗1 ∈ Rnc

minimize L(θ1) = (f+ fth)
ᵀu(θ1)+ωft

ᵀT(θ1)

λm
ᵀ(K(θ1)u(θ1)− f− fth)+λt

ᵀ(Kt(θ1)T(θ1)− ft)

subject to m(θmin)≤ m(θ1)≤ m(θ0)

θ min ≤ θ1 ≤ 1,

(3.11)

where ω is a weighting factor, λm and λt are adjoint vectors. Notably, here the design

dependent load fth is not only a function of relative density θ1, but also a function of
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temperature T. Indeed, T is a function of θ1. Thus, by using chain rule, the derivatives of

the Lagrangian for each element θc are written as

∂L(θ1)

∂θc
=u(θ1)

ᵀ∂ fth

∂θc
+u(θ1)

ᵀ ∂ fth

∂T(θ1)

∂T(θ1)

∂θc
+(f+ fth)

ᵀ∂u(θ1)

∂θc
+ωft

ᵀ∂T(θ1)

∂θc
+

λm
ᵀ
(

∂K(θ1)

∂θc
u(θ1)+K(θ1)

∂u(θ1)

∂θc
− ∂ fth

∂θc
− ∂ fth

∂T(θ1)

∂T(θ1)

∂ (θc)

)
+

λt
ᵀ
(

∂Kt(θ1)

∂θc
T(θ1)+Kt(θ1)

∂T(θ1)

∂θc

)

(3.12)

where λm
ᵀ and λt

ᵀ are the vectors of adjoint variables. In order to cancel ∂u(θ1)
∂θc

term and
∂T(θ1)

∂θc
, the value in adjoint vectors can be defined to satisfy

((f+ fth)
ᵀ+λm

ᵀK(θ1))
∂u(θ1)

∂θc
= 0

(
u(θ1)

ᵀ ∂ fth

∂T(θ1)
+λt

ᵀKt(θ1)−λm
ᵀ ∂ fth

∂T(θ1)
+ωft

ᵀ
)

∂T(θ1)

∂θc
= 0,

(3.13)

where
∂ fth

∂T(θ1)
= Kmt(θ1), (3.14)

where Kmt is the thermo-mechanical coupling matrix. By sequentially solving the above

two equations, finally, the sensitivity is derived as

∂L(θ1)

∂θc
= u(θ1)

ᵀ∂ fth

∂θc
+λm

ᵀ
(

∂K(θ1)

∂θc
u(θ1)−

∂ fth

∂θc

)
+λt

ᵀ∂Kt(θ1)

∂θc
T(θ1) (3.15)

In proposed multiscale approach, macroscale topology optimization is only called one time

to generate a conceptual design. The design is generated using linear material interpolation,

method of moving asymptotes (MMA) solver [?] and no filters.

3.3.2 Mesoscale material design: inverse homogenization

By using the information provided by macroscale conceptual design, maximum bulk

modulus, shear modulus and heat conduction for each unit cell can be found through

RVE-based inverse homogenization method. With application of elemental relative density
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m(θne), strain ε(θne) and temperature gradient ∇T(θne) derived from macroscale concep-

tual optimization, an inverse homogenization is written as a minimum compliance problem.

It is stated as a displacement based, multiple-load cases topology optimization:

given m(θne),ε(θne),∇T(θne)

minimize
n

∑
i=1

fi(u)ᵀui(m(θne),ε(θne)) or
n

∑
i=1

ft,i(∇T)ᵀTi(m(θne),∇T(θne))

subject to m(θmin)≤ m(θ)≤ m(θne)

θmin ≤ θ ≤ θmax

satisfying K(θne)
−1u(θne) = f

Kt(θne)
−1T(θne) = ft ,

(3.16)

where mechanical compliance (extreme elasticity property) or thermal compliance (ex-

treme heat conduction) for each unit cell is stated as an objective. n is the number of load

cases. For a 2D RVE, n = 2, and for a 3D RVE, n = 6. The loads in each load case are

induced by prescribed displacement or temperature gradient, which are defined in Fig. 3.5

for a 2D RVE.

Load case 1	
𝑢 = 𝑥 % 𝜀''(𝜽*+)

(a) Maximum bulk modulus 
min	𝑐(𝐸'''' + 𝐸''33 + 𝐸33'' + 𝐸3333)

(b) Maximum shear modulus
min	𝑐(𝐸'3'3)

(𝑥 = 0, 𝑦 = 0)

(𝑥 = 0, 𝑦 = 0)

(𝑥 = 0, 𝑦 = 0)

(𝑥 = 0, 𝑦 = 0)

(𝑥 = 0, 𝑦 = 0)

(𝑇 = −0.5)

(𝑇 = 0.5)

(𝑥 = 0, 𝑦 = 0)
(c) Maximum heat conduction

min	𝑐(𝜅< + 𝜅=)

Load case 2	
𝑣 = 𝑦 % 𝜀33(𝜽*+)

Load case 1	
𝑢 = 𝑦 % 𝜀'3(𝜽*+)

Load case 2	
𝑣 = 𝑥 % 𝜀'3(𝜽*+)

Load case 1	
𝑇 = 𝑥 % 𝜅<(𝜽*+)

Load case 2	
𝑇 = 𝑦 % 𝜅=(𝜽*+)

Figure 3.5.. Prescribed displacement (or temperature gradient) and supports
(or insulated boundary) for the purpose of maximizing extreme properties.
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The inverse homogenization problems for 2D RVEs are solved using in-house Mat-

lab code, in which solid isotropic material penalization (SIMP) method [?] , MMA solver

and density based filter are used. Fig. 3.6 shows resulting topologies using given rela-

tive density m(θne)=0.19, 0.5 and 0.81, prescribed strain ε(θne) = (1,1,1), and prescribed

temperature gradient ∇κ(θ ne) = (1,1). Each unit cell is composed of 80 × 80 elements,

but only a quarter of the structure (40× 40 elements) is required to be analyzed. The

results are consistent with reference ( [54, 75, 107]). 3D extension is developed based

(𝑚(𝜽$%)=0.19) (𝑚(𝜽$%)=0.5) (𝑚(𝜽$%)=0.81)

(a) Maximum shear modulus
(self-supporting structure)

(b) Maximum bulk modulus
(support structure is required)

(c) Maximum heat conduction
(support structure is required)

Figure 3.6.. 2D results from RVE-based inverse homogenization.

on Top3d program [155]. Similarly, the optimum topologies are obtained using SIMP

method, MMA solver and density based filter with m(θne)=0.259, 0.5 and 0.74, prescribed

strain ε(θne) = (1,1,1,1,1,1), and prescribed temperature gradient ∇κ(θ ne) = (1,1,1)

(Fig. 3.7). The results are shown as a distribution of 2× 2× 2 unit cells to illustrate the

connectivity. Each unit cell is composed of (40 × 40 × 40) elements, but only 1/8 of

the structure (20 × 20 × 20) is required to be analyzed. To facilitate the removal of ex-

tra material cost in AM process, open channels are defined as passive elements, making

m(θmax)=0.8.

As mentioned in the introduction, among the optimum topologies in Fig. 3.6 and Fig.

3.7, for the unit cells having maximum shear modulus (the first row), the angle between
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(a) Maximum shear modulus
(self-supporting structure)

(b) Maximum bulk modulus
(support structure is required)

(c) Maximum heat conduction
(support structure is required)

(𝑚(𝜽$%)=0.259) (𝑚(𝜽$%)=0.5) (𝑚(𝜽$%)=0.74)

Figure 3.7.. 3D results from RVE-based inverse homogenization.

each tilt bar and horizontal plane is approximately 45◦, obtaining a self-supporting struc-

ture. Compared to them, those unit cells having maximum bulk modulus and heat conduc-

tion contain overhangs that required additional support materials. In terms of maintaining

a self-supporting structure, maximum shear modulus is a preferred objective function in

material design. Notably, this objective function may not guarantee the overall material’s

thermo-mechanical properties, which will be achieved through design updating.

3.3.3 Updating rule of multiscale design

After macroscale topology optimization and mesoscale material design for each unit

cell, one iteration is finished. Next, the homogenized properties of each unit cell are eval-

uated through asymptotic homogenization. Then global stiffness matrices are assembled

and a new macroscale objective value can be evaluated by calling thermomechanical finite

element analysis. This value may be a suboptimal value compared to conceptual design for

two reasons: First, the material interpolation used in conceptual design is stiffer hence the

thermomechanical performance would be overestimated; Second, the objective function in
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the material design is maximizing shear modulus, which may not ensure the overall opti-

mality of thermo-mechanical performance for each unit cell. A design update scheme is

therefore required to revise the suboptimal macroscale objective value close to the antici-

pated value:

ηi =‖ Ji− J0 ‖ /J0 ≤ η , (3.17)

where Ji is the objective evaluation of ith iteration, J0 is objective of conceptual design,

η is a small number. The following Hybrid Cellular Automata (HCA) [66] principle is

employed to update elemental design variable xi or its Moore neighborhood NM , based on

local objective value:

if Ji,ne ≥ J0,ne and xi,ne ≤ xmax, xi+1,ne = xi,ne +δ

elseif Ji,ne ≤ J0,ne and xi,ne ≥ xmin, xi+1,ne = xi,ne−δ

elseif Ji,ne ≥ J0,ne and xi,ne = xmax, xi+1,NM
= xi,NM

+δ

elseif Ji,ne ≤ J0,ne and xi,ne = xmin, xi+1,NM
= xi,NM

−δ

(3.18)

These updated design variables are adopted to material design in next iteration.

3.4 Two dimensional numerical example

A 2D example is presented to illustrate the proposed multiscale approach. A 3cm×1cm

MBB beam is meshed by 15× 5 square voxels (Fig. 3.8). A downward mechanical load

F = 1N is located at the top left corner, and the fixed constraint is located at the bottom

right corner. Meanwhile, a point-wise heat flux q = 1W is located at the top left corner,

and a boundary temperature T = 0◦C is located at the bottom right corner. The specified

material is 420 stainless steel infiltrated with bronze, having density 7.86g/cm3, Young’s

stiffness E = 147GPa, heat conductivity k = 22.6W/m ·K, thermal expansion coefficient

α = 7.4× 10−6K−1. Assume in the conceptual design, the objective is minimizing the

compliance due to the thermo-mechanical load within 50% volume fraction. The minimum

relative density for each unit cell is m(θne) = 0.19. The coefficient of thermal performance

CQ is equal to 3. The resulting topology is shown in Fig. 3.8 (a), having a normalized

compliance equal to 1. Then in mesoscale, the shear modulus of each unit cell in this
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15×5 frame is optimized based on the strain and relative density information derived from

conceptual design.

After the first iteration, the topology of the MBB beam is shown as Fig. 3.8 (b). The

homogenized properties of this structure is assembled to re-estimate the actual compliance

and strain information via thermo-mechanical finite element analysis. In this example, the

re-estimate compliance is about 61.4 % greater than the conceptual design. Thus the design

updating allows unit cells having local compliance greater than conceptual design to add

material, while in the unit cell having smaller local compliance compared to conceptual

design, material would be partly removed. The material adding and removal rate δ is

defined as

δ = 0.05×ηi, (3.19)

where ηi = 0.05. Based on the updated strain and relative density information, the topology

of each unit cell is optimized in the second iteration. This iterative process is repeated 28

times before the convergence criteria satisfied. The final volume fraction to achieve the ex-

pected compliance is 65.5 %. The total computation time is 741.9 seconds, using Matlab in

a Macbook Pro computer having 3.1 GHZ Intel Core i7 and 16 GB MHZ DDR3 memory.

Finally, the optimal design is converted to a solid file with 0.1cm thickness, and verified

Table 3.1.. Comparison between the solid MBB beam, optimized porous MBB
beam and the uniform porous MBB beam.

Weight (g) Max Von Mises Max temperature

stress (MPa) (◦C)

Solid MBB beam 2.358 1.840 102.2

Optimized porous MBB beam 1.179 2.417 190.8

Uniform porous MBB beam 1.179 4.932 213.4

by thermo-mechanical finite element simulation using COMSOL Multiphysics. The results

of stress and temperature fields are compared to the simulation results of a uniform porous
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MBB beam having the same volume fraction, as well as a solid MBB beam (Fig. 3.9 and

Table 3.1). It indicates that, an optimal porous structure, although compromising stiff-

ness and heat transfer capability with respect to a solid counterpart, significantly improves

thermo-mechanical performance compared to a uniform porous MBB beam with the same

volume fraction.
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of MATLAB is far from optimally utilized. Efficient use of
MATLAB implies loop vectorization and memory preallo-
cation (The MathWorks 2010). Loop vectorization is the use
of vector and matrix operations in order to avoid for and
while loops. Memory preallocation means that the max-
imum amount of memory required for an array is reserved
a priori, hence avoiding the costly operation of reallocating
memory and moving data as elements are added to the array.
Loop vectorization and memory preallocation are used in
combination with a number of more advanced performance
improving techniques in the MILAMIN code, a MATLAB
program capable of solving two-dimensional finite element
problems with one million unknowns in one minute on a
desktop computer (Dabrowski et al. 2008).

In the 99 line topology optimization code, the perfor-
mance of several operations (such as the filtering proce-
dure and the assembly of the finite element matrices) can
be increased dramatically. Partly by properly exploiting
the strengths of MATLAB (using loop vectorization and
memory preallocation), partly by restructuring the program
(moving portions of code out of the optimization loop so
that they are only executed once), a substantial increase
in efficiency has been achieved: for an example problem
with 7,500 elements, the total computation time has been
reduced by a factor 100. In addition, the original code has
been extended by the inclusion of density filtering, while
reducing the length of the code to only 88 lines.

The aim of this paper is to present the 88 line code. It
should be considered as a successor to the 99 line code, and
it is published with the same objective: to provide an edu-
cational instrument for newcomers to the field of topology
optimization. The main improvements with respect to the
original code are the increased speed and the inclusion of
a density filter. These are relevant improvements, as the 99
line code has been downloaded by more than 8,000 unique
users since 1999 and is still used as a basis for new devel-
opments in the field of topology optimization. The density
filter is a useful addition as it paves the way for the imple-
mentation of more modern filters such as the Heaviside
filters proposed by Guest et al. (2004) and Sigmund (2007).

The present text is conceived as an extension of the paper
by Sigmund (2001). Large parts of the 88 line code are
identical to the original 99 line code, and the same nota-
tion is adopted. This approach is followed in an attempt
to minimize the effort required to upgrade to the new
implementation.

The paper is organized as follows. The topology opti-
mization problem is formulated in Section 2. As in the
original paper, the focus is restricted to minimum compli-
ance problems with a constraint on the amount of material
available. The 88 line code is explained in Section 3. Spe-
cial attention is paid to the portions of the code that have
changed with respect to the original 99 line code. These

two sections constitute the core of the paper. The remain-
ing sections have a supplementary character, addressing
variants of and extensions of the 88 line code and dis-
cussing its performance. Section 4 presents two alternative
implementations of the filtering operation. The first alterna-
tive is based on the built-in MATLAB convolution operator
function conv2. This modification implies a further reduc-
tion of the code to 71 lines and leads to a reduction of
the memory footprint, but this comes at the expense of
the code’s readability for those unfamiliar with the conv2
function. The second alternative is based on the application
of a Helmholtz type partial differential equation to the den-
sity or sensitivity field (Lazarov and Sigmund 2010). This
approach allows for the use of a finite element solver to per-
form the filtering operation, which reduces the complexity
of the implementation for serial and parallel machines, as
well as the computation time for large problems and com-
plex geometries. Section 5 shows how to extend the 88 line
code to problems involving different boundary conditions,
multiple load cases, and passive elements. Furthermore, the
inclusion of a Heaviside filter in order to obtain black-and-
white solutions is elaborated. In Section 6, the performance
of the 88 line code and its variants is examined. The compu-
tation time is analyzed for three benchmark examples solved
with both the original 99-line code and the new versions
of the code. The memory usage of the new code is also
briefly discussed.

2 Problem formulation

The MBB beam is a classical problem in topology opti-
mization. In accordance with the original paper (Sigmund
2001), the MBB beam is used here as an example. The
design domain, the boundary conditions, and the external
load for the MBB beam are shown in Fig. 1. The aim of the
optimization problem is to find the optimal material distri-
bution, in terms of minimum compliance, with a constraint
on the total amount of material.

Fig. 1 The design domain, boundary conditions, and external load for
the optimization of a symmetric MBB beam

(a) The design domain, boundary
conditions, and external load.

(b) Relative density distribution
generated from conceptual design.

(c) Unit cell distribution after first
iteration.

(d) Unit cell distribution after 10th
iteration.

(f) Unit cell distribution after 28th
iteration.

(e) Unit cell distribution after 20th
iteration.

(h) Change of normalized
compliance

F=1N
q=1W

T=0°C

Figure 3.8.. A 2D MBB beam example presented to illustrate the proposed
algorithm.

3.5 Application to porous injection mold

A 3D porous injection mold design is presented in this section. The mold is a 3 in × 3

in × 1.25 in core insert. Based on the geometry of the mold, a quarter of mold section is

investigated. Besides, the top core of the mold is reserved as solid structure for conformal

cooling design (Fig. 3.10 (a) to (e)). Injection load located at the injected part surface,

clamping pressure at imposed on bottom, and press-fit load on lateral sides are served as

mechanical force. For heat conduction, a heat flux imposed on the injected part surface,
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MPa
℃

(a) (c)

(b) (d)

Figure 3.9.. Thermo-mechanical simulation of the optimized result ((a) stress
field, and (c) temperature field), as well as the simulation results of a uniform
MMB beam having same volume fraction ((b) stress field, and (d) temperature
field)

.

and the temperature of cooling pipe is assumed as a constant value. All physics values are

normalized in this problem.

In the problem statement, define given macroscale mass fraction m(θ)=0.5, CQ=1.1,

η=0.2, δ = 0.05×ηi. A 6×6×5 cubic mesh is applied to the macroscale problem, while

a 20× 20× 20 cubic mesh is used for each of mesoscale voxel. However, in mesoscale,

only 1/8 of each cubic is required to analyze. The convergence is satisfied after 15 iteration

with m(θ)=0.71 (Fig. 3.10 (f) and (g)). The total computation time is 61652 seconds (17.4

hours), using Matlab in a Macbook Pro computer having 3.1 GHZ Intel Core i7 and 16 GB

MHZ DDR3 memory.

Finally, the optimal design is remeshed using 3-Matics and verified by thermo-mechanical

finite element simulation using COMSOL Multiphysics. The results of stress field and tem-

perature are compared to the simulation results of a uniform porous mold having the same

volume fraction, as well as a solid mold (Fig. 3.11 and Table 3.2). It indicates that, unlike

a uniform porous mold having the same volume fraction, though the weight of the optimal

porous mold is 29% lighter than the solid counterpart, the maximum Von Mises stress is
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Figure 3.10.. Multiscale thermomechanical topology optimization of a porous
injection mold.

below the yield strength of the material (427 MPa), and the maximum temperature in the

mold doesn’t have a significant change.

Table 3.2.. Comparison between the solid mold, optimized porous mold and
the uniform porous mold.

Weight (g) Max Von Mises Max temperature

stress (MPa) (◦C)

Solid mold 2.095 280.3 126.9

Optimized porous mold 1.487 325.5 127.1

Uniform porous mold 1.487 720.7 312.3
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MPa ℃

Figure 3.11.. Thermo-mechanical simulation of the optimized result ((a) stress
field, and (c) temperature field), as well as the simulation results of a uniform
MMB beam having same volume fraction ((b) stress field, and (d) temperature
field)

.

The optimal structure is approximated to an iso-surface and meshed to a STL file. The

file size is 125.7Mb, composed of 2511164 triangles. After modification in Netfabb, the

triangle number is reduced to 374558, with a limit of deformation 0.01 in.

Figure 3.12.. Assemble and prototyping process of the injection mold.



79

3.6 Additive manufacturing and planning of experimental test

After mirroring the resulting section and performing Boolean operations to assemble

the top core and conformal cooling channel, the porous injection mold is prototyped using

Direct Metal Laser sintering (DMLS), with a scale factor 0.4 (Fig. 3.12). The scaled proto-

type was fabricated by an additive manufacturing service company (Shapeways, Newyork,

U.S.). The printed steel is Stainless Steel Alloy 420 infiltrated with Bronze ( 90 %Cu / 10

% Sn). It is a matrix material composed of 60 % stainless steel and 40% bronze. The min-

imum wall thickness of this protocol is 1.0 mm, and the maximum length of hole allowing

the materials to be removed is 2.0 mm. This scaled down prototype proves the internal

lattice structure is self-supporting without the requirement to change the orientation of the

mold. In the near future, the original size of the injection mold will be manufactured and

experimental test will be employed. Before that, samples will be generated using the same

machine and material, and experimental tests are planned to validate the mechanical and

thermal properties (Fig. 3.13). These samples, composed of solid and porous materials, are

designed based on ASTM E8, ASTM E9 and ASTM E1530 standards for the tensile, com-

pression and thermal conductivity experiments, respectively. The experimental properties

such as Young’s modulus, Poisson’s ratio, yield strength and thermal conductivity will be

incorporated into the aforementioned examples to improve the accuracy of the solution.

3.7 Conclusion

In this Chapter, an innovative multiscale thermo-mechanical topology optimization

method has been presented for generating injection molds. Compared to traditional stud-

ies, the proposed method is computationally efficient, and amiable to additive manufac-

turing by consisting of self-supporting lattice/porous structures. The thermo-mechanical

performance of the injection mold is maximized with given volume fraction, and the self-

supporting unit cells are formed by maximizing shear modulus with taking account of local

relative densities and strains. The design is updated after comparing local objective value

and the desired value after each iteration until the thermo-mechanical performance of the
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(d) Porous sample for tensile test (e) Porous sample for
compression test

(f) Porous sample for
thermal conductivity test

(a) Solid sample for tensile test (b) Solid sample for
compression test

(c) Solid sample for thermal
conductivity test

Figure 3.13.. Experimental samples to validate the thermal and mechanical
properties.

mold is satisfied. The proposed design method is proved through the optimization of a solid

mold insert. The optimized porous injection mold is about 30 % lighter than the solid coun-

terpart, but the thermo-mechanical performance including Von Mises stress and surface

temperature is approved. The resulting porous structure is tessellated in a stereolithogra-

phy (STL) file. A scaled down physical prototype of the mold was fabricated using DMLS

procedure without internal support structure to demonstrate the manufacturability of the

optimal design.

Some limitations of this study should also be considered. First, since the macroscale

design only provides a conceptual design by using a coarse mesh, the feasibility of the final

design is required to be verified by simulation of entire structure involving both scales, or

by experiments. In addition, the assembling process often requires a reduction of surface

mesh to adapt the computer memory, which will slightly change the lattices’ shape and

compromise the accuracy. Furthermore, post processing CAD software such as Netfabb

is still required in combination with the proposed algorithm, to assemble porous structure

with mold pipes, ejector pins, injection gate, bolts and other detail geometries, which may
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require high computer memory (more than 12GB RAM). In the future work, a more ef-

ficient assembling method is worth to investigate. Furthermore, the field testing for the

optimized design will be implemented, in order to collect the experimental data and im-

prove the design method.
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4. DESIGN OF MICROPILLAR ARRAYS FOR MICROFLUIDIC

DEVICES USING MULTISCALE TOPOLOGY OPTIMIZATION

FOR NAVIER-STOKES FLOW

Micropillar arrays are frequently found in microfluidic devices. Applications involve heat

exchange and mass transportation or mixing. Traditionally, micropillar arrays are com-

posed of simple cylindrical structures. Advances in microscale additive manufacturing

and topology optimization provide an opportunity to design complex, high-performance

micropillar arrays. This Chapter introduces a novel multiscale topology optimization al-

gorithm suitable for micropillar array design. In the macroscale, velocity and viscous

strain fields are obtained through Navier-Stokes-Brinkman finite element analysis. In the

microscale, the topology of each micropillar is obtained using inverse homogenization.

The boundary conditions of the inverse homogenization problem are derived from the

macroscale velocity and viscous strain fields. The optimal micropillar topologies minimize

flow separation and energy loss and maximize average velocity magnitude. The numerical

results show the performance of the simple cylindrical structures and the one optimized

micropillar arrays.

4.1 Background and motivation

Micropillar arrays are composed of cylindrical, slender structures, which provide a

large surface-area-to-volume ratio (Fig. 4.1A). The arrangement of the cylindrical struc-

tures can be tailored to make micropillar arrays suitable for microfluidic devices in opera-

tions including cell sorting [156–160], bio-sensor detectors [161, 162], microchannel heat

sinks [113,163,164], and other microfluidic devices involving heat transfer and mass trans-

portation/mixing mechanisms [165, 166]. The relatively simple micropillar architecture
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can be fabricated with high accuracy—today’s microscale 3D printers are able to manu-

facture cylindrical micropillar with diameters of under 20 µm [114]. However, the vis-

cous fluid drag in cylindrical micropillar arrays remains large enough to cause flow sepa-

ration [167]. It can be found from digital holographic microscopy technologies that, when

laminar flow passing through cylindrical micropillar, flow separation may occur around

cylinder, which causing energy loss [167]. The effects of flow separation include adverse

pressure gradient and the formation of recirculation bubbles. This reduces the advective

and convective heat and mass transfer rates, which leads to energy loss and energy effi-

ciency reduction. Recently, bioinspired micropillar array designs have been proposed to

reduce viscous fluid. These include shapes from fish skin, rice leaf, lotus leaf, and butterfly

wing [114, 165, 166, 168] (Fig. 4.1B). While these designs are not proven to be optimal,

their effectiveness has been demonstrated in laboratory settings.

An alternative approach is topology optimization. Topology optimization allows for

changes in the connectivity of the fluid layout during optimization. With application of

this method, flow passages having minimized energy loss can be found for multiple flow

conditions [73, 80, 81, 85–87, 89, 90]. In existing researchs, these flow conditions include

Stokes flow [80, 81], steady laminar flow [73, 85], and transient laminar flow [86, 87].

Topology optimization based on turbulent flow model is still a new research area, in which

only a few of recent studies have been performed [89, 90]. Nevertheless, though current

topology optimization method is useful in the design of a single micropillar or a small set

of micropillars, this method is computationally expensive for the design of a micropillar

array, which potentially contains hundreds of micropillars.

To mitigate the computation cost of a similar problem, which containing a macroscale

design domain composed of artificial cellular materials, a multiscale topology optimiza-

tion framework has been developed. In this method, the macroscale design domain is

divided into multiple microscale domains. In each of microscale design domain, inverse

homogenization can be applied to obtain its local optimal material distribution. The fi-

nal macroscale topology is composed of all of these material designs in microscale [65].

Currently, the multiscale approach has been applied to optimize structures related to lin-
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FIG. 7. Hydrodynamic function of biomimetic shark skin models. (a) Dynamic testing in a flow tank of a
synthetic shark skin membrane with a mechanical flapping controller. (b) Cross sections of biomimetic shark
skin and the smooth control, both manufactured to be of equal total mass; blue arrow indicates the direction
of water flow. (c) A flexible plastic foil (yellow, 0.5 mm thickness) is covered on both sides with 3D printed
flexible synthetic shark skin to allow testing; the foil is 177 mm in height and 77 mm in chord width. The
histogram shows results of testing the self-propelled speed of this synthetic shark skin membrane with respect
to the smooth control surface at different leading edge pitch values; the heave amplitude was ±1.5 cm and the
frequency was 1 Hz for all tests. At pitch angles of 5°, 10°, and 15° (asterisks), the swimming speeds of the
biomimetic shark skin foils were significantly greater than those of the controls; at the other four pitch angles,
the swimming speeds were similar. (d) Tests of the swimming speeds of three different denticle patterns (see
Fig. 6) relative to a smooth control at five different leading edge heave values. Error bars represent ± 1 standard
error of the mean. (Adapted in part from [19,26].)

baked SU-8 resist material was used to ensure the polymerized shark skin denticle reliably bonded to
the underlying glass coverslip for SEM imaging. Polymerizing the single shark skin denticle (15 µm
in length and 10 µm in width) took approximately 25 min. Once the polymerization process was
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FIG. 8. Images of a high-resolution 3D print of a shark skin denticle. (a) Volumetric model of a denticle
generally similar to those of mako sharks (Isurus oxyrinchus). (b) Optical microscopic image of the fabricated
denticle in top view showing the size scale. Scanning electron microscopic images of the denticle are shown
from the (c) top, (d) side, and (e) posterior views. The 3D printed denticle is mounted on a glass coverslip and
manufactured using two-photon lithography.

finished, unexposed regions including the denticle undercut area were removed with a developer
bath using 2-methoxy-1-methylethyl acetate. After baking the polymerized denticle at 120 °C for
30 min, the solidified shark skin denticle is rigid with a Young modulus of approximately 4 GPa.

C. Hydrodynamic testing

Dynamic testing of fish skin model panels and membranes made from real shark skin was
accomplished with a mechanical controller that allows programming of heave (side-to-side) and
pitch (rotational) motions [30]. Foils are held at the leading edge by a supporting rod, which is
in turn attached above the water to heave and pitch motors through a force or torque sensor [see
Figs. 5(c) and 7(a)]. A recirculating water flow tank with programmable speed control allows testing
of diverse swimming motions under a range of speeds. A number of recent studies of the dynamics of
swimming flexible panels have used this apparatus to measure swimming forces and torques with a
six-axis ATI nano-17 transducer (ATI Inc., Apex, NC) (see, e.g., [31–35]). Synchronized high-speed
video cameras allow measurement of foil motion as forces are recorded.

Measurement of the self-propelled swimming speed of foils is accomplished by first picking a
particular motion program of heave, frequency, and pitch and then measuring the mean thrust across
a range of imposed flow speeds. Self-propulsion, for a particular motion program, occurs at the
speed where the average thrust over a flapping cycle is zero.

Flow visualization over the surface and in the wake of flapping foils is accomplished using
particle image velocimetry as in our previous research. We have analyzed the vortical structure on
the surface of swimming foils [19,29] and in the wake (see, e.g., [36–38]) to document how changing
surface characteristics and motion patterns alters flow structures. Here we present flow visualizations
over the surface of a static and dynamic biomimetic shark skin foil with widely spaced denticles
[arrangement of Fig. 6(i)] to allow flow in between individual denticles to be seen, as well as the
pattern of surface flow (Fig. 9).

060502-10

Fluid phase

solid phase

Inflow

outflow

cell movement. Subsequently, the fluid flow of cells and the
buffer solution were injected at 72 µL min−1 into the chip
through the injection pump. A negative control group was also
used in an equivalent experiment.

Image analysis of the cell rolling pathway

To observe the path of a sample cell, we captured 14 frames
over 7 seconds. To acquire the average angle of the cell trajec-
tories, we captured serial pictures with a 0.2 second interval
(ESI Fig. S4†). 100 pictures were taken over 20 seconds and
analyzed using the MTrack J (Image J) freeware to establish the
pathway taken by the cells.

Results and discussion
Analytical results on the effect of the arrayed geometry of
micropillars on cell rolling and separation

1% BSA coated micropillars. When the bare PDMS microflui-
dic chip is used without any surface passivation, even the non-
target cells could interact with the chip walls and micropillars
because of the hydrophobicity of PDMS that can make non-
specific adhesion.10,25 To prevent this phenomenon, we coated
the microfluidic chip with 1% BSA which blocks the specific
interaction and observed the path of the HL-60 cells. Fig. 3a
shows the trajectory of the non-target cells which have no
surface interaction. Once cells flow in from the left inlet, cells

Fig. 2 Microfluidic chip fabrication and experimental setup. (a) CAD drawing of the cell separation system with integrated microposts. (b) Chip fabri-
cated using soft lithography and the overall images of the fabricated microfluidic chip integrated with microposts. (c) Overall experimental setup for
cell separation in micropost integrated microchannel and blunt-ended needle connecting the microchip and tube.
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is accurately captured by the Young−Laplace equation. We
determine the dry-out condition at a fixed distance from the
liquid source when the minimum contact angle on the pillar
surface reaches the receding contact angle as the applied heat
flux is increased. We predict the dry-out heat flux on various
micropillar structure geometries (diameter d, pitch l, and height
h) in the length scale range of 1−100 μm and suggest the
optimal geometries to maximize the dry-out heat flux. In
addition, we experimentally validated the model with micro-
fabricated test samples and measured the heat flux at which dry-
out occurred. The results show that for the geometric range
investigated, the dry-out heat flux is maximized at d/h ∼ 0.4−
0.6 and l/d ∼ 3.

2. MODEL FORMULATION
In this work, we study capillary-pumped liquid film evaporation on a
hydrophilic micropillar array surface (or the “wick surface”) of length
L, in a constant-pressure, saturated vapor environment. A schematic of
the problem studied in this model is shown in Figure 1a (side view)
and b (top view). Figure 1c shows a scanning electron microscope
(SEM) image of a representative fabricated silicon micropillar array
with diameter of d, pitch of l, and height of h (d, h, l ≪ L). The wick
surface in Figure 1a and 1b (0 ≤ x ≤ L) is in contact with a liquid
reservoir (x < 0) at x = 0, whose volume is much larger than the total
volume of liquid on the wick surface. The wick surface and the liquid
in the reservoir are in a saturated environment, with saturated vapor
on top. Thus, the pressure of the liquid reservoir (flat interface) is the
same as the vapor pressure Pvap, which is constant (at Psat) in this
system. Upon applying a uniform heat flux q to the bottom of the wick
surface, the liquid film evaporates and the film thickness reduces as a
function of x. The bottom surface is assumed to be infinitesimally thin
such that no axial conduction is present in the solid, which can be large
for a thick substrate.17 However, the liquid−vapor interface is pinned
to the hydrophilic micropillar top surfaces. As a result, concave
interfaces form (shown in Figure 1a). After the system evolves to
equilibrium, the curvature κ(x) of this interface increases with x, which
is a result of a thinner liquid film further from the reservoir. The liquid
pressure Pliq(x) is described by the Young−Laplace equation,

σκ− =P P x x( ) 2 ( )vap liq (1)

where σ is the liquid−vapor surface tension. For the geometries (1−
100 μm) and evaporation conditions studied in this model, the
variations of the surface tension with temperature, the disjoining
pressure, and recoil pressure are negligible. The liquid pressure
gradient along x, dPliq/dx, thus results in a net flow from the reservoir
(marked by the blue solid arrow in Figure 1a), which compensates for

the evaporated liquid mass flux. The goal of this modeling study is to
understand the axial variation of the pressure P(x) and the x-direction
liquid velocity U(x) at any heat flux q. With this information, we
determined the dry-out heat flux qdry‑out, as the meniscus curvature at x
= L reaches its maximum (i.e., where the liquid−vapor meniscus starts
to recede).

Because the micropillars are periodic with pitches of l, we divide the
liquid domain into finite volumes or unit cells. Each unit cell is the
fluid volume within four pillars shown in the dotted box in Figure 1a
and b. Because the flow pattern is identical for any finite volume with
the same x (i.e., the system is periodic in the y direction), we only
consider one row of unit cells. We first consider the meniscus shape in
one unit cell from the Young−Laplace equation, and solve for the
velocity field in one unit cell using a CFD model. We then link all of
the cells from x = 0 to x = L based on a finite volume approach where
we analyze the change of liquid enthalpy and mass flow rate across a
finite volume, and match the mass flux and enthalpy flux for adjacent
cells.

A. Force Balance. We first solve for the meniscus shape at an
arbitrary unit cell along x with the liquid pressure Pliq(x). The
curvature of the meniscus in one unit cell is governed by the Young−
Laplace equation (eq 1). Since Pvap is constant, we define Pr,liq as the
liquid pressure relative to the vapor pressure, Pr,liq = Pliq − Pvap. In the
scenarios of practical interest, L is usually much greater than l. It is
therefore reasonable to assume that the pressure and curvature
variations in one unit cell are small, which we will later validate. Under
this condition (L ≫ l), the meniscus in the ith cell which is governed
by κ(x) or Pr,liq(x) is approximated using the meniscus calculated from
a cell-averaged curvature κi (or the cell-averaged pressure Pr,liq

i), since
in this numerical model we discretize the pressure Pr,liq(x) as Pr,liq

i (i =
0 to L/l). Accordingly, we denote x′, y′, and z′ as the relative
coordinates in a unit cell. Equation 1 is then rearranged to eq 2.

κ σ=
−P

2
i

i
r,liq

(2)

The curvature of a 3-D surface z′ = f(x′,y′) is calculated as

κ = −∇· ̂n2 i (3)

where n ̂ is the unit normal of the surface defined as eq 4.18
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Figure 1. (a) Side view and (b) top view schematics of the physical domain in this model. Capillary-pumped liquid film evaporates on a hydrophilic
micropillar array surface of length L, where a uniform heat flux is applied. The vapor pressure Pvap is constant. The Young−Laplace equation is given,
where σ is the liquid−vapor surface tension and κ(x) is the curvature of the liquid−vapor interface at any x. (c) A representative SEM image of a
fabricated silicon micropillar array with diameter d, pitch l, and height h.
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Figure 4.1.. (A) A scanning electron microscopy of the physical domain of a
micropillar heat sink [113]. (B) A membrane composed of bio-inspired mi-
cropillar arrays composed of shark denticles shape micropillars [114].

ear [65, 169] and non-linear [170] solid mechanics, as well as thermomechanical [151]

structures. For fluid problems, limited studies about material optimization are found in

the [88, 103]. In these studies, the fluid permeability for material units are maximized un-

der Stokes-Darcy flow. However, the research about multiscale topology optimization for

fluid flow remains scarce.

In this study, a novel multiscale topology optimization algorithm for Navier-Stokes

flow is proposed to achieve an optimal micropillar arrays that having maximum energy ef-

ficiency. The proposed method develops a represent volume element (RVE) based inverse

homogenization approach to maximize the energy efficiency of each local micropillar. By

applying the proposed method, each micropillar is optimal by means of the local velocity

and viscous strain derived from macroscale finite element analysis, the optimal micropillar

structure is thus formed in macroscale. The detailed methodology including finite element

analysis and inverse homogenization, is described in Sec. 2. In both macroscale and mi-

croscale, finite element analysis model of Navier-Stokes flow is applied. In Sec. 3, the

numerical results of individual micropillars with specified boundary conditions are illus-

trated, and the results of multiscale design are presented. The conclusion and future work

is summarized in Sec. 4.
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4.2 Fluid flow finite element model

A steady state Navier-Stokes equations without fluid body force can be described by

the momentum and continuity equations

Re(u ·∇)u=−∇p+∇2u−α(θ)u

∇ ·u= 0,
(4.1)

where Re is Reynolds number, which measures the relation of inertia-force-dominated flow

and viscous-force-dominated flow:

Re =
ρUL

µ
. (4.2)

Here, U and L are the characteristic velocity and length, ρ is the fluid density, µ is the vis-

cosity. The parameter α(θ) is interpolation function of Brinkman Stiffness and is defined

as

α(θe) = ρ
(

θmin +(1−θmin)
pb(1−θe)

pb +θe

)
, (4.3)

where θe is the proportion of fluid in an element, pb is a positive penalty parameter used

for tuning the function shape of α(θe) (Fig. 6.3). This term can be interpreted as a large

damping term that stops flow, which ensures the velocity in the solid domain (α(θe)=0)

vanishes. The given governing equations of can be discretized using finite element analysis

[171].

By applying Galerkin method and Green identity, Eq. (6.1) can be discretized to

 K −Gᵀ

−G 0




︸ ︷︷ ︸
Kg


u

p




︸︷︷︸
U

=


f

0




︸︷︷︸
F

, (4.4)

where u, p and f are nodal velocity, pressure and force, respectively. In a two dimensional

problem, each node contains two directions of velocities: ue={ux
e, uy

e}. The matrix K is

constructed as

K = Ks +Kb +Ka. (4.5)
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function. Further, this appraoch has been accomplished in de-
tail, leaded an improvement of optimality [31–33]. In addition,
in these studies, the fluid model has been broaden from a Stokes
flow to Laminar flow model. However, these studies only con-
sider the heat transfer that is locally dependent on the flow field
and evaluated quantitatively on the fluid-solid boundary [32].
Besides,the results occasionally represented an unbalanced flow,
makes no sufficient flow rate through certain areas of a channel,
thus resulting in limited and non uniform heat transfer.

The proposed method aims to evaluate and optimize
comprehensive heat transfer performance of the entire design
domain. In the proposed method, material distribution is
directly affected by flow resistance, heat conduction, as well
as natural and forced convection. In addition, to specify the
cooling uniformity demand for an injection mold, the flow
balance of the cooling system is calibrated. The consequential
conceptual design is transferred to a Computer-aided Design
(CAD) format, and mapped to a morphological surface that
conformal to the injected part. For the fluid model, to reduce the
computational cost, a laminar flow is assumed in optimization
procedure in which the finite element model is frequently
called, and the feasibility of final three dimensional design is
verified in thermal-fluid finite element analysis using a turbulent
model. Final three-dimensional designs can be exported as both
3D graphic and surface mesh format, brings the manufacture
department the convenience to run the tool path for final fitting.

The paper is organized as follows. The thermal-fluid model
with respect to the proposed algorithm is described in Section 2,
while coupled thermal-fluid topology optimization problem and
the associated sensitivity analysis and post-processing are posed
in Section 3. In Section 4, the method is applied to the optimal
design of conformal cooling system of an injection mold.

2 Derivation of the thermal-fluid model
The governing equations and their discretized form of

thermal-fluid finite analysis required in the proposed method, in-
cluding fluid-flow model and heat transfer model are briefly de-
scribed in this section. The details of these methods are illus-
trated in [20, 23, 29].

2.1 Fluid-flow model
A fluid finite element model is based on Navier-Stokes equa-

tions. A steady state Navier-Stokes equations without fluid body
force can be described by momentum and continuity equations
are presented as follows:

Re(uuu ·———)uuu = �———p+h—2uuu�a(q)uuu

——— ·uuu = 0,
(1)

where r is the fluid density, uuu is the velocity field, p is the pres-
sure field, h is the fluid dynamic viscosity. a(q) is interpolation
function of Brinkman Stiffness:

a(qe) = q0

✓
qmin +(1�qmin)

pb(1�qe)

pb +qe

◆
, (2)

where qe is the proportion of fluid in an element, pb is a positive
penalty parameter used for tuning the function shape of a(qe)
(Fig. 3). This term can be interpreted as a large damping term
that stops flow, which ensures the velocity in the solid domain
(a(qe)=0) vanishes. q0 is a coefficient to amplify this damping
effect.
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FIGURE 3. THE SHAPE OF INTERPOLATION FUNCTION a(qe)

IS INFLUENCED BY PENALTY PARAMETER pb.

By applying Galerkin method and Green identity, Eq. (1)
can be discretized to
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where u, p and f are nodal velocity, pressure and force, respec-
tively. In a two dimensional problem, each node contains two di-
rections of velocities: ue={ux

e, uy
e}. The matrix K is constructed

as

K = Ks +Kb +Ka. (4)

K can be considered as a union of the matrices with respect to
two directions of velocities K={Kx, Ky}. In this equation, the
stiffness matrix of Stokes flow

Ks =
ne

Â
e=1

Z

Ve

—Nu
|I0—NudVe, (5)
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flow to Laminar flow model. However, these studies only con-
sider the heat transfer that is locally dependent on the flow field
and evaluated quantitatively on the fluid-solid boundary [32].
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makes no sufficient flow rate through certain areas of a channel,
thus resulting in limited and non uniform heat transfer.
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directly affected by flow resistance, heat conduction, as well
as natural and forced convection. In addition, to specify the
cooling uniformity demand for an injection mold, the flow
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(CAD) format, and mapped to a morphological surface that
conformal to the injected part. For the fluid model, to reduce the
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model. Final three-dimensional designs can be exported as both
3D graphic and surface mesh format, brings the manufacture
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The paper is organized as follows. The thermal-fluid model
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in Section 3. In Section 4, the method is applied to the optimal
design of conformal cooling system of an injection mold.

2 Derivation of the thermal-fluid model
The governing equations and their discretized form of

thermal-fluid finite analysis required in the proposed method, in-
cluding fluid-flow model and heat transfer model are briefly de-
scribed in this section. The details of these methods are illus-
trated in [20, 23, 29].

2.1 Fluid-flow model
A fluid finite element model is based on Navier-Stokes equa-

tions. A steady state Navier-Stokes equations without fluid body
force can be described by momentum and continuity equations
are presented as follows:
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where r is the fluid density, uuu is the velocity field, p is the pres-
sure field, h is the fluid dynamic viscosity. a(q) is interpolation
function of Brinkman Stiffness:
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where qe is the proportion of fluid in an element, pb is a positive
penalty parameter used for tuning the function shape of a(qe)
(Fig. 3). This term can be interpreted as a large damping term
that stops flow, which ensures the velocity in the solid domain
(a(qe)=0) vanishes. q0 is a coefficient to amplify this damping
effect.
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where u, p and f are nodal velocity, pressure and force, respec-
tively. In a two dimensional problem, each node contains two di-
rections of velocities: ue={ux

e, uy
e}. The matrix K is constructed

as

K = Ks +Kb +Ka. (4)

K can be considered as a union of the matrices with respect to
two directions of velocities K={Kx, Ky}. In this equation, the
stiffness matrix of Stokes flow
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Figure 4.2.. The Shape of Interpolation Function α(θe) is Influenced by
Penalty Parameter pb.

where K can be considered as a union of the matrices with respect to two directions of

velocities K={Kx, Ky}. In this equation, the stiffness matrix of the Stokes flow is

Ks =
ne

∑
e=1

∫

Ve

µ∇Nu
ᵀI0∇NudVe, (4.6)

where Nu is the matrix containing shape functions of the elemental velocity, and

I0 =




2 0 0

0 2 0

0 0 1


 . (4.7)

For a two-dimensional element. Kb is the Brinkman damping matrix, which can be consid-

ered as a union of matrices with respect to two directions of velocities: Kb={Kx
b, Ky

b}. For

both x and y directions, the matrix is constructed as:

Kx
b = Ky

b =
ne

∑
e=1

∫

Ve

bα(θe)Nu
ᵀNu,dVe, (4.8)
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where b is a constant reflecting resistance level. Ka is the advection matrix, which can be

considered as a union of matrices with respect to two directions of velocities: Ka={Kx
a,

Ky
a}. For both x and y directions, the matrix is constructed as:

Kx
a = Ky

a =

ne

∑
e=1

∫

Ve

Re


Nu

ᵀNuux
e∇Nu,x︸ ︷︷ ︸

Kxx
a and Kyx

a

+Nu
ᵀNuuy

e∇Nu,y︸ ︷︷ ︸
Kxy

a and Kyy
a


dVe.

(4.9)

In Eq. (6.4),G is the coupling matrix of the pressure and velocity of x and y directions :

G={Gx, Gy}, where

Gx =
ne

∑
e=1

∫

Ve

∇Nu
ᵀ
,xNpdVe, (4.10)

and

Gy =
ne

∑
e=1

∫

Ve

∇Nu
ᵀ
,yNpdVe. (4.11)

Since nodal velocity is presented in both left hand side Kg and right hand side U of

Eq. (6.4), an iterative method is required to solve this equation. In this study, a Newton’s

iterative method is used. Assume in k th iteration, the residual of Eq. (6.4) is

Kk
gUk−Fk = R(Uk) (4.12)

which can be rewritten using Taylor expansion:

R(Uk)+
∂R
∂U
|Uk δU+O(δU)2 = 0 (4.13)

where

δU = Uk+1−Uk. (4.14)

Omitting the terms of order two and higher, the following equation is obtained:

Uk+1 = Uk−J−1,k(Uk)R(Uk) (4.15)

where

Jk =
∂Rk

∂Uk (4.16)
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is the Jacobian matrix (also known as tangent matrix) of kth iteration, that can be derived

analytically for this problem. The detailed procedures of its derivation refers to [171], the

result is

Jk = Kk + Ĵk (4.17)

where Ĵk assembles {Nk
xx,Nk

xy,Nk
yx,Nk

yy} and

Nxx
k =

ne

∑
e=1

∫

Ve

∇Nu,xux,k
e

(
Nu

ᵀNu

)
dVe,

Nxy
k =

ne

∑
e=1

∫

Ve

∇Nu,yux,k
e

(
Nu

ᵀNu

)
dVe,

Nyx
k =

ne

∑
e=1

∫

Ve

∇Nu,xuy,k
e

(
Nu

ᵀNu

)
dVe,

Nyy
k =

ne

∑
e=1

∫

Ve

∇Nu,yuy,k
e

(
Nu

ᵀNu

)
dVe.

(4.18)

Finally, in k th iteration, a SUPG stabilization matrix S is applied to improve the stability

of advection and the algorithm convergence:

Sk = {Sk,x,Sk,y} (4.19)

where

Sk,x = Sk,y = Sk
xx +Sk

xy +Sk
yx +Sk

yy (4.20)

and

Sxx
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ne

∑
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∫

Ve
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e Nu
ᵀ
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∇Nu,ydVe.

(4.21)

As a result, the updated advection matrix for the next iteration is

Kk+1
a = Kk

a +Sk (4.22)
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Using the updated advection matrix, the updated nonlinear residual can be written as

Kk+1
g Uk+1−Fk+1 = R(Uk+1). (4.23)

The algorithm is converged if the norm of the nonlinear residual is small enough. The finite

element model is programming in MATLAB and connected with the following presented

multiscale topology optimization method.

4.3 Proposed multiscale topology optimization method

In proposed multiscale topology optimization method, macroscale and microscale de-

sign domain are defined in Fig. 6.2. The macroscale domain Ω can be considered as a sub-

strate composed of a group of micropillar arrays. In macroscale design domain, the fluid

flow passes from inlet Γin f low to outlet Γout f low driven by a pressure difference between p1

and p0. The flow velocity at the edges of macroscale design domain Γwall is assumed as

zero, which also called no-slip boundaries. Each finite element in the macroscale design

domain is defined as a microscale design domin ω j. The initial design of each microscale

design domain is defined as a unit cell containing a cylindrical micropillar at the center.

Therefore, the initial design of macroscale design domain is an assembling of all of the

cylindrical micropillars.

𝑝"

𝑝#

Γ%&''
Γ()*'+%

Γ+,-*'+%
𝑌/

𝑌"

𝑦/1

𝑦"2 𝑦"1

𝑦/	2
𝑦/

𝑦"
(a) Initial design of the
macroscale design domain. (b) Initial design of a

microscale design domain.

Figure 4.3.. The macroscale and microscale design domains of the proposed
methodology.
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To implement the method, the macroscale finite element analysis dominated by Navier-

Stokes equation with Brinkman penalization term is employed. From this step, the velocity

and viscous strain fields required for optimization of each micropillar are required. Utiliz-

ing this information, a set of inverse homogenization problems from P1 to Pne are created

to optimize each micropillars. The number of problem statements is equal to the number

of macroscale element ne. These optimized micropillars are assembled as the final design

of micropillar arrays.

Ω = Σne
j=1ω j. (4.24)

Next, the details of inverse homogenization method are illustrated.

Finite element analysis

𝒖",$, 𝜺&',",$( 𝒖",)*, 𝜺&',",)*(⋯ ⋯⋯

Final design

⋯ ⋯⋯
Inverse

Homogenization
Ρ$

Inverse
Homogenization

Ρ)*

Microscale (𝜔'）

Macroscale (Ω)

Multiscale (Ω = ∑ 𝜔3)*
'4$ )

Figure 4.4.. Proposed multiscale topology optimization.
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4.3.1 Inverse homogenization for fluid flow models

Following the assumption of periodicity, the velocity field of the unit cell subject to a

given rate ε0
i j can be accounted for the sum of a macroscale velocity field and a fluctuate

velocity u?i

ui = ε0
i jy j +u?i (4.25)

In practice, for each unit cell the velocity imposed on the boundaries uc ∈ ui can be ob-

tained from macroscale finite element results through

uc = Nu
ᵀuc (4.26)

where uc is the sum of uX ,c and uY,c (Fig. 4.5), and uc denotes discretized corresponding

nodal velocity in the finite element model. Further,a local velocity boundary condition due

𝑋
𝑌

Figure 4.5.. The local velocity boundary condition imposed on a unit cell due
to velocity field obtained from macroscale finite element analysis.

to local strain ε0
i j,c ∈ ε0

i j for each unit cell is derived as follows. In Eq. (4.25), the velocity

on a pair of opposite boundaries have the relations:

uk+
i = ε0

i jy
k+
j +u?i

uk−
i = ε0

i jy
k−
j +u?i ,

(4.27)

where the superscripts k+ and k− denotes the pair of opposite parallel boundary surfaces

that are oriented perpendicular to the kth direction. Taking the difference of these two

equation derives

uk+
i −uk−

i = ε0
i j

(
yk+

j − yk−
j

)
= ε0

i j∆yk
j. (4.28)
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For a two dimensional unit cell, ∆yk
j, j,k = 1,2. In particular,

∆y1
1 = y0

1, ∆y1
2 = 0

∆y1
1 = 0, ∆y1

2 = y0
2

(4.29)

Therefore, local strain ε0
i j,c for a unit cell can be translated to a group of velocity vectors

applied to the edges of the unit cell u(ε0
i j,c) that satisfying

∂uy1(ε
0
11,c)

∂y1
= ε0

11,c

∂uy2(ε
0
22,c)

∂y2
= ε0

22,c

∂uy1(ε
0
12,c)

∂y2
+

∂uy2(ε
0
12,c)

∂y1
= 2ε0

12,c

(4.30)

As an example, Fig. 4.6 shows how this velocity boundary condition imposed on a unit cell

when the strain fields obtained from macroscale finite element analysis are ε0
11,c = {1,0,0},

ε0
22,c = {0,1,0} and ε0

12,c = {0,0,1} respectively. In general cases, the strain field is derived

(a) (b)

𝑦"
𝑦#

𝑦"
𝑦#

(c)

𝑦"
𝑦#

Figure 4.6.. The local velocity boundary condition imposed on a unit cell when
the strain fields obtained from macroscale finite element analysis are ε0

11,c =

{1,0,0}, ε0
22,c = {0,1,0} and ε0

12,c = {0,0,1} respectively.

from macroscale finite element analysis as:

ε0
11,c = ∇Nu

ᵀuc (4.31)
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Finally, the total local velocity imposed on the periodic boundaries of a unit cell is:

uc,Γc = uc +u(ε
0
i j,c) (4.32)

Consequently, with incorporation of the periodic boundary condition, the fluctuate velocity

field for the unit cell v ∈ u? can be solved through the finite element analysis:

 K −Gᵀ

−G 0




︸ ︷︷ ︸
Kg


v

p




︸︷︷︸
U

=


fc

0




︸︷︷︸
F

, (4.33)

where fc is the boundary fluid drag force interpolated from uc,Γc . Notably, to ensure the

non-singularity, the nodal pressure p of the four corner nodes are fixed in solving this

equation.

The proposed inverse homogenization method aims to optimally distribute limited chan-

nels within a design domain, i.e.:

ne

∑
e=1

veθe ≤VΩ, (4.34)

in order to obtain a structure having minimum energy loss Qc caused by fluid drag force in

terms of boundary velocity uc,Γc:

Qc =
1
2

vᵀKv− fc
ᵀv. (4.35)

Where VΩ equal to the porosity assigned in finite element analysis, v defines the nodal

velocity of the specific unit cell. Therefore, the objective is to find a structure consisting

of optimal micropillar shape θ∗c that minimizes energy loss Qc per unit cell, under physics
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constraint Eq. (6.4), periodic boundary condition defined in Eq. (4.32), as well as volume

constraint Eq. (6.35) :

find θ∗c ∈Ωne

min Qc =
1
2

vᵀKv− fc
ᵀv

s.t.


 K −Gᵀ

−G 0




︸ ︷︷ ︸
Kg


v

p




︸︷︷︸
U

=


fc

0




︸︷︷︸
F

,

uc,Γc = uc +u(ε
0
i j,c)

ne

∑
e=1

veθe ≤VΩ,

(4.36)

4.3.2 Sensitivity analysis

The sensitivity analysis is performed using the adjoint method. The evaluation of the

sensitivity coefficients is demonstrated for a general objective function Qc (θ,v(θ)). Nodal

velocity v(θ) is required to satisfy the constraint governed by finite element analysis equa-

tion

R(θ,v(θ)) = KgU−F. (4.37)

The objective function is augmented in terms of a Lagrange multiplier vector λ and the

Lagrangian function Ł is written as

Ł = Qc (θ,v(θ))+λᵀR(θ,v(θ)) (4.38)

The sensitivity of this Lagrangian function is

dŁ
dθe

=
∂Qc

∂θe
+

∂Qc

∂U
∂U
∂θe

+λᵀ
(

∂R
∂θe

+
∂R
∂U

∂U
∂θe

)

=
∂Qc

∂θe
+λᵀ ∂R

∂θe
+

(
∂Qc

∂U
+λᵀ ∂R

∂θe

)
dU
dθe

(4.39)

To avoid the computation of dU
dθe

, define

∂Qc

∂U
+λᵀ∂R

∂U
= 0 (4.40)
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From Eq. (6.44), adjoint vector λ can be solved. Hence, the analytical sensitivity of

Lagrangian is
dŁ
dθe

=
∂Qc

∂θe
+

∂Rᵀ

∂θe
λ. (4.41)

To solve Eq. (6.44), let’s rewrite global stiffness Kg as

Kg = Ku +Kp, (4.42)

where

Ku =


K 0

0 0


 , (4.43)

and

Kp =


 0 −Gᵀ

−G 0


 . (4.44)

Using this definition accompanied with global force F and assembling vector of velocity

and pressure U remarked in Eq. (6.4), the energy loss Qc can be rewritten as

Qc =
1
2

UᵀKuU−FᵀU, (4.45)

and the partial derivative of Qc is

∂Qc

∂U
= KuU+

1
2

Uᵀ∂Ku

∂U
U−Fᵀ (4.46)

From Eq. (6.18), the above equation is equivalent to

∂Qc

∂U
= KuU+

1
2

ĴU−Fᵀ. (4.47)

Then, recall ∂R
∂U in (6.43) and (6.44) is Jacobian matrix J from Eq. (6.16) and (6.17).

Therefore, λ in Eq. (6.44) is obtained and the sensitivity dŁ
dθe

in Eq. (6.45) is derived.

Specifically, for a Stokes flow model, Ĵ is zero, the adjoint vector λ becomes

λ=


0

p


 (4.48)

and the sensitivity is
∂Ł
∂θe

=
1
2

Uᵀ∂Ku

∂θe
U =

1
2

uᵀ∂Kb

∂θe
u. (4.49)
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4.4 Numerical examples

Let us consider a macroscale design domain Ω (Fig. 4.7a) defined by a rectangular

substrate composed of 20×60 unit cells. In this example, dimensionless variables are used.

The initial design of each unit cell is a cylinder that occupies 25% of the microscale design

domain (Fig. 4.7b). A fixed pressure P0 = 1 is applied to the surface Γin. A no slip boundary

condition (zero velocity, u0 = 0) is applied to the surface Γwall .

(a) Initial design of the
macroscale design domain.

(b) Initial design of a
microscale design domain.

𝑦"#

𝑦$%

𝑦"

𝑦$

𝑦$#

𝑦"	%

Γ()

Γ*+,

Γ-.//

𝑌"

𝑌$

Figure 4.7.. A macroscale design domain contains 60×20 mesoscale square
elements.

Two notifications with respected to this numerical example is remarked. First, the

Reynolds numbers of the macroscale and microscale design domains are different, since

characteristic length of macroscale LY is about 60 times of the microscale Ly, makes the

Reynolds numbers of macroscale 60 times of the microscale. Two scenarios having differ-

ent Reynolds numbers are analyzed (Table 4.1). In scenario A, the Reynolds number for the

macroscale is 50, therefore the Reynolds number in the microscale becomes 0.83, which is

approximated to zero. In scenario B, the Reynolds number is 900 for the macroscale and

15 for the microscale. Second, in this numerical example, Q2Q1 element is applied. Each
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of element contains eighteen degrees of freedom for velocity and four degrees of freedom

for pressure (Fig. 6.4). In the following paragraphs, firstly, the results of microscale op-

Table 4.1.. Two analyzed scenarios and their relevant Reynolds numbers.

Scenario Re for LY Re for Ly

A 50 0.83(≈0)

B 900 15

u", v"

u%, v%

u&, v&

u', v'

u(, v(

u), v)

u*, v*

u+, v+

u,, v,

p" p&

p% p'

Figure 4.8.. An Illustration of A Quadratic Velocity/Linear Pressure (Q2Q1)
Element.

timization problems for selected typical boundary conditions are presented to illustrate the

proposed inverse homogenization method. Then, the multiscale approach is implemented

to generate final designs of optimal micropillar arrays. For each scenarios, in microscale,

twenty-one typical boundary conditions are employed. Each of these boundary conditions

consists of an superposition of a local velocity vector and a unit strain ( Fig. 4.9a).

4.4.1 Scenario A for microscale: Reynolds number Re=0

In Scenario A, when u= {1,0} and ε= {0,0,0}, the resulting topology verifies the

example shown in literature [80, 81]. The rest of topologies in Scenario A indicate how

the optimal topology changing with variation of the boundary velocity and strain fields (

Fig. 4.9b). The optimal topologies have shapes coinciding to fish bodies. Each of them has
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reduced flow seperation compared to their counterparts, when same boundary conditions

applied to the initial design (Fig. 4.9a and b). In this figure, the reduced flow seperation

can be observed by comparing variation of the velocity magnitudes between each pair of

corresponding unit cells (Fig. 4.9a and b). Further, the optimal designs have lower energy

loss (Table 4.2) and higher average velocity magnitude (Table 4.3) that could benefit the

convective heat and mass transfer.

Table 4.2.. Energy loss of the initial design (Init.) and optimal designs (Opt.)
under selected boundary conditions for Scenario A (Re=0, Stokes flow).

(a) u= {1,0} (b) u= {0,1} (c) u= {1,1}
Init. Opt. Init. Opt. Init. Opt.

(1) ε= {0,0,0} 1142.1 594.9 1142.1 594.9 2280.7 1184.7

(2) ε= {1,0,0} 3634.9 2423.2 2491.1 1822.6 4758.9 2996.4

(3) ε= {0,1,0} 2529.8 1822.6 3673.7 2423.2 4823.4 2996.4

(4) ε= {0,0,1} 2995.4 1405.4 2928.0 1405.4 5240.7 2584.6

(5) ε= {−1,0,0} 1376.6 1218.6 2520.3 1822.6 2529.8 1822.6

(6) ε= {0,−1,0} 2507.5 1822.6 1363.6 1218.6 2491.1 1822.6

(7) ε= {0,0,−1} 647.3 209.6 714.7 209.6 674.3 209.6

4.4.2 Scenario B for microscale: Reynolds number Re=15.

Similar to Scenario A, in Scenario B, optimal designs shown in Fig. 4.10 b also have

lower flow seperation, lower energy loss (Table. 4.4) and higher average velocity magni-

tude (Table. 4.5) compared to the initial cylinder micropillars (Fig. 4.10 a and b) . Com-

pared Scenario B to A, it indicates a higher Reynolds number leads additional energy loss.

However, since in the microscale the Reynolds number difference is small, this additional

energy loss is less than 10 %, and their optimal shapes are resemblance. On the other hand,
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Table 4.3.. Average velocity magnitude of the original design (Init.) and opti-
mal designs (Opt.) under selected boundary conditions for Scenario A (Re=0,
Stokes flow)

(a) u= {1,0} (b) u= {0,1} (c) u= {1,1}
Init. Opt. Init. Opt. Init. Opt.

(1) ε= {0,0,0} 0.8440 0.9289 0.8440 0.9289 1.1812 1.2644

(2) ε= {1,0,0} 1.2696 1.3964 0.9455 1.0239 1.5135 1.6323

(3) ε= {0,1,0} 0.9509 1.0239 1.2676 1.3964 1.5213 1.6323

(4) ε= {0,0,1} 1.3627 1.4705 1.3523 1.4705 1.7811 1.9064

(5) ε= {−1,0,0} 0.4303 0.4763 0.9453 1.0239 0.9509 1.0239

(6) ε= {0,−1,0} 0.9483 1.0239 0.4321 0.4763 0.9455 1.0239

(7) ε= {0,0,−1} 0.6235 0.6959 0.6117 0.6959 0.6202 0.6959

in Scenario B, Newton solver is called twenty times to obtain the convergence of the non-

linear finite element analysis, hence the computational time of Scenario B is twenty times

compared to Scenario A. To balance the accuracy and computational cost, in the following

multiscale design, Stokes flow is assumed for both Scenario A and B in microscale.

4.4.3 Scenario A for multiscale: Reynolds number Re=50.

In order to obtain an optimal multiscale design, as mentioned, a macroscale finite

element analysis should be required before inverse homogenization. The porosity for

Brinkman damping term is defined as 0.25, which indicates the volume fraction of cylinder

micropillar in an initial design:

1−θe = 0.25 (4.50)

In Scenario A, Reynolds number Re=50 is employed. From the macroscale finite element

analysis, the velocity and strain fields data is obtained (Fig. 4.11a).The data is incoporated
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Table 4.4.. Energy loss of the original design (Init.) and optimal designs (Opt.)
under selected boundary conditions for Scenario B (Re=15).

(a) u= {1,0} (b) u= {0,1} (c) u= {1,1}
Init. Opt. Init. Opt. Init. Opt.

(1) ε= {0,0,0} 1149.3 606.2 1149.2 606.2 2329.9 1288.8

(2) ε= {1,0,0} 3683.4 2451.6 2511.1 1897.2 4896.3 3002.7

(3) ε= {0,1,0} 2549.7 2224.8 3710.7 2457.8 4942.1 3098.2

(4) ε= {0,0,1} 3054.2 1550.6 2989.1 1460.1 5486.1 2778.6

(5) ε= {−1,0,0} 1377.6 1221.7 2541.7 1897.2 2548.9 1896.4

(6) ε= {0,−1,0} 2525.7 1880.9 1364.9 1219.7 2510.9 1803.3

(7) ε= {0,0,−1} 651.6 229.4 719.1 229.4 683.5 229.5

Table 4.5.. Average velocity magnitude of the original design (Orig.) and
optimal designs (Opt.) under selected boundary conditions for Scenario B
(Re=15).

(a) u= {1,0} (b) u= {0,1} (c) u= {1,1}
Orig. Opt. Orig. Opt. Orig. Opt.

(1) ε= {0,0,0} 0.8428 0.9297 0.8426 0.9296 1.1809 1.2767

(2) ε= {1,0,0} 1.2816 1.4112 0.9521 1.0346 1.5221 1.7496

(3) ε= {0,1,0} 0.9455 1.1344 1.2519 1.3877 1.5096 1.7332

(4) ε= {0,0,1} 1.3659 1.4824 1.3432 1.5066 1.7752 2.0752

(5) ε= {−1,0,0} 0.4251 0.4763 0.9362 1.0346 0.9431 1.0344

(6) ε= {0,−1,0} 0.9513 1.0465 0.4356 0.4838 0.9501 1.0465

(7) ε= {0,0,−1} 0.6236 0.7023 0.6115 0.7022 0.6212 0.7020
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to microscale inverse homogenization problem statements, consequently the optimal mi-

cropillar arrays are generated (Fig. 4.11b and c). The resulting optimal micropillar arrays

should in coordinate with macroscale velocity and strain fields.

4.4.4 Scenario B for multiscale: Reynolds number Re=900.

Following the same procedure, the final design of optimal micropillar arrays for Sce-

nario B is obtained. With Reynolds number Re=900, the velocity and strain data derived

from finite element analysis is shown in Fig. 4.12a. Since the Reynolds number is in-

creased, the velocity and strain magnitudes of Scenario B are siginificantly higher than

Scenario A. Remarkably, a zone containing high strain value is existed in the upper side

of the marcoscale design domain, due to dramatical velocity variation caused by the fluid

jetting from the inflow and impinging to the right side boundary. The resulting optimal mi-

cropillar arrays in coordinate with the velocity and strain fields are shown in (Fig. 4.11b and

c). These two panels can be converted to STL format and printed by micro and nano-scribe

3D printer.

4.5 Conclusion

In this Chapter, multiscale topology optimization has been applied to the design of

micropillar arrays in microfluidic devices, using non-linear Navier-Stokes flow model. A

novel approach of inverse homogenization for fluid flow is proposed. The resulting mi-

cropillars are in fish-body alike shapes and in coordinate with the macroscale velocity and

strain fields. In contrast to common utilized micropillar arrays, the optimal micropillar

arrays leading a design with lower flow separation, lower energy loss and higher average

velocity magnitude. Furthermore, compared with the common utilized micropillar arrays,

the proposed method is customized to specific geometric boundary conditions and physics

features.

Two simplifications are assumed in the proposed model. First, the laminar flow model

is assumed. Second, the proposed microscale design model assume each micropillar is
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composed of Brinkman penalization term, which reduces fluid-structural interaction of the

fluid around the micropillar. To calibrate the method and analysis the errors, we are planing

to produce the design using microscale additive manufacturing, and implementing exper-

imental studies. In addition, further update of this method includes application to three-

dimensional elements, parallel compuation, as well as extention to transient and turbulent

problems.
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(a) The initial micropillar design with specific boundary conditions and their velocity magnitude plots (Re=0).
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(b) The optimal micropillar designs with specific boundary conditions and their velocity magnitude plots (Re=0).

Figure 4.9.. The optimal micropillars and the resulting velocity magnitude
plots under specific boundary conditions for Scenario A (Re=0, Stokes flow).
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(a) The initial micropillar design with specific boundary conditions and their velocity magnitude plots (Re=15).

(b) The optimal micropillar designs with specific boundary conditions and their velocity magnitude plots (Re=15).

Figure 4.10.. The optimal micropillars and the resulting velocity magnitude
plots under specific boundary conditions for Scenario B (Re=15).
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(a) Velocity and strain field derived from macroscale finite element analysis
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(b) Top view of multiscale design of micropillar arrays (c) STL file of the multiscale design

Figure 4.11.. Final design of micropillar arrays for Scenario A(Re=50).



106

Inflow

Outflow

Inflow

Outflow

𝒖(a) 𝑢#(b) 𝑢$(c)

m/s m/s m/s 1/𝑠 1/𝑠 1/𝑠

(d) (e) (f)

(a) Velocity and strain field derived from macroscale finite element analysis

(b) Top view of multiscale design of micropillar arrays (c) STL file of the multiscale design

Figure 4.12.. Final design of micropillar arrays for Scenario B(Re=900).
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5. THERMOMECHANICAL TOPOLOGY OPTIMIZATION OF

LATTICE HEAT TRANSFER STRUCTURE INCLUDING

NATURAL CONVECTION AND DESIGN DEPENDENT HEAT

SOURCE

Lattice Heat Transfer (LHT) structures provide superior structural support whilst improv-

ing the heat transfer coefficient by means of their high surface-to-volume ratio. By using

current Additive Manufacturing (AM) technologies, LHT with highly complex structures is

possible. In this Chapter, the design concept of LHT is further improved by implementing

a thermomechanical topology optimization method. With utilization of design-dependent

heat source, the method can be applied to generate stiffer LHT structure under mechanical

and thermomechanical load, without decreasing its thermal performance, compared to a

design made of uniform LTH having the same mass fraction. Two numerical examples are

presented to illustrate how to use the proposed approach to design LHT sections. The result

shows, by applying the proposed approach, the mechanical performance can be improved

more than 50% compared to a uniform LTH with the same mass fraction, without decreas-

ing the thermal performance. The method does not require fluid mechanics model thus it

is computational effective and particularly suitable for the conceptual design stage. The

resulting optimized lattice made possible by utilizing additive manufacturing technologies.

5.1 Background and motivation

Lattice Heat Transfer (LHT) structures provide superior structural support whilst im-

proving the heat transfer coefficient by means of their high surface-to-volume ratio [125,

172, 173]. Especially, the accelerated development of additive Manufacturing (AM/3D

Printing) technologies enables the design and production of intricate lattice structure, of-
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fering significant cost savings, particularly in designs having high geometric complex-

ity [48, 174, 175]. In terms of this multifunctional advantages, lattice structure recently

attracted great research interests in the applications which simultaneously requiring me-

chanical high strength and heat transfer rate [123, 124]. These application includes e.g.

gas turbine blade and cooling system of injection molds. In gas turbine blades, insert-

ing lattice structure as cooling layer provides the sufficient structural strength of the blade

and an overall heat transfer rate two to three times compared to those of a smooth chan-

nel [176–178]. Lattice layers have been implemented as cooling system for injection mold,

leading a 20% reduction in cooling time, compared to the design having non-lattice con-

formal cooling [179–181].

Current lattice heat transfer structures are mainly composed of uniformly distributed

unit cells each having the same porosity, randomly generated foam-like porous media,

as well as structures similar to fins and pillar arrays. The common way to find the op-

timised LHT structures is carrying out analysis based on simulation data collected after

designs are generated, and experimental data recorded after the structures are produced

[123–125, 172, 173]. However, the limited design freedom and collected data could hardly

prove the satisfied optimality of the structure. To overcome these drawbacks, in this re-

search, a topology optimization approach is proposed to attain flexible and complex lattice

structures that significantly improve the design optimality. As a LHT structure concurrently

requires transfering heat, and withstanding pure mechanical load as well as thermal stress

induced by the temperature gradient, a thermomechanical topology optimization could be

incorporated to optimize a LHT structure. Traditional thermomechanical topology opti-

mization has been employed to create thermal actuator [91,182,183], thermal management

device for spacecraft [10,92], and injection mold [151]. However, in these approaches, the

investigation involve convective heat transfer on the structure’s boundary surfaces remains

scarce in iterature and is explored in this work.

Convective heat transfer that have been discussed in the context of topology optimiza-

tion theory are mainly composed of either a thermal-fluid (conjugate) heat transfer model,

or a heat transfer model only consisting of solid structure. In a thermal-fluid model based
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topology optimization, the natrual and forced convective heat transfer are affected by fluid

field resulting from Navier-Stokes equation or Darcy equation [32, 94, 128], which maybe

time-consuming to couple with thermomechanical model, and unattractive for early stage

conceptual design studies. An alternative approach is to employ design-dependent heat

source in the topology optimization of heat transfer problem without a fluid model. The

design-dependent heat source means that the heat source varies with the element states or

material itself, and it was initially tackled topology optimization of heat conduction prob-

lem [84]. Further, design-dependent heat source has been incorporated to analyze heat

transfer model taking into account heat conduction, convection, and internal heat genera-

tion [77, 78, 121].

In this study, convective heat transfer and design-dependent heat source is coupled

with thermomechanical model, resulting in a novel topology optimization method. The

method is espcially tailored to the design of multifunctional lattice heat transfer (LHT)

structures requiring adequate thermal, mechanical and thermomechanical performance. In

this method, it is assumed the design-dependent heat source is only located at fluid phase,

and the optimised fluid and solid phase distribution is available as a result of thermome-

chanical topology optimization. The paper is organized as follows: In Section two, the

finite element analysis of thermomechanical model is briefly presented; In Section three,

the proposed thermomechanical topology optimization including sensitivity analysis is il-

lustrated; Two numerical examples are shown in Section Four. Finally, the summary of this

work is presented in Section Five.

5.2 Finite element analysis of thermomechanical model

In a coupled thermomechanical model, both pure mechanical load and thermomechan-

ical load caused by non-uniform temperature field should be considered. The overall ther-

mal and mechanical performance is significantly influenced by the heat source distribution.

In this study, it is assumed that the heat source is only applied to areas containing fluid.

With the application of the proposed method, the optimized shape, location and numbers
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of areas are obtained. Before the illustration of the method, procedures of thermomechani-

cal finite element analysis (FEA) is briefly described as follows, where natural convection

and design-dependent heat source is incorporated.

5.2.1 Thermal model with convection and design-dependent heat load

In a thermal model, the energy dissipation can be written as

Q =
1
2

∫

Ω
∇Tᵀκ(θ)∇TdΩ−Wq, (5.1)

where κ is the thermal conductivity tensor, ∇T indicates temperature gradients, and W is

the external work. Discretize Eq. (5.1) yields

Q = T(θ)ᵀKt(θ)T(θ)−qᵀT(θ), (5.2)

In a static equilibrium state ∂Q
∂T = 0, Fourier equation in Matrix form is formulated:

Kt(θ)T(θ) = q(θ) (5.3)

where the global stiffness of heat transfer Kt is composed of stiffness matrix of thermal

conduction Kcond and natural convection Kconv:

Kt(θ) = Kcond(θ)+Kconv(θ). (5.4)

In Eq. (5.4),

Kcond(θ) =
ne

∑
e=1

∫

Ω
∇Nᵀκ(θ)∇NdV, (5.5)

where

κ(θ) = κmin +(κs−κmin)θ p1, (5.6)

where p1 is a penalty number. This material interpolation scheme indicates the thermal con-

ductivity is higher when the solid material containing more volume in an element.Notably,

κmin is the minimum thermal conductivity for an element to avoid singularity in matrix

computation. The stiffness of natural convection is formulated as

Kconv =
ne

∑
e=1

h
∫

V
NᵀNdV, (5.7)
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where h is convective heat transfer coefficient. In Eq. (5.3), q is the boundary heat source

vector which composed of constant heat source q0 and a design-dependent heat source

q0(θ).

q(θ) = q0 +q0(θ), (5.8)

In this equation,

q0(θ) =
ne

∑
e=1

h1(θ)
∫

V
NdV. (5.9)

The design-dependency is represented by the following material interpolation function

h1(θ) = h f (1−θ p2) (5.10)

In terms Eq. (5.10), the design-dependent heat source is provided by voids containing fluid.

This material interpolation scheme assumes there is a maximum design-dependent heat

source h f when the element V is filled with fluid, and zero when the element is filled with

solid. When the element is filled with fluid, the design dependent heat source q0 reaches

its maximum value q0.

5.2.2 Thermomechanical model with convection and design-dependent heat load

Solving the heat transfer model, it will result in a non-uniform temperature field, which

induce thermo-elastic strain and stress fields. For a thermomechanical structure, the strain

and stress relations can be described as

D
(
ε−εT

)
= σ (5.11)

In Eq. (5.11), D is elasticity tensor, and ε is strain due to mechanical load. εT is strain due

to thermal-elastic load coupling the temperature field derived from thermal model. The

elementwise thermal-elastic strain εT is formulated as

εTe = α(θ)
(
NTe(θ)−T0

)
1 (5.12)

where α is thermal expansion coefficient related to proportion of solid phase in the an

element θ and penalty number p3:

α(θ) = αmin +(α0−αmin)θ p3. (5.13)
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Te(θ) is the elemental temperature obtained from thermal model. The strain energy density

is

Φ =
1
2

∫

Ω

(
ε−εT

)ᵀD(θ)
(
ε−εT

)
dΩ−W, (5.14)

Discretize Eq. (5.14) yields

Φ =
1
2

uᵀKelast(θ)u− fth
ᵀ(θ,T(θ)

)
u− fᵀu, (5.15)

In Eq. (5.15), the thermo-elastic load fth is represented as

fth
(
θ,T(θ)

)
= Kmt(θ)T(θ), (5.16)

where Kmt is thermo-mechanical coupling stiffness matrix

Kmt(θ) =
ne

∑
e=1

∫

V
BᵀD(θe)αNdV, (5.17)

and nodel temperature T(θ) is derived from Eq. (5.15) assocaited to the thermal model.

B is the matrix representing strain-displacement relation. The stiffness matrix of elasticity

Kelast is

Kelast(θ) =
ne

∑
e=1

∫

V
BᵀD(θe)BdV. (5.18)

u is the nodal displacement, and f is the external force.

In a static equilibrium state ∂Φ
∂u = 0, Hook’s law in matrix form is formulated:

Kelast(θ)u(θ) =
(

fth
(
θ,T(θ)

)
+ f
)ᵀ

u(θ) (5.19)

5.3 Proposed thermomechanical topology optimization

As aforementioned, the heat source can be divided to constant heat source q0 and

design-dependent heat source qi
0(θ). In this problem, we assume constant heat source

is applied to the boundary surface Γ in Figure. 5.1. As described in Eq. (5.9) and Eq.

(5.10), the heat source is applied to the cavities ω1 to ωn in Figure. 5.1. The shape, lo-

cation, area, and numbers of these cavities are unknown. which will be defined from the

proposed algorithm. However, the two equations show, the sum of these design-dependent
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Figure 5.1.. An Illustration of design domain, constant and design-dependent
heat source for proposed method.

heat source should have an upper bound q̄, if the volume fraction of all the cavities have an

upper bound. These heat source conditions can be formulated as:

q0 ∈ Γ, qi
0(θ) ∈ ωi (i = 1 . . .n),

n

∑
i=1

qi
0 = q

(5.20)

The heat load could induce a non-uniform temperature field, thus a thermal load field

fth
(
θ,T(θ)

)
is obtained. A superposition of the intermal thermal load and external mechan-

ical load f is applied as the total load to formulate the load of thermomechanical problem.

In a thermomechanical topology optimization problem, it is desire to obtain high ther-

mal and mechanical performance. A common used measurement for thermal perforamance

is heat compliance

Jt = q(θ)ᵀT(θ). (5.21)

For mechanical performance, the mechanical compliance is adopted as

Jm =
(

fth
(
θ,T(θ)

)
+ f
)ᵀ

u(θ). (5.22)

In this article, mechanical compliance is utilized as objective function of thermomechanical

topology optimization, while the thermal compliance is defined as a constraint that should

be smaller than the reference value of the initial design J0
t :

minimize Jm(θ)

subject to Jt(θ)≤ J0
t (θ)

(5.23)
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At the same time, the mass constraints for the structure and each elements

m(θ)≤ m(θ0)

θ min ≤ θ ≤ θ solid,
(5.24)

where m is the mass of the structure, and m(θ)0 is a given constant. θ min is the minimum

allowable density for each element, which is the relative density of fluid phase in this study.

θ solid is the relative density of solid phase, equal to 1. Finally, Fourier’s law Eq. (5.3)

and Hook’s law Eq. (5.19) are required to be satisfied. Finally, the problem statement of

proposed thermomechanical topology optimization is

find θ∗ ∈ Rnc

minimize Jm(θ)

subject to Jt(θ)≤ J0
t (θ)

m(θ)≤ m(θ0)

θ min ≤ θ ≤ θ solid

q0 ∈ Γ, qi
0(θ) ∈ ωi (i = 1 . . .n),

n

∑
i=1

qi
0 = q

satisfying q(θ) = Kt(θ)T(θ)

fth
(
θ,T(θ)

)
+ f = Kelast(θ)u(θ).

(5.25)

To analysis sensitivity of this problem Eq. (5.25) can be rewritten as the form of La-

grangian function Ł:

Ł =
(

fth
(
θ,T(θ)

)
+ f
)ᵀ

u(θ)+λJ

(
q(θ)ᵀT(θ)−βJ0

t (θ)
)
+

λm
ᵀ
(

Kelast(θ)u(θ)− f− fth
(
θ,T(θ)

))
+

λt
ᵀ (Kt(θ)T(θ)−q(θ))

(5.26)
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Where λm
ᵀ and λt

ᵀ are adjoint vectors, and λJ is a penalty which is activated when the

thermal compliance is greater than the initial design value, β is a relaxation factor equal to

1.1:

if Jt(θ)≤ βJ0
t (θ), λJ = 0

otherwise λJ = 1
(5.27)

Since fth a function of relative density θ and temperature T(θ), T(θ) is a function of

θ, and q(θ) is a function of θ, the derivatives of the Lagrangian for each element θ are

written as

∂Ł(θ)
∂θ

=u(θ)ᵀ
∂ fth

∂θ
+u(θ)ᵀ

∂ fth

∂T(θ)
∂T(θ)

∂θ
+(f+ fth)

ᵀ∂u(θ)
∂θ

+

λJT(θ)ᵀ
∂q
∂θ

+λJqᵀ∂T(θ)
∂θ

+

λm
ᵀ
(

∂Kelast(θ)
∂θ

u(θ)+Kelast(θ)
∂u(θ)

∂θ
− ∂ fth

∂θ
− ∂ fth

∂T(θ)
∂T(θ)

∂θ

)
+

λᵀ
t

(
∂Kt(θ)

∂θ
T(θ)+Kt

∂T(θ)
∂θ

− ∂q(θ)
∂θ

)

(5.28)

In order to cancel ∂u(θ)
∂θ term and ∂T(θ)

∂θ , the value in adjoint vectors can be defined to satisfy

((f+ fth)
ᵀ+λm

ᵀKelast(θ))
∂u(θ)

∂θ
= 0

(
u(θ)ᵀ

∂ fth

∂T(θ)
+λt

ᵀKt(θ)−λm
ᵀ ∂ fth

∂T(θ)
+λJq(θ)ᵀ

)
∂T(θ)

∂θ
= 0,

(5.29)

By sequentially solving the above two equations, finally, the sensitivity is derived as

∂L(θ)
∂θc

=u(θ)ᵀ
∂ fth

∂θ
+λJT(θ)ᵀ

∂q(θ)
∂θ

+λm
ᵀ
(

∂Kelast(θ)

∂θ
u(θ)− ∂ fth

∂θ

)

+λt
ᵀ
(

∂Kt(θ)

∂θ
T(θ)− ∂q(θ)

∂θ

)
.

(5.30)

5.4 Numerical examples

Two numerical examples are shown in this section, namely Design 1 and Design 2.

Both of these two designs share the same boudary conditions associated to heat transfer,

but their boundary condition for thermomechanical models are different. In Design 1, the
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bottom edge is fixed, and compressive pressure is imposed on the top edge. In Design 2, the

boundary condition and mechanical load locations are following a typical Messerschmitt-

Bölkow-Blohm (MBB) beam example. Assume the initial design domain is composed of

X-bracing lattice structure having a mass fraction of m(θ0)=0.5. X-bracing lattice structure

is adopted since it can be produced without requiring additional materials for supporting

structure in additive manufacturing.

To reveal the capability of the proposed method, for each design, four scenarios (A-D)

are examined. The results of initial design for each four scenarios are listed as Scenarios

a to d. In Scenario A and a, only thermal boundary conditions and supports for thermo-

mechanical model are applied. All the mechanical loads are induced from non-uniform

temperature field derived from heat transfer model. In Scenario B and b, an additional

external constant heat flux is applied. Then, in Scenario C and c, an external pressure or

force is imposed on the boundary. Finally, in Scenario D and d, the convective heat trans-

fer coefficient is doubled. The penalization numbers values are p1=5, p2=3, and p3=1.2.

The relative density of fluid phase θ min is equal to 0.15. For all of these examples, non-

dimensional parameters are used.

5.4.1 Example 1:A lattice heat transfer section withstanding compressive mecahan-

ical load

In the first example, a rectangular design domain having 120×240 elements are fixed

at the bottom edge. In the thermal model, design-dependent heat source is imposed on the

entire design domain. The maximum value of the heat source value per element q0 is 0.01,

convective heat transfer coefficient h is equal to 0.005. The thermal model results in a non-

uniform temperature field, inducing thermomechanical loads. In Scenario A and a, only

the induced thermomechanical loads are considered in the mechanical model. In Scenario

B and b, apply boudary heat source q2=0.1 to each node on the bottom edge (Fig. 5.3).

Then, in Scenario C and c, compressive pressure p=0.005 is applied to the each node on
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Table 5.1.. A summary of boundary condition for Scenarios

Scenario Boundary condition of Boundary condition of

thermal problem thermomechanical problem

a and A Volumetric design-dependent Thermomechanical

a and A heat source load

b and B In addition to volumetric design-dependent Thermomechanical l

heat source, apply a constant load

heat source to the bottom edge

b and B In addition to volumetric design-dependent In addition toThermomechanical l

heat source, apply a constant load, apply external mechanical

heat source to the bottom edge load to the boundary edges

b and B In addition to volumetric design-dependent In addition toThermomechanical l

heat source, apply a constant load, apply external mechanical

heat source to the bottom edge, load to the boundary edges

increasing convective heat transfer coefficient

the top edge (Fig. 5.4). Then, in Scenario D and d, the convective heat transfer h is doubled

from 0.005 to 0.01 (Fig. 5.5).

The topology, temperature distribution and displacement magnitude plot of the first ex-

ample are shown in Fig. 5.2 to Fig. 5.5, and the key results are listed in Table 5.2. The

mechanical compliance of optimal designs are only 40% to 52% of the initial designs,

while thermal compliance are maintained 95% to 102% of the initial designs. In addition,

it is interest to observe some key results such as mean displacement magnitude ‖̂ u ‖, max-

imum displacement magnitude ‖ u ‖ , maximum temperature T̂ and mean temperature T.

The mean displacement magnitudes of the optimal designs are 56% to 77% of the initial

designs, and the maximum displacements of the optimal designs are only 21% to 27% of

the initial designs. The mean temperature of the optimal designs are 91% to 94% of ini-
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q = q# θ , 𝑞# = 0.01,
h = 0.005

Thermal model Thermomechanical model

f-.(𝐓, θ)

Support

Design 1a

q = q# θ , 𝑞# = 0.01,
h = 0.005

f-.(𝐓, θ)

Support

Thermal model Thermomechanical model

q = q# θ , 𝑞# = 0.01,
h = 0.005

Design 1A

Figure 5.2.. Topology, temperature distribution, and displacement magnitude
distribution of initial and optimal design for scenario 1A and 1a.

tial designs, which implies a limited compromising of thermal performance to ensure the

significant mechanical performance. The maximum temperature of the optimal designs are

72% to 102% of the initial designs, implies though the overall heat transfer performance is

generally maintained, the local heat transfer performance may not be guaranteed.
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q = q# θ , 𝑞# = 0.01,
h = 0.005

f-.(𝐓, θ)
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Thermal model Thermomechanical model
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q = q# θ , 𝑞# = 0.01,
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Design 1b

q = q# θ , 𝑞# = 0.01,
h = 0.005

f-.(𝐓, θ)

Support

Thermal model Thermomechanical model

q2 = 0.1

q = q# θ , 𝑞# = 0.01,
h = 0.005

Design 1B

Figure 5.3.. Topology, temperature distribution, and displacement magnitude
distribution of initial and optimal design for scenario 1B and 1b.

5.4.2 Example 2: A lattice heat transfer section with boundary conditions of a MBB

beam

In the second example, the thermal model remains the same as the first example, and

the supports are located at left edge and the right bottom corner, in terms of a half MBB

beam. In Scenario A and a, only the induced thermomechanical loads are considered in

the mechanical model (Fig. 5.6). In Scenario B and b, apply boudary heat source q2=0.1 to

each node on the bottom edge (Fig. 5.7). Then, in Scenario C and c, an external load p=1.2
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h = 0.005

Design 1C

Figure 5.4.. Topology, temperature distribution, and displacement magnitude
distribution of initial and optimal design for scenario 1C and 1c.

is applied to the left top corner (Fig. 5.8). Then, in Scenario D and d, the convective heat

transfer h is doubled from 0.005 to 0.01 (Fig. 5.9).

The topology, temperature distribution and displacement magnitude plot of the second

example are shown in Fig. 5.2 to Fig. 5.5, and the key results are listed in Table 5.3. The

results show trends similar to the first example: The mechanical compliance of optimal de-

signs are only 27% to 46% of the initial designs, while thermal compliance are maintained

94% to 110% of the initial designs. The mean displacement magnitudes of the optimal
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Figure 5.5.. Topology, temperature distribution, and displacement magnitude
distribution of initial and optimal design for scenario 1D and 1d.

designs are 26% to 79% of the initial designs, and the maximum displacements of the op-

timal designs are only 22% to 46% of the initial designs. The mean temperature of the

optimal designs are 91% to 100% of initial designs, which implies a limited compromising

of thermal performance to ensure the significant mechanical performance. The maximum

temperature of the optimal designs are 73% to 103% of the initial designs, which shows

though the overall heat transfer performance is generally maintained, the local heat transfer

performance may not be guaranteed.
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Table 5.2.. Key results of example 1: A LHT section withstanding compressive
mecahanical load

Case Jm(θ) Jt(θ) ‖̂ u ‖ ‖ u ‖ T̂ T

Design 1a 285.90 1843.1 2.3133 47.617 0.9331 2.1032

Design 1A 160.38 1736.4 1.7944 10.006 0.9027 2.1518

Design 1b 282.53 1863.1 2.3755 47.718 1.0408 2.7952

Design 1B 152.36 1758.1 1.8206 10.172 0.9477 2.153

Design 1c 301.76 1863.1 4.2062 50.115 1.0408 2.7952

Design 1C 158.8 1798.4 2.672 11.392 0.9571 2.164

Design 1d 83.613 958.25 3.1024 27.8121 0.5212 1.8108

Design 1D 33.704 984.42 1.7487 7.5790 0.4945 1.3121

Table 5.3.. Key results of example 2: A LHT section with boundary conditions
of a MBB beam

Case Jm(θ) Jt(θ) ‖̂ u ‖ ‖ u ‖ T̂ T

Design 2a a 350.86 1855.4 3.5224 53.560 0.9981 2.109

Design 2A 164.04 1753.6 2.2592 12.1389 0.9049 2.1697

Design 2b 347.32 1874.7 3.8300 52.242 1.0457 2.7952

Design 2B 156.20 1886.1 3.0133 15.246 0.9923 2.1489

Design 2c 814.94 1874.7 127.36 416.61 1.0457 2.7952

Design 2C 327.53 2032.2 55.0129 192.24 1.0517 2.1649

Design 2d 551.70 963.79 126.97 394.31 0.5236 1.8108

Design 2D 152.30 1058.7 32.516 111.15 0.5128 1.3163
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Figure 5.6.. Topology, temperature distribution, and displacement magnitude
distribution of initial and optimal design for scenario 2A and 2a.

5.5 Conclusion

This Chapter presents a novel thermomechanical topology optimization method with

consideration of convective heat transfer and design-dependent heat source, that exploits

the benefits of multifunctional lattice heat transfer structure. The heat source is dependent

on if the material is solid or fluid, thus the optimised solid-fluid interface and heat source

distribution can be obtained through the method. Since the method does not require a fluid

mechanics model, it is computationally efficient and especially appropriate to be applied in



124

f"#(𝐓, θ)
Support

Thermal model Thermomechanical model

q* = 0.1

q = q/ θ , 𝑞/ = 0.01,
h = 0.005

Support

Design 2b

f"#(𝐓, θ)
Support

Thermal model Thermomechanical model

q* = 0.1

q = q/ θ , 𝑞/ = 0.01,
h = 0.005

Support

Design 2B

Figure 5.7.. Topology, temperature distribution, and displacement magnitude
distribution of initial and optimal design for scenario 1Band 1b.

the conceptual design stage. With the application of this method, the mechanical stiffness

of the lattice heat trasnfer structure due to mechanical and thermomechanical loads is sig-

nificantly improved, while the overall heat transfer performance is maintained. The final

design shows complex lattice structures that can augment current additive manufacturing

technologies.

Finally, limitations of this method and future work are addressed. First, the method use

design-dependent heat source to replace accurate fluid mechanics model, it could not reflect

velocity field, therefore it could not reflect the temperature gradient caused by forced con-
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Figure 5.8.. Topology, temperature distribution, and displacement magnitude
distribution of initial and optimal design for scenario 1C and 1c.

vection in the fluid. Therefore, it implies the method is limited to investigate the problem

that the velocity difference in the fluid is small. Second, the results of numerical example

show the method may not ensure to maintain the local heat transfer performance. For a

detailed design, thermal-fluid-structure coupled simulation and experimental study is also

required.
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Figure 5.9.. Topology, temperature distribution, and displacement magnitude
distribution of initial and optimal design for scenario 1D and 1d.
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6. DESIGN OF CONFORMAL COOLING CHANNELS USING A

VERSATILE THERMAL-FLUID TOPOLOGY OPTIMIZATION

Current design methods of conformal cooling systems are either intuitive or parametric op-

timization based that lack of optimally and complexity. Thermal-fluid topology optimiza-

tion has the potential to generate free-form, complex and optimal channels distribution.

However, existing research about thermal-fluid topology optimization remain scarce and

they have restricted flexibility to allow thermal-fluid parameters changing in a wide range,

or unable to involve external heat source in analysis. To solve these issues, we code a novel

thermal-fluid topology optimization algorithm in this study. The proposed method contains

a Navier-Stokes flow and heat transfer coupled finite element analysis with a Newton itera-

tive solver. Further, the sensitivity analysis of the coupled thermal-fluid field is analytically

derived using adjoint method, which avoids the appearance of dead-end channels. Applying

this method leads versatile topologies with regularities in terms of different combinations

of thermal-fluid parameters such as Reynolds number, Prandtl number and thermal diffu-

sivity. Finally, the method is applied to design a conformal cooling of an injection mold,

which is produced through Direct Metal Laser Sintering additive manufacturing.

6.1 Background and motivation

Additive manufacturing allows the fabrication of highly complex parts and tools, ex-

tending the design possibilities of conformal cooling systems in heat exchangers and com-

ponents that require heat dissipation. In particular, increasing the complexity and optimally

of the cooling system in an injection mold offers the potential to increase the heat transfer

rate in a uniform manner across the surface of the injected part, which improves the effi-

ciency of the injection process, enhances the quality of the part, and significantly reduces

the production cost [145]. The optimization methods of conformal cooling systems have
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been extensively investigated [184, 185]. In these studies, conformal cooling systems were

optimized in terms of parametrized geometric control points, and their optimal shapes were

obtained through parameters optimization with surrogate models. Unfortunately, these de-

sign methods are limited by the constraints of their simple architecture. To attain an archi-

tecture with a higher geometric complexity, a morphological surface based cooling network

has been proposed. In this method, a surface conformal to the heat source is pre-defined

to allow cooling channels positioning, hence the channels have equal distance to the heat

source and a uniform cooling is expected to achieve [186]. The cooling channels can be lo-

cated with regard to thermal performance results from steady-state finite-element analysis

(FEA) (Fig. 6.1a) [187]. The channels also can be designed based on a Centroid Voronoi

diagram to generate a complex flow network thoroughly covering the entire morphology

surface, which reminds the capillary network in nature [188] (Fig. 6.1b). However, these

intuitive driven design methods cannot ensure the thermal-fluid optimally of the system.
1002 Y. Wang et al. / Computer-Aided Design 43 (2011) 1001–1010

Fig. 1. Overview of the cooling circuit generation algorithm: (a) a given model to be fabricated by rapid tooling, (b) the offset surface of the given model, (c) the separated
offset surface serving as the conformal surface, (d) the refined discrete CVD, and (e) the resulting conformal cooling circuit.

locate the center of cooling channels is first computed by an offset
surface generation method [8]. We then compute the centroidal
Voronoi diagram (CVD) on the conformal surface; the boundary of
the CVD will be used as the central lines of the cooling channels.
Fig. 1 illustrates the steps of our algorithm to generate a conformal
cooling circuit for a given product with freeform surfaces.

The major technical contribution of this paper is a new algo-
rithm for designing the conformal cooling circuit and the method
to determine the input parameters for geometric computation ac-
cording to the conformal cooling studies. As a result, our approach
offers the following advantages for cooling channel design in rapid
tooling.

• Conformability: The circuit of the cooling channels generated by
our approach has a shape that is conformal to the surface of
the products to be fabricated. We do not make any assumption
about the shape of the products; therefore, the circuit design
algorithm is generic and can be applied to a variety of products
(even those having very complicated shapes).

• Automation: The generation pipeline of the cooling channel
can be performed automatically by only asking for several
parameters from users. No tedious interactive modeling (or
processing) is required, which greatly improves the efficiency
of the cooling system design in rapid tooling.

To the best of our knowledge, there is no approach in the liter-
ature that can provide similar functionality to our method.

The rest of our paper is organized as follows. After reviewing
related work in Section 2, the algorithm for designing and
generating conformal cooling circuits is presented in Section 3.
Section 4 formulates the physical equations to determine the input
parameters for geometric modeling algorithms. The simulation
results are shown in Section 5, and discussions on the limitations
and futurework are given in Section 6. Finally, our paper endswith
our conclusions in Section 7.

2. Related work

In the literature, there is now a substantial body of research
on the design and analysis of conformal cooling channels for
injection molding [1,2,7,4,9,5,10–12,3,6]. Based on the 3D printing
process, a number of studies have developed designmethodologies
and fabrication techniques for conformal cooling, which provided
significant advantages in controlling both the tool temperatures
and the dimensions ofmolded parts. In a conformal cooling system
(e.g., [1,2]), the tool temperature becomes steady after a single
injection. The conformal cooling condition was mathematically
stated as requiring the time constant of a mold to be less than
one injection cycle. According to this condition, we approximate
the typical dimensions of the cooling channel in our design
approaches.

Li [7] produced the final cooling system by synthesizing the
subsystems defined on each of the recognized features of plastic
parts. However, as the feature decomposition step is hard to be
automated, his approach may in general need interactive input

from users. In contrast to the feature-based approach, cooling
channels were also examined in divided regions of the part
surface in [6], but the authors decomposed regions according to
the temperature distribution after the filling stage in molding
simulation. Their design strategywas addressed as an optimization
problem with defined objective function, the computation of
which could be very slow, as several simulation rounds are needed
to obtain good cooling channels. As addressed in [5], conformal
channels were also applied in a rapid thermal cycling process
(i.e. rapid heating and cooling during filling and packing stage),
not only for cooling. Sun et al. [12] suggested U-shape milled
groves for uniform cooling. Using finite element analysis and
thermal heat transfer analysis, Saifullah et al. [3] demonstrated the
advantage of a conformal cooling system. All these prior methods
do not provide an automatic method for generating the layout of
conformal cooling channels on products with freeform shapes.

An offset surface of a solid H is the set of points having the
same offset distance r from the boundary of H . Basically, the offset
surface outside H is called the grown offset surface, and the offset
surface inside H is the shrunk offset surface. In our automatic
design algorithm for conformal cooling circuits, the grown offset
surface of a given product will be generated as the conformal
surface to locate the central lines of the cooling channels. Although
the offsetting operation is mathematically well defined [13],
offsetting a solidmodel exactly has proven to be difficult, especially
for freeform models. Simply shifting vertices by a distance r along
the surface normal vectors will lead to a self-intersected model,
which does not correctly represent a solid. Recently, Liu and
Wang have presented a new algorithm to generate intersection-
free offset surfaces [8]. The basic spirit of their algorithm is to
efficiently sample a narrow-band signed distance-field from the
input model on a uniform grid by four filters, and then to employ
an intersection-free contouring algorithm to build the offset mesh
surface from the signed distance-field. This algorithm is used in our
approach to create the conformal surface.

A Voronoi diagram (VD) on the plane is defined by a collection of
n sites, by which the diagram divides the plane into n subregions
such that the closest site of all the points within a subregion Si is
the site si inside this region. Every subregion can only hold one
site, which is called the Voronoi region. The boundaries of these
subregions are formed by points that are equidistant to more than
one nearest site. A centroidal Voronoi diagram (CVD) is a VD in
which each Voronoi site is also the mass-centre (centroid) of its
Voronoi region. Fig. 2 illustrates the difference between the VD and
CVD in a plane. A very useful property of CVDs is that they cover
spaces fairly (i.e., a CVD will tile the space into Voronoi regions
having the same area). Moreover, each Voronoi region of a CVD
often approximates a regular hexagonal shape. In our approach,
we will investigate the method to estimate the layout and the
number of cooling channels based on these good properties of a
CVD. Two-dimensional CVDs are easily produced by using Lloyd’s
algorithm [14]. However, since in our approach the CVDs should
be computed on the conformal surface (which is piecewise linear),
the algorithm for computing a discrete CVD [15,16] is used. But

InletOutlet

The temperature field obtained with the optimal fluid temper-
ature distribution is plotted in Fig. 8. Several cold zones can be
distinguished in this figure. These “cold” areas are not affected by
the thermal variations during a cycle. They are located in the
thermal steady-state zone.

In periodic steady-state, 95% of the energy released by the
polymer over a cycle is extracted by the coolant fluid and 5% is lost
with the surroundings. However at each instant, heat flux released
and extracted are not equal, a part being stored in the mould. The
storage and release of heat in the mould generate temperature
oscillations in the thickness of the mould which decrease within
the thickness. Two zones can be distinguished: the first one
(transient zone) close to the polymer where oscillations occur and
the second one (stationary zone) close to the cooling channels,
without oscillations. To be efficient, the cooling channels must be
located in this stationary zone.

The proposed methodology consists in giving to the discrete
cooling channels, the same shape as some isotherms located in the
stationary zone. Considering then a sufficient flow rate for the
coolant fluid in the designed channels, the temperature of this

Fig. 8. Temperature field in the mould at the end of the optimal cooling time. a: Front
view b: Back view.

Fig. 9. Cooling channels based on the shape of isotherms.

Fig. 10. Quarter of the part with final cooling system.

A. Agazzi et al. / Applied Thermal Engineering 52 (2013) 170e178176

(b)(a)

Figure 6.1.. (a) Conformal Cooling Designs Positioned on Morphological Sur-
faces [187]. (b) A Centroid Voronoi Diagram Based Flow Network Located on
Morphological Surfaces. [188].

An innovative and potentially transformational alternative is a freeform conformal cool-

ing design, characterized by its complexity and optimally. One of the most potentially ef-

fective way to generate an optimal freeform channel distribution is via finite element anal-

ysis (FEA)-based thermal-fluid topology optimization. Studies associated to un-coupled
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heat transfer and fluid flow topology optimization can be found in many literature. A

topology optimization focused on heat transfer problem aims to obtain optimal structure

with respect to thermal conduction [14,83,84], natural convection [76,77] and forced con-

vection [78, 79]. In these studies, surrogate material models are adopted to approximating

the characteristic of fluid field and convective heat transfer. On the other hand, the objective

of a topology optimization focused on fluid is to find channels that minimizing energy dis-

sipation due to drag force under certain flow categories such as Stokes [73,80] and laminar

flow [86, 87].Topology optimization of turbulent flow is still a new research area, in which

only a few of recent studies have been published [89, 90].

Comparatively, less studies in connection with a coupled thermal-fluid FEA based

topology optimization can be found. A thermal-fluid FEA has been incorporated to ob-

tain heat sinks targeting optimal thermal conduction and natural convection [94, 95]. To

investigate optimal channel shapes under forced convection, a thermal-fluid topology opti-

mization algorithm is proposed with incorporation of FEA coupling Stokes flow and heat

transfer [96]. However, a linear Stokes flow model is limited in application since the non-

linear advection term is neglected. To substitute the effect of non-linear advection term,

in a latest study, a Darcy flow FEA is employed as an approximate fluid flow model in

the thermal-fluid analysis [128]. Some researchers have attempted to exploit the non-linear

Navier-Stokes flow and convection-diffusion coupling FEA module in commercial soft-

ware COMSOL Multiphysicsr and make effort on secondary development [31, 32, 97]. In

this approach, heat transfer is evaluated by considering the internal heat exchange between

fluid-solid boundary in the fixed design domain. However, a topology optimization utiliz-

ing commercial software would be inconvenient to customize the physics model such as im-

pose an external heat source. Another studies consider the external heat source [24,98,99],

and formulate multi-objectives problem statements, in which thermal and fluid performance

are optimized as a weight-sum approach. However, in this method, it has to remain a sub-

stantial weighting factor on the objective with respect to fluid flow performance. When

this weighting factor is small, or the objective function is pure thermal performance, the re-

sult may shows dead-end channels, where the fluid flow may be intersected by solid phase
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and not be able to sucessfully pass from inlet to outlet. Additionally, these models has a

restricted flexibility to allow thermal-fluid parameters such as Reynolds number, Prandtl

number and thermal diffusivity changing in a wide range, and unable to properly reflect

how different combinations of these thermal-fluid parameters influence the resulting opti-

mal topologies.

To solve these issues, in this study, a novel thermal-fluid topology optimization algo-

rithm is developed. An in-house finite element code is created in MATLAB to solve coupled

nonlinear Navier-Stokes flow and heat transfer problem. This code consists of an external

heat source term, and it allows thermal-fluid parameters shifting in a wide range and leads

versatile solutions. With incorporation of non-linear FEA code with a Newton iterative

solver, a coupled thermal-fluid topology optimization is formulated. Further, the sensitiv-

ity analysis of the coupled thermal-fluid field is analytically derived using adjoint method,

which avoids the appearance of dead-end channels. It intriguingly shows, in terms of dif-

ferent combinations of thermal-fluid parameters, the algorithm results in diverse optimal

shapes with regularities. Further, the proposed method is applied to design an optimal con-

formal cooling channels for our industries partner. Several efforts in order to achieve an

applicable industrial product from a conceptual design are presented, which including gen-

eration of a symmetric and flow-balanced design, parametric computer-aided final design

and additive manufacturing.

This Chapter is organized as follows. In Section Two, the procedure to develop the cou-

pled thermal-fluid finite element model is described, and numerical results are presented.

In Section Three, the topology optimization algorithm is formulated and sensitivity anal-

ysis is explained. Also, the numerical example of the proposed topology optimization is

presented in Section Three. The procedure of design optimization of the conformal cooling

of injection mold by means of proposed algorithm is described in Section Four. Finally, the

conclusion and future work are signified in Section Five.
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6.2 Derivation of the thermal-fluid finite element analysis

The governing equations and their discretized form of thermal-fluid finite analysis re-

quired in the proposed method, including fluid-flow model and heat transfer model are

briefly described in this section. The details of these methods are illustrated in [171]. The

schematic figure of the design domain Ω in this study is shown in Fig. 6.2. The following

components are included in the boundary conditions: A prescribed heat source q, inflow

and outflow locations (Γin and Γout ), inflow and outflow properties such as inflow pressure

p1, temperature T and outflow pressure p0, and no slip and insulated boundary Γwall .

Γ"#$$, 𝑢' = 0𝑞

Ω

Γ,-
𝑝/, 𝑇' 𝑝'

Γ123

Figure 6.2.. Problem Description of The Proposed Finite Element Analysis
Model.

In this thermal-fluid analysis, assume there is no temperature field induced buoyancy

force field involved in Navier-Stokes equation, hence the fluid and thermal problem can be

solved segregately as explained in the next section.
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6.2.1 Fluid-flow model

1 A fluid finite element model is based on Navier-Stokes equations. A steady state

Navier-Stokes equations without fluid body force can be described by momentum and con-

tinuity equations are presented as follows:

Re(u ·∇)u=−∇p+∇2u−α(θ)u

∇ ·u= 0,
(6.1)

where Re is Reynolds number which measures the relation of inertia force dominated flow

and viscous force dominated flow:,

Re =
ρUL

µ
, (6.2)

here U and L are the characteristic length and velocity, ρ is the fluid density, µ is the

viscosity, u is the velocity field, p is the pressure field. α(θ) is interpolation function of

Brinkman Stiffness:

α(θe) = ρ
(

θmin +(1−θmin)
pb(1−θe)

pb +θe

)
, (6.3)

where θe is the proportion of fluid in an element, pb is a positive penalty parameter used

for tuning the function shape of α(θe) (Fig. 6.3). This term can be interpreted as a large

damping term that stops flow, which ensures the velocity in the solid domain (α(θe)=0)

vanishes.

By applying Galerkin method and Green identity, Eq. (6.1) can be discretized as

 K −Gᵀ

−G 0




︸ ︷︷ ︸
Kg


u

p




︸︷︷︸
U

=


f

0




︸︷︷︸
F

, (6.4)

where u, p and f are nodal velocity, pressure and force, respectively. In a two dimensional

problem, each node contains two directions of velocities: ue={ux
e, uy

e}. The matrix K is

constructed as

K = Ks +Kb +Ka. (6.5)
1The context of Section 6.2.1 is the same as Chapter 4, Section 4.2. It is repeated here for the convenience of
reading.
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function. Further, this appraoch has been accomplished in de-
tail, leaded an improvement of optimality [31–33]. In addition,
in these studies, the fluid model has been broaden from a Stokes
flow to Laminar flow model. However, these studies only con-
sider the heat transfer that is locally dependent on the flow field
and evaluated quantitatively on the fluid-solid boundary [32].
Besides,the results occasionally represented an unbalanced flow,
makes no sufficient flow rate through certain areas of a channel,
thus resulting in limited and non uniform heat transfer.

The proposed method aims to evaluate and optimize
comprehensive heat transfer performance of the entire design
domain. In the proposed method, material distribution is
directly affected by flow resistance, heat conduction, as well
as natural and forced convection. In addition, to specify the
cooling uniformity demand for an injection mold, the flow
balance of the cooling system is calibrated. The consequential
conceptual design is transferred to a Computer-aided Design
(CAD) format, and mapped to a morphological surface that
conformal to the injected part. For the fluid model, to reduce the
computational cost, a laminar flow is assumed in optimization
procedure in which the finite element model is frequently
called, and the feasibility of final three dimensional design is
verified in thermal-fluid finite element analysis using a turbulent
model. Final three-dimensional designs can be exported as both
3D graphic and surface mesh format, brings the manufacture
department the convenience to run the tool path for final fitting.

The paper is organized as follows. The thermal-fluid model
with respect to the proposed algorithm is described in Section 2,
while coupled thermal-fluid topology optimization problem and
the associated sensitivity analysis and post-processing are posed
in Section 3. In Section 4, the method is applied to the optimal
design of conformal cooling system of an injection mold.

2 Derivation of the thermal-fluid model
The governing equations and their discretized form of

thermal-fluid finite analysis required in the proposed method, in-
cluding fluid-flow model and heat transfer model are briefly de-
scribed in this section. The details of these methods are illus-
trated in [20, 23, 29].

2.1 Fluid-flow model
A fluid finite element model is based on Navier-Stokes equa-

tions. A steady state Navier-Stokes equations without fluid body
force can be described by momentum and continuity equations
are presented as follows:

Re(uuu ·———)uuu = �———p+h—2uuu�a(q)uuu

——— ·uuu = 0,
(1)

where r is the fluid density, uuu is the velocity field, p is the pres-
sure field, h is the fluid dynamic viscosity. a(q) is interpolation
function of Brinkman Stiffness:

a(qe) = q0

✓
qmin +(1�qmin)

pb(1�qe)

pb +qe

◆
, (2)

where qe is the proportion of fluid in an element, pb is a positive
penalty parameter used for tuning the function shape of a(qe)
(Fig. 3). This term can be interpreted as a large damping term
that stops flow, which ensures the velocity in the solid domain
(a(qe)=0) vanishes. q0 is a coefficient to amplify this damping
effect.
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FIGURE 3. THE SHAPE OF INTERPOLATION FUNCTION a(qe)

IS INFLUENCED BY PENALTY PARAMETER pb.

By applying Galerkin method and Green identity, Eq. (1)
can be discretized to


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where u, p and f are nodal velocity, pressure and force, respec-
tively. In a two dimensional problem, each node contains two di-
rections of velocities: ue={ux

e, uy
e}. The matrix K is constructed

as

K = Ks +Kb +Ka. (4)

K can be considered as a union of the matrices with respect to
two directions of velocities K={Kx, Ky}. In this equation, the
stiffness matrix of Stokes flow

Ks =
ne

Â
e=1

Z

Ve

—Nu
|I0—NudVe, (5)
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function. Further, this appraoch has been accomplished in de-
tail, leaded an improvement of optimality [31–33]. In addition,
in these studies, the fluid model has been broaden from a Stokes
flow to Laminar flow model. However, these studies only con-
sider the heat transfer that is locally dependent on the flow field
and evaluated quantitatively on the fluid-solid boundary [32].
Besides,the results occasionally represented an unbalanced flow,
makes no sufficient flow rate through certain areas of a channel,
thus resulting in limited and non uniform heat transfer.

The proposed method aims to evaluate and optimize
comprehensive heat transfer performance of the entire design
domain. In the proposed method, material distribution is
directly affected by flow resistance, heat conduction, as well
as natural and forced convection. In addition, to specify the
cooling uniformity demand for an injection mold, the flow
balance of the cooling system is calibrated. The consequential
conceptual design is transferred to a Computer-aided Design
(CAD) format, and mapped to a morphological surface that
conformal to the injected part. For the fluid model, to reduce the
computational cost, a laminar flow is assumed in optimization
procedure in which the finite element model is frequently
called, and the feasibility of final three dimensional design is
verified in thermal-fluid finite element analysis using a turbulent
model. Final three-dimensional designs can be exported as both
3D graphic and surface mesh format, brings the manufacture
department the convenience to run the tool path for final fitting.

The paper is organized as follows. The thermal-fluid model
with respect to the proposed algorithm is described in Section 2,
while coupled thermal-fluid topology optimization problem and
the associated sensitivity analysis and post-processing are posed
in Section 3. In Section 4, the method is applied to the optimal
design of conformal cooling system of an injection mold.

2 Derivation of the thermal-fluid model
The governing equations and their discretized form of

thermal-fluid finite analysis required in the proposed method, in-
cluding fluid-flow model and heat transfer model are briefly de-
scribed in this section. The details of these methods are illus-
trated in [20, 23, 29].

2.1 Fluid-flow model
A fluid finite element model is based on Navier-Stokes equa-

tions. A steady state Navier-Stokes equations without fluid body
force can be described by momentum and continuity equations
are presented as follows:

Re(uuu ·———)uuu = �———p+h—2uuu�a(q)uuu

——— ·uuu = 0,
(1)

where r is the fluid density, uuu is the velocity field, p is the pres-
sure field, h is the fluid dynamic viscosity. a(q) is interpolation
function of Brinkman Stiffness:

a(qe) = q0
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where qe is the proportion of fluid in an element, pb is a positive
penalty parameter used for tuning the function shape of a(qe)
(Fig. 3). This term can be interpreted as a large damping term
that stops flow, which ensures the velocity in the solid domain
(a(qe)=0) vanishes. q0 is a coefficient to amplify this damping
effect.
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where u, p and f are nodal velocity, pressure and force, respec-
tively. In a two dimensional problem, each node contains two di-
rections of velocities: ue={ux

e, uy
e}. The matrix K is constructed

as

K = Ks +Kb +Ka. (4)

K can be considered as a union of the matrices with respect to
two directions of velocities K={Kx, Ky}. In this equation, the
stiffness matrix of Stokes flow

Ks =
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Figure 6.3.. The Shape of Interpolation Function α(θe) is Influenced by
Penalty Parameter pb.

K can be considered as a union of the matrices with respect to two directions of velocities

K={Kx, Ky}. In this equation, the stiffness matrix of Stokes flow

Ks =
ne

∑
e=1

∫

Ve

µ∇Nu
ᵀI0∇NudVe, (6.6)

where Nu is the matrix containing shape functions of the elemental velocity, and

I0 =




2 0 0

0 2 0

0 0 1


 . (6.7)

for a two dimensional element. Kb is the Brinkman damping matrix, which can be consid-

ered as a union of matrices with respect to two directions of velocities: Kb={Kx
b, Ky

b}. For

both x and y directions, the matrix is constructed as:

Kx
b = Ky

b =
ne

∑
e=1

∫

Ve

bα(θe)Nu
ᵀNu,dVe, (6.8)
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where b is a constant reflecting resistance level. Ka is the advection matrix, which can be

considered as a union of matrices with respect to two directions of velocities: Ka={Kx
a,

Ky
a}. For both x and y directions, the matrix is constructed as:

Kx
a = Ky

a =

ne

∑
e=1

∫

Ve

Re


Nu

ᵀNuux
e∇Nu,x︸ ︷︷ ︸

Kxx
a and Kyx

a

+Nu
ᵀNuuy

e∇Nu,y︸ ︷︷ ︸
Kxy

a and Kyy
a


dVe.

(6.9)

G is the coupling matrix of the pressure and velocity of x and y directions : G={Gx, Gy},
where

Gx =
ne

∑
e=1

∫

Ve

∇Nu
ᵀ
,xNpdVe, (6.10)

and

Gy =
ne

∑
e=1

∫

Ve

∇Nu
ᵀ
,yNpdVe. (6.11)

Since nodal velocity is presented in both left hand side Kg and right hand side U of Eq.

(6.4), an iterative method is required to solve this equation.

In this work, a Newton’s iterative method is used. Assume in k-th iteration, the residual

of Eq. (6.4) is

Kk
gUk−Fk = R(Uk) (6.12)

which can be rewritten using Taylor expansion:

R(Uk)+
∂R
∂U
|Uk δU+O(δU)2 = 0 (6.13)

where

δU = Uk+1−Uk. (6.14)

Omitting the terms of order two and higher, the following equation is obtained:

Uk+1 = Uk−J−1,k(Uk)R(Uk) (6.15)

where

Jk =
∂Rk

∂Uk (6.16)



135

is the Jacobian matrix (also known as tangent matrix) of k-th iteration, that can be derived

analytically for this problem. The detailed procedures of its derivation refers to [171], the

result is

Jk = Kk + Ĵk (6.17)

where Ĵk assembles {Nk
xx,Nk

xy,Nk
yx,Nk

yy} and

Nxx
k =

ne

∑
e=1

∫

Ve

∇Nu,xux,k
e

(
Nu

ᵀNu

)
dVe,

Nxy
k =

ne

∑
e=1

∫

Ve

∇Nu,yux,k
e

(
Nu

ᵀNu

)
dVe,
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ne

∑
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∫

Ve
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e

(
Nu

ᵀNu

)
dVe,

Nyy
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ne
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e=1

∫

Ve
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e

(
Nu

ᵀNu

)
dVe.

(6.18)

Finally, in k th iteration, a SUPG stabilization matrix S is applied to improve the stability

of advection and the algorithm convergence:

Sk = {Sk,x,Sk,y} (6.19)

where

Sk,x = Sk,y = Sk
xx +Sk

xy +Sk
yx +Sk

yy (6.20)

and

Sxx
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Ve
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(6.21)

As a result, the updated advection matrix for the next iteration is

Kk+1
a = Kk

a +Sk (6.22)
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Finally, the updated nonlinear residual is

Kk+1
g Uk+1−Fk+1 = R(Uk+1). (6.23)

The algorithm is converged if the norm of the nonlinear residual is small enough.

6.2.2 Heat transfer model

On the other hand, a steady state heat transfer equation (convection-diffusion equation)

is also required in a coupled thermal-fluid finite element analysis:

RePr(θ) [u(θ) ·∇]T =∇2T −hT −q. (6.24)

where u(θ) is the fluid velocity derived from the Navier-Stokes finite element analysis.

Pr(θ) is Prandtl number reflecting to fluid fraction:

Pr(θ) = Pr0 (θmin +(1−θmin)θ pv
e ) , (6.25)

and Pr0 is the Prandtl number of the fluid, which represents the relation of momentum and

thermal diffusivities:

Pr0 =
cpµ
κ

, (6.26)

where cp is thermal capacity, κ is thermal diffusivity. The term RePr(θ) is Nusselt number

Nu(θ) providing a measure of convection heat transfer.

Nu(θ) = RePr(θ). (6.27)

Besides, in Eq. (6.24), h is natural convective coefficient, q is external heat source. With

the application of Galerkin method and Green identity, Eq. (6.24) can be discretized to

KtT = q, (6.28)

where q is external heat source, and T is the vector of nodal temperatures. The matrix Kt

is constructed as

Kt = Kc +Kn +Kv +S. (6.29)
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In this equation, the stiffness matrix of thermal conduction is

Kc =
ne

∑
e=1

∫

Ve

∇NT
ᵀI∇NTdVe, (6.30)

where NT is the matrix containing shape functions of the elemental temperature, and

I =


1 0

0 1


 . (6.31)

for a two dimensional element. Kn is the natural convection matrix, which is constructed

as

Kn =
ne

∑
e=1

∫

Ve

hNT
ᵀNTdVe. (6.32)

Kv is the convection matrix, which is constructed as:

Kv =
ne

∑
e=1

∫

Ve

Nu(θ)
(

Nu
ᵀNuux

e∇NT,x︸ ︷︷ ︸
Nx

v

+

Nu
ᵀNuuy

e∇NT,y︸ ︷︷ ︸
Ny

v

)
dVe.

(6.33)

Finally, S is the stabilization matrix:

S = Sxx +Sxy +Syx +Syy. (6.34)

Since in Eq. (6.28), the global stiffness matrix Kt includes velocity field u derived from

fluid model, the resulting temperature field T is influenced by thermal fluid parameters.

In the following numerical example, the influence of three parameters, namely Reynolds

number Re, Prandtl number Pr0 and thermal diffusivity κ are illustrated.

6.3 Numerical implementation of thermal-fluid finite element analysis

Let us consider the rectangular design domain Ω shown in Fig. 6.2 is 60 mm × 60mm

and meshed by 60 × 60 quadratic velocity/linear pressure Q2Q1 elements. Each element

contains eighteen degrees of freedom (dofs) for velocity, four dofs for pressure and nine

dofs for temperature.
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Figure 6.4.. An Illustration of A Quadratic Velocity/Linear Pressure (Q2Q1)
Element.

The entire system consists of 3600 elements, 29282 dofs for velocity, 3721 dofs for

pressure, and 14641 dofs for temperature. Apply fixed pressure P0 = 1Pa and fixed tem-

perature T0 = 0 to Γin, and fixed pressure P0 = 0Pa to Γout , zero velocity u0 = 0 to no

slip boundary Γwall , and external heat source q = 1kW uniformly distributed in the design

domain Ω.

The results of finite element analysis could be effected by thermal-fluid parameters as-

sociated with fluid advection, thermal convection as well as thermal conduction. In this

example, the fluid advection is characterized by Reynolds number Re, the thermal convec-

tion is determined by Prandtl number Pr0, and thermal conduction is measured by thermal

diffusivity κ . First, the effect of Reynolds numbers Re to the resulting velocity magnitude

distribution is depicted in Fig. 6.5. Three cases are compared using Reynolds numbers

Re = 100, Re = 500 and Re = 1000, while other parameters of these three cases are the

same. It shows, along with a higher Reynolds number, the velocity magnitudes are higher,

and the flow driven by inertia force is capable to cover a broader region of design domain.

For instance, in Fig. 6.5(a), a U-shape flow path with low velocity magnitude is emerged,

in terms of high relative significant viscous resistance. In constrast, in Fig. 6.5(c), high ve-

locity flow is jetted from the inlet, impinged the right top edge because of high advection.

Then, Fig. 6.6 illustrates the common effect of Reynolds number, Prandtl number and

thermal diffusivity to the temperature distribution in a fluid design domain. In addition to
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(a) (b) (c)

Figure 6.5.. The Velocity Magnitude Plot Associated with Reynolds Number
Equal to 100, 500 and 1000 in a Fluid Design Domain.

applying three different Reynolds numbers, three Prandtl numbers Pr0=7.56 that equal to

the value of 16.85◦C liquid water, Pr0=1.53 that equal to the value of 111.85◦C liquid water

and Pr0=0.024 that equal to liquid metal are applied to the thermal-fluid model. Besides,

two thermal diffusivities κ=3.35 ×10−6 m2/s that equal to the value of stainless steel 310)

and κ=1.88 ×10−5 m2/s that equal to the value of steel AISI 1010 are applied. The result-

ing temperature distribution associated to these parameter combinations are summarized

in a 3× 3 matrix (Fig. 6.6). The effect of Reynolds numbers can be seen by comparing

three columns (C1 to C3). It indicates when Reynolds number changes, the convective

heat transfer are improved at locations that velocity magnitude increase, and reduced at

where velocity magnitude decrease. The effect of Prandtl numbers is presented by observ-

ing the first and second row (R1 and R2). It shows a higher Prandtl number provides better

heat transfer performance while thermal diffusivity is unchanged. However, a high Prandtl

number does not ensure better heat transfer performance when thermal diffusivities of two

cases are different. For example, the comparison of second and third row (R2 and R3) in-

dicates that, a higher thermal diffusivity leads a better heat transfer performance even with

a smaller Prandtl number.

In terms of this example, it clearly shows, with a same external heat source, different

combinations of thermal-fluid parameters may resulting in versatile results such as velocity
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

R1

R2

R3

C1 C2 C3

Figure 6.6.. The Temperature Field Plot Associated with Different Combina-
tions of Reynolds Numbers, Prandtl Numbers, and Thermal Diffusivities. In
this figure, C is the abbreviation of Column, and R is the abbreviation of Row.

magnitude and temperature, for this finite element model. This thermal-fluid FEA acts

as a substantial role in the following presented topology optimization method, since it is

served as sources of objectives as well as constraints, and the FEA module is called in each

iteration during the optimization process.
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6.4 Proposed thermal-fluid topology optimization method

With incorporation of the finite element analysis, the proposed thermal-fluid topology

optimization method aims to optimally distribute limited channels within a design domain,

i.e.,
ne

∑
e=1

veθe ≤VΩ, (6.35)

in order to obtain a structure having minimum energy dissipation caused by fluid drag force

and thermal resistance. For a pure Navier-Stokes flow problem, the energy dissipation

caused by drag force takes the form

Q1 =
1
2

uᵀKuu− fᵀu. (6.36)

Therefore, the objective is to find a structure consisting of channel distribution θ∗1 that

minimizes energy dissipation Q1 under physics constraint Eq. (6.4) and volume constraint

Eq. (6.35) :

find θ∗1 ∈Ωne

min Q1 =
1
2

uᵀKuu− fᵀu

s.t.


 K −Gᵀ

−G 0




u

p


=


f

0




ne

∑
e=1

veθe ≤VΩ,

(6.37)

For a pure thermal problem, the energy dissipation caused by thermal resistance is

defined as thermal compliance:

Q2 = qᵀT, (6.38)
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Similarly, the objective of a pure thermal problem is to find a structure consisting of channel

distribution θ∗2 that minimizes thermal compliance Q2 under physics constraint Eq. (6.28)

and volume constraint Eq. (6.35) :

find θ∗2 ∈Ωne

min Q2 = TᵀKtT

s.t. KtT = q
ne

∑
e=1

veθe ≤VΩ,

(6.39)

Compared to a pure thermal problem, in the proposed thermal-fluid topology optimization

the fluid and heat transfer physics constraints are required to simultaneously satisfied, and

a upper bound of energy dissipation caused by fluid drag force Q̄1 is determined. Finally,

the problem statement of thermal-fluid topology optimization is defined as

find θc∗
3 ∈Ωne

min Q3 = TᵀKtT

s.t.


 K −Gᵀ

−G 0




u

p


=


f

0




Kt (u)T = q
ne

∑
e=1

veθe ≤VΩ.

(6.40)

In this study, a gradient-based sequential convex programming algorithm called Method of

Moving Asymptotes (MMA) [36] is used to solve these constrained optimization problems.

The analytic gradients of the problems Eq. (6.37) to (6.40) are derived in the following

sensitivity analysis procedure.

6.4.1 Sensitivity analysis

In this work, the sensitivities of these three problems are derived using the adjoint

method. For a fluid problemThe evaluation of gradients is demonstrated for a generic
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objective Q1 (θ,u(θ)). Nodal velocity u(θ) is required to satisfy the constraint governed

by finite element analysis equation

R(θ,u(θ)) = KgU−F, (6.41)

where R is the residual. The objective function is augmented in terms of a Lagrange

multiplier vector λf and the Lagrangian function Ł1 is written as

Ł1 = Q1 (θ,u(θ))+λf ᵀR(θ,u(θ)) (6.42)

The sensitivity of this Lagrangian function is

dŁ1

dθe
=

dQ1

dθe
+λ f

ᵀ dR
dθe

=
∂Q1

∂θe
+

∂Q1

∂U
∂U
∂θe

+λf
ᵀ
(

∂R
∂θe

+
∂R
∂U

∂U
∂θe

)

=
∂Q1

∂θe
+λf

ᵀ ∂R
∂θe

+

(
∂Q1

∂U
+λf

ᵀ ∂R
∂θe

)
dU
dθe

(6.43)

To avoid the computation of dU
dθe

, define

∂Q1

∂U
+λf

ᵀ∂R
∂U

= 0 (6.44)

and λf can be solved. Hence, the analytical sensitivity of Lagrangian is

dŁ1

dθe
=

∂Q1

∂θe
+

∂Rᵀ

∂θe
λf . (6.45)

To solve Eq. (6.44), let’s rewrite global stiffness Kg as

Kg = Ku +Kp, (6.46)

where

Ku =


K 0

0 0


 , (6.47)

and

Kp =


 0 −Gᵀ

−G 0


 . (6.48)
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Using this definition accompanied with global force F and assembling vector of velocity

and pressure U remarked in Eq. (6.4), the energy dissipation Q1 can be rewritten as

Q1 =
1
2

UᵀKuU−FᵀU, (6.49)

and the partial derivative of Q1 is

∂Q1

∂U
= KuU+

1
2

Uᵀ∂Ku

∂U
U−Fᵀ (6.50)

Then, remind ∂R
∂U in (6.43) and (6.44) is Jacobian matrix Ĵ from Eq. (6.16) to (6.18).

Incorporate Eq. (6.18), the above equation is equivalent to

∂Q1

∂U
= KuU+

1
2

ĴU−Fᵀ. (6.51)

Therefore, λf in Eq. (6.44) is obtained and the sensitivity dŁ1
dθe

in Eq. (6.45) is derived.

Similarly, the Lagrangian function of the pure thermal problem is

Ł2 = Q2 +λ
ᵀ
t (KtT−q) . (6.52)

The sensitivity of this augmented expression is

dŁ2

dθe
= qᵀ ∂T

∂θe
+λᵀ

t

(
∂Kt

∂θe
T+Kt

∂T
∂θe

)
. (6.53)

To remove the field of sensitivity of ∂T
∂θe

, the following expression should be zero:

(
λᵀ

t Kt +qᵀ) ∂T
∂θe

= 0. (6.54)

The adjoint vector λt can be obtained by solving Eq. (6.54) and it is equal to −T, so that

the sensitivity of a fluid problem can be written as

dŁ2

dθe
=−Tᵀ∂Kt

∂θe
T. (6.55)

In the proposed thermal-fluid coupled topology optimization, to begin with, define the

augumented residual ℜ including heat transfer is composed of the residual of both fluid

and thermal problems:

ℜ = {ℜU,ℜT}. (6.56)
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Without consideration of buoyancy term, ℜU is equal to R, and ℜT is equal to (KtT−q).

The Lagrangian function of the coupled thermal-fluid problem becomes

Ł3 = Q3 +λt f
ᵀℜ(θ,u(θ) ,T(θ)) . (6.57)

The sensitivity of this Lagrangian function is

dŁ3

dθe
=

dQ3

dθe
+λt f

ᵀ dℜ
dθe

, (6.58)

where the differetiation of the objective function is

dQ3

dθe
=

∂Q3

∂θe
+
[

∂Q3
∂U

∂Q3
∂T

]



∂U
∂θe

∂T
∂θe


 , (6.59)

and the differentiation of coupled residual is

dℜ
dθe

=




∂ℜU
∂U

∂ℜU
∂T

∂ℜT
∂U

∂ℜT
∂T







∂U
∂θe

∂T
∂θe


 . (6.60)

The adjoint vector λt f can be written as

λt f =




λU
t f

λT
t f


 . (6.61)

To cancel the adjoint vectors, solving following equations:

∂ℜU

∂U
λU

t f +
∂Q3

∂U
= 0

∂ℜT

∂U
λU

t f +
∂ℜT

∂T
λT

t f +
∂Q3

∂T
= 0

(6.62)

can yield the value of adjoint vector λt f and the sensitivity of coupling thermal-fluid field.

6.5 Versatile topologies resulted from thermal-fluid parameters

Let us apply proposed topology optimization algorithm to find the optimal channel

distributions of the presented in Sec. 6.3. A same 3 × 3 matrix having thermal-fluid
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R3

C1 C2 C3

Figure 6.7.. Resulting Topologies Under Specific Combinations of Reynolds
Number, Prandtl Number and Thermal Diffusivity. In this figure, C is the
abbreviation of Column, and R is the abbreviation of Row.



147

(a) (b) (c)

(d) (e) (f)
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Figure 6.8.. Resulting Velocity Magnitude Plots Under Specific Combinations
of Reynolds Number, Prandtl Number and Thermal Diffusivity.
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(d) (e) (f)
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C1 C2 C3

Figure 6.9.. Resulting Temperature Field Plots Under Specific Combinations
of Reynolds number, Prandtl Number and Thermal Diffusivity.
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parameter combination of Reynolds number Re, Prandtl number Pr0 and thermal diffusivity

κ same as Section 3 is used to analyze the resulting topologies (Fig. 6.6). Notably, in the

algorithm, the constant b reflecting Brinkman resistance level in Eq. (6.8) is defined to be

linked with Prandtl number Pr0 as

b = 0.001×Pr0. (6.63)

This assumption aims to modeling the fact that high porosity simultaneously leads more

contact surface areas and flow resistance, the parameter 0.001 is adopted based on author’s

experience. Other comparable parameters associated with these implementations are same.

In each implementation, the outer loop of MMA solver contains 200 iterations, and in each

outer iteration, the inner loop of Newton solver contains 20 iterations.

The resulting topology in Fig. 6.7 shows versatile shapes under the specific combina-

tions of thermal-fluid parameters (Reynolds numbers, Prandtl numbers and Thermal diffu-

sivity). with the sensitivity analysis of coupling thermal-fluid fields, In all of these results,

most of channels can passing flow from inlet to outlet without be intersected by solid phase.

The influence of Reynolds number is analyzed by observation of three columns (C1 to C3)

in Fig. 6.7, it shows, with increasing of Reynolds number, the effort of reducing energy

dissipation of fluid becomes more critical to affect the final topologies. This can be verified

by examing Fig. 6.8, which shows the average velocity magintude would be significantly

increased with higher Reynolds number. This fact implies that, compared to thermal dissi-

pation, a larger part of fluid energy dissipation would be required to mitigate. As a result, in

first and second rows (R1 and R2), the diameter of the longest channel would be narrowed

with a higher Reynolds number, which preserves sufficient velocity for offering efficient

convective heat transfer capability to reduce the temperature (Fig. 6.9). To achieve this, in

the third row (R3), the only channel covers broader region accompanying with the Reynolds

number rising, and the diameter becomes narrow in averge. The influence of Prandtl num-

ber is investigated by comparing the first and second row (R1 and R2) in Fig. 6.7. It can

be discovered that, the higher Prandtl number yields channel distributions having more ge-

ometric complexity and covering broader region of design domain. Not surprisingly, the

topologies resulted from higher Prandtl number in R1 are cooled down better than their
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counterparts in R2 (Fig. 6.9). Finally, to investigate the differences of channel distribution

resulted from a thermal convection governed design domain in contrast to a conduction

dominated design domain, the second and third rows (R2 and R3) in Fig. 6.7 are com-

pared. The result clearly shows a convection governed design domain leads a channel

distribution with higher geometric complexity compared to a conduction dominated design

domain. In addition, it can be found that a higher convection may not guarantee a better

thermal performance when conduction is low (Fig. 6.9).

6.6 Application in an injection mold

In this section, the proposed method is applied to design an optimal conformal cooling

system of a core insert, which is used for manufacturing containers utilized in automated

pharmacy compounding system (Fig. 6.10). Our task is to replace the baffle array cooling

to optimal conformal cooling. The cylinder close to the injected part is determined as the

morphological surface, half of the this cylinder is flattened and considered as the design

domain (length: 80 mm, width: 60 mm). Both the inlet and outlet have a diameter of 4 cm.
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inflow
outflow

Morphologi
cal surface

Plastic injected part

(a) (b)

208.5mm

89mm

Figure 6.10.. Original Design of the Injection Mold and Design Domain Se-
lection.

This specific design requires an interchangeable inlet and outlet, to attain this, a sym-

metric design is considered. First, the problem statement P1 is defined as Eq. (6.40) with

aforementioned boundary condition. For the thermal-fluid parameters, Reynolds number

Re=500, Prandtl number for 16◦C water Pr0=7.56, and thermal diffusivity for stainless

steel 310, κ=3.35×m2/s is applied. Then, an additional problem statement P2 is defined,

in which the outlet and inlet is reversed (Fig.6.11). The final symmetric FEA problem Psym

is defined as

Psym =
P1 +P2

2
. (6.64)

This modification of problem statement leads a symmetric design θc∗
4 (Fig.6.12)
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Figure 6.11.. The Statement of A Symmetric Design.

𝐏𝟏 𝐏𝐬𝐲𝐦(a) (b)

Figure 6.12.. Modification from (a) An Asymmetric Design to (b) A Symmet-
ric Ddesign.

Further, in practical operation of the cooling system, it is necessary to guarantee the

channel network is flow balanced, which enable sufficient flow rate through each channel

even in the worst case. To accomplish a flow balanced system, an additional optimization

problem is formulated. For the derived symmetric design, a section Γi containing number
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n of flow channels is selected. Same velocities ūi
1 = · · · ūi

n are distributed on each of the

pipe sections di
1 = · · ·di

n. With this specific boundary condition, a topology optimization

aiming to minimize energy dissipation of fluid is stated:

given θc∗
4 ∈Ωne

ui
1 = u

i
2 = · · ·ui

n

∈ {di
1 = d

i
2 = · · ·di

n} ∈ Γi

min Qc
1 =

1
2

uᵀKuu− fᵀu

find θc∗
5 ∈ Rne

s.t.


 K −Gᵀ

−G 0




u

p


=


f

0




Kt (u)T = q
ne

∑
e=1

veθe ≤VΩ,

(6.65)

and the resulting topology θc∗
5 is shown in Fig. 6.13.
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𝑝-

𝑢"# = 𝑢"$ = ⋯ = 𝑢"(

(a) (b)

Figure 6.13.. Modification from (a) Symmetric Design to (b) A Flow-balanced
Design.
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The next effort is to convert a Bitmap format file to a CAD format file. In order to

finish this, several procedures are implemented in Grasshopperr, a graphical algorithm

editor tightly integrated with Rhinocerosr 3D modeling software. First, the interface be-

tween solid and fluid phases is captured by using Image sampler component, and the cen-

tral lines of the pipes are found. Based on these central lines, Pipe variable component

is used to create pipe geometries that fitted the interface (Fig. 6.14 (a)). Then, a Sur-

face Morph component is used to make the geometries conform to the morphological sur-

face (Fig. 6.14 (b)). The resulting geometries are in .st p format and can be volumetric

meshed and validated through three dimensional thermal-fluid simulation. The simulation

in COMSOL Multiphysicsr shows sufficient flow rates is guaranteed for entire channels

with uniform fluid temperature under worst case (Fig. 6.15).

(b)(a)

Figure 6.14.. Conversion from A Bitmap Format File to A CAD Format File.

The final conformal cooling design contains a pair of optimal channels, which are

smoothly merged and in connection with inflow and outflow. The final modification is

finished in Rhinocerosr. The design is successfully produced using Direct Metal Laser
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Temperature plot
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℃
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Figure 6.15.. Verification of Final Design by Three Dimensional Thermal-fluid
Coupled Simulation for Cooling System under k− ε Turbulence Model.
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Sintering additive manufacturing technology (Fig. 6.16), and experimental study is under

preparation.

6.7 Conclusion

In this Chapter, an innovative thermal-fluid topology optimization method is proposed.

The method incorporates an in-house finite element code that coupling non-linear Navier-

Stokes flow and heat transfer. It allows thermal-fluid parameters associated to fluid advec-

tion, as well as thermal convection and conduction shifting in a wide range. An external

heat source term is included in the algorithm. Versatile channel distributions are derived

from gradient-based optimizer under different combinations of the thermal-fluid parame-

ters. Further, a symmetric and flow-balanced design is finished for optimal designing the

conformal cooling of an injection mold.

We remark that some assumptions are made in this article to simplify the problem.

First, in finite element analysis the temperature field induced buoyancy force field is not

incorporated in Navier-Stokes equation. A fully coupled finite element model and sensi-

tivity analysis including buoyancy driven force is expected be included in the future work.

Second, the topology optimization considering transient thermal-fluid analysis will be in-

vestigated. Finally, thermal-fluid topology optimization with turbulence flow is anticipated

to be involved in our future work.



157

inflow

outflow

(b)(a)

Figure 6.16.. Final Design of Injection Mold with Conformal Cooling and the
Product obtained from Additive Manufacturing.
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7. SUMMARY

In this dissertation, several innovative methods associated to multiscale topology optimiza-

tion, thermomechanical topology optimization, and thermal fluid topology optimization are

proposed. These methods are presented in Chapter Two to Six. From Chapter Two to Four,

the methods with respect to multiscale approach are presented, and Chapter Five and Six

aims to contribute further research associated with topology optimization considering heat

convection.

Chapter Two and Three aims to apply two different multiscale topology optimization

frameworks to design optimised lattice thermomechanical structures. In Section Two, a

multiphase approach is applied, where homogenized properties of prescribed lattice unit

cells are incorporated as polynomial fitting functions of tensor properties, in order to con-

duct the macroscale structural optimization. Using a clustering approach, the final structure

is composed of several phases of prescribed lattice unit cells. In Chapter Three, A hierar-

chical approach is proposed, which is amiable to additive manufacturing by consisting of

self-supporting lattice/porous structures. A scaled down physical prototype of the mold

was fabricated using DMLS procedure without internal support structure to demonstrate

the manufacturability of the optimal design. In Chapter Four, the concept of multiscale

approach is extended as a new idea to design micropillar arrays in microfluidic devices,

using non-linear Navier-Stokes flow model. A novel approach of inverse homogenization

for fluid flow is proposed. In contrast to common utilized micropillar arrays, the opti-

mal micropillar arrays leading a design with lower flow separation, lower energy loss and

higher average velocity magnitude, in terms of specific geometric and physics boundary

conditions.

In Chapter Five, a new thermomechanical topology optimization method with consid-

eration of convective heat transfer is presented. The method involves with heat convec-

tion without fluid mechanics model. It utilizes design-dependent heat source to determine
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whether the local element is fluid or solid phase. The model is computationally efficient

and suitable for the conceptual design strategy. The final design shows complex lattice

structures that can augment current additive manufacturing technologies. In Chapter Six,

an improved thermal-fluid topology optimization method is developed. The methods al-

lows flexible change of thermal-fluid parameters associated to heat source, fluid advection,

as well as thermal convection and conduction, with generation of versatile channel dis-

tributions. A symmetric and flow-balanced design is finished for optimal designing the

conformal cooling of an injection mold.
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