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ABSTRACT

Dicks, Ashley J. M.S., Purdue University, August 2019. Understanding Miocene
Climatic Warmth. Major Professor: Matthew Huber Professor.

The mid-Miocene Climatic Optimum (MMCO), 17-14.50 million years ago, is stud-

ied using general circulation models (GCMs). This period of time is characterized

by enhanced warming in the deep ocean and in the mid-to-high latitudes. Previous

GCMs fail to accurately represent the warmer climate of the MMCO, providing ev-

idence that other warming feedbacks are missing in the models. This study focuses

on cloud feedbacks by modifying the Community Earth System Model (CESM 1.0)

to explore the MMCO climate. We implement modifications in pre-industrial (284.7

ppm CO2) and modern slab ocean cases (367.0 ppm CO2, 400 ppm CO2, and 800

ppm CO2). One modified case showing the most potential implements an aerosol de-

pendent ice nucleation mechanism and a theory based cloud phase separation. This

modified case allows the model predicted aerosol concentrations to interact with the

cloud microphysics and provide more realistic cloud water contents. The data shows

an increase in surface temperature and increase in upper atmospheric cloud fraction

when compared to the control case. Preliminary results suggest that this model is

able to capture the mid-to-high latitude warming trends and weaker equator to pole

temperature gradient.
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1 INTRODUCTION

Paleoclimate modeling and data comparison plays an important role in exploring and

understanding the function and processes of the climate system, allowing predictions

to be made and tested against paleoenvironmental proxies [1]. These climate model

simulations either succeed in matching proxy data or fail in doing so, providing op-

portunities to develop new physical understanding of conceptual models. Based on

comparison with paleoclimate proxies, strengths and weaknesses can be analyzed for

our current climate models, their components, and their sensitivity. Therefore, paleo-

climate reconstructions are an important key to determining the response of different

climate scenarios for our future because of their potential to be applied across time

scales.

Many periods of time in Earth's history had sustained warming and are considered

a greenhouse climate, lacking Arctic sea ice. Questions arise when looking at past

greenhouse climates and address their key features of a) warmer global mean surface

temperature, b) inner-continental reduced seasonality, and c) weaker equator to pole

temperature gradient [1]. Not all past greenhouse climates though are the same

and each contains different features. A period of time that serves interest to this

research project occurs during the Miocene epoch which characterizes a long-term

global cooling trend. During the early to mid Miocene climatic optimum (MMCO),

occurring around 17-14.50 million years ago, Earth's temperatures were considerably

warmer in the deep ocean and in the mid-to-high latitudes [2] [3] [4] [5] and global

mean surface temperature was approximately 8°C warmer than modern [6]. More

broadly, the middle Miocene (18-10 Ma), encompasses both the MMCO and the

subsequent abrupt cooling and spread of the Antarctic ice-sheet, termed the middle

Miocene climate transition (14.5-13.8 Ma) which appear to be associated with weak

(50ppm) variations expansion in pCO2 [7].
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The MMCO has recently captured community attention because several proxy

records indicate that atmospheric pCO2 was near present values [8] [9] [10], while a

host of terrestrial paleoclimate and paleoenvironmental records [11] [12] [13] [14] [3]

[15], and marine paleotemperature proxies [16] [17] [10] [18] demonstrate a level of

pervasive global warmth unmatched since the Eocene.

In previous studies, the warmer extratropical temperatures were reconstructed in

equilibrium with below-modern equatorial sea surface temperature records and 200-

280 ppm CO2 [19] [20]. Recent studies have concluded that these cool tropical sea

surface temperatures were incorrect and that the boron and alkenone CO2 recon-

structions underestimated the actual CO2 concentrations. Kurschner et al. 2008 [21]

used leaf stomatal studies to predict the MMCO CO2 concentrations to be in the

range of 400-500 ppm. Also confirming the greenhouse gas concentration measure-

ments, Foster et al. 2012 [9] used boron isotope-based reconstructions and Zhang et

al. 2013 [10] used update alkenone reconstructions. Thus, the MMCO has close to

modern levels of CO2, bringing about a bigger incentive to accurately reproduce the

MMCO warming in our general circulation models (GCMs).

When using higher CO2 concentration, MMCO warming still has proven difficulty

to reproduce using a moderate complexity Earth system model [22], slab-ocean and

atmosphere model [23] [17], a fully coupled atmosphere-ocean model [24] [25], and us-

ing the improved Community Atmosphere Model version 4 (CAM4) framework with

the Community Earth System Model (CESM1.0) [15]. These data suggest that ex-

isting greenhouse gas reconstructions and global warming hypotheses are insufficient

to explain the extreme temperatures [15]. Therefore without increasing CO2 between

the control and Miocene case, the global mean temperature increase of 1.5°C sug-

gests that the temperature change could be explained by differences in topography,

bathymetry, and vegetation [24].

As discussed above, the Miocene is characterized by conditions of global warmth

and lessened meridional and zonal temperature gradients. Much of the tropical-to-

subtropical warming in the Miocene is focused in ocean upwelling zones, producing
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anomalies of about 3 to 9 °C increase relative to today [26] [27] [28] [29]. These

results suggest novel ocean-atmosphere interactions in a warmer world. Yet, doubts

have been raised regarding the interpretation of these proxy records [30] [31] [32] [33]

[34] [35] [36] [37] [18]. Recent work OBrien et al., 2014 [18] using TEX86 suggests

higher temperatures in the Pacific and Atlantic Warm Pools than previously inferred.

Among the traditional mechanisms proposed to explain weakened temperature gra-

dients, warming preferentially in the upwelling zones, and deep tropical thermoclines

are: enhanced high latitude fresh water forcing [38] [39], opening of the Central Amer-

ican/ Panamanian seaway [40] [41] [42], and the rearrangement of the islands in the

maritime continent [43] [44]. These processes are represented, albeit imperfectly, in

the latest generation of climate models, yet while much progress has been made in

modeling (for example by the PlioMIP effort), substantially weakened gradients are

not reproduced in the Miocene simulations [24] [45] [15]. Fedorov et al. (2013) [46]

examined many of these mechanisms in a single modeling framework and concluded

that none seems to be able to explain the observed patterns on its own. At higher

latitudes, the data more clearly converge on a warming that is impossible to explain

with existing models. In other words, the signal to noise ratio is better. Proxy

evidence suggests that the mid-Miocene Arctic, was about 11-19°C warmer that at

present [3] [24] [45] [15] [47].

Goldner et al. 2014 [15] also explored non-CO2 forcings that could have played

a role in the MMCO pronounced warmth, with the conclusion that an explanation

of the warmth will involve an understanding nonlinear feedbacks to the imposed

variations [48] [5] [49]. Thus while past climates like the Miocene are clearly not a

perfect direct analogue of near-future warming [50] [51], understanding its climate

can be most useful in exposing feedbacks that may be active in a future warming as

well.

One of the largest uncertainty in the general circulation models (GCMs) is the

problem of cloud representation and cloud feedbacks as they continue to be the great-

est cause of ambiguity for estimates of Earth's climate sensitivity from GCMs [52].
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Clouds affect GCMs by their radiative properties and precipitation properties. Clouds

can reflect sunlight and can trap Earths outgoing thermal radiation giving them the

ability to either have a net cooling effect or a net warming effect, respectively. The

scattering of sunlight from aerosols generate a net cooling at Earths surface and the

absorption of aerosols causes warming, influence atmospheric stability, and decrease

cloud formation [53]. In GCMs this effect is hard to parameterize. This source of

uncertainty is partly due to the fact that cloud processes in our atmosphere occur at

the microscopic scale, consequently they cannot be explicitly represented in GCMs

and have to be parameterized [54]. GCMs produce errors when tuning parameters,

such as the processes listed above, are unphysical [55] [56]. Mixed phase clouds are

a combination of liquid water droplets and ice crystals, which can coexist in our

atmosphere. This coexistence brings uncertainty in the cloud radiative and thermo-

dynamic properties [57]. Therefore, simulating cloud phase correctly is a prevailing

problem in cloud physics research [57] [58].

For years, clouds were treated simply in models with a temperature separation of

cloud phase such as in NCAR's CAM 4.0 and other older versions of the atmospheric

model component. In new generations, aerosols and aerosol-cloud interactions, nu-

cleation and growth of ice crystals are included in the GCMs and is implemented

in CAM 5.0 (CAM5). These advancements havent yet been fully implemented to

simulations of paleoclimates. Cloud radiative feedbacks could explain some of the

warming observed in the MMCO, which previously could not be explained alone by

higher CO2 concentration simulations.
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2 HYPOTHESIS

The goal of this study is to test hypotheses that cloud microphysical property-aerosol

feedbacks explain Miocene warmth at near-modern greenhouse gas concentrations of

approximately 400 ppm. Two important cloud properties examined in this study

are those of ice nucleation and mixed phase clouds. Changes are made to provide

more realistic modeling and representation of these properties and their response in

the climate system. Both ice nucleation and mixed phase clouds directly affect the

cloud radiative properties and also affect other feedbacks in atmospheric models. In

order to explore the hypotheses of how clouds may have maintained a warm climate

in the Miocene, first the atmospheric model of CAM4 was compared to CAM5 with

improved microphysics, and then the atmospheric model (CAM5) was adapted in new

cases where cloud parameterization and schemes were explored.

Please note, that because paleoclimate models take a long time to run out to equi-

librium, pre-industrial and modern day simulations with varying CO2 are first tested

against the hypothesis. Fully-coupled Miocene simulations are also tested and prelim-

inary results can be drawn from those simulation outcomes.
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3 BACKGROUND

Atmospheric climate models are continuing to grow and develop with the advances

in technology and computing, allowing scientists to further explore the addition of

atmospheric dynamics, physics, and parameterization schemes into working GCMs.

The hypothesis is that climate models are missing key cloud processes or feedbacks

that may have kept Miocene climate warm at relatively low CO2. Specifically it

focuses on the microphysics schemes included in the Community Atmospheric Model

and the development of a more accurate representation of these properties, starting

from the advancements made from CAM4 to CAM5 and making further enhancements

to CAM5.

CAM4 is an atmospheric general circulation model built and designed by the

National Center for Atmospheric Research (NCAR) with collaboration from the At-

mospheric Model Working Group. CAM4 represents the atmosphere vertically with

a 26 level hybrid sigma-pressure coordinate system and defaults to the finite vol-

ume scheme for the dynamical core component. The main components represented

in CAM4 are (moist) precipitation, cloud, radiation, surface atmospheric proper-

ties, and turbulent mixing. These four main atmospheric factors also consist of

sub-components. This is the sixth version of the atmospheric model and provides

enhancements on CAM 3.0 the previous model [59].

Such enhancements on the current Zhang and McFarlane 1995 [60] deep convec-

tion parameterization include the Convective Available Potential Energy (CAPE)

calculations, sub-grid scale Convective Momentum Transports (CMT) modifications

from Richter and Rasch 2008 [61], and an adjusted dilute plume computation by

Raymond and Blyth 1986, 1992 [62] [63]. These modifications show significant im-

provements of the modified El Nino [59], and in the Hadley circulation and tropical

convection [61]. Along with the modifications to deep-convection, cloud fraction has
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also been modified in polar climates following Vavrus and Waliser's (2008) [64] cal-

culation of stratiform cloud, reducing the warm bias produced by earlier versions of

the model.

Model flexibility is increased in the newer model as well as within the climate sys-

tem model as a whole, in part thanks to the new parameterization of non-convective

cloud processes allowing precipitate to be a mixture of rain and snow. There are

two components for the new parameterization: a macroscale component [65] and a

bulk microphysical component [66]. Included in the new model is the treatment of

aerosols, which replaces the uniform background boundary-layer aerosol. There are

five aerosols described in the model: sea salt, soil dust, black and organic carbona-

ceous aerosols, sulfate, and volcanic sulfuric acid. When it comes to representing

clouds, CAM4 discerns between cloud drop effective radius over the land and ocean,

and over pure surfaces of sea ice and snow cover. When over landmasses, tempera-

ture drives the cloud drop effective radius. Vertical cloud overlap parameterization

follows Collins 2001 [67] and clouds are all treated as gray bodies. Their emissiv-

ity is dependent on “cloud phase, condensed water path, and effective radius of ice

particles” [59]. Overall, CAM4 incorporates improvements to the physics package

providing a significantly improved atmospheric model [59].

CAM5 includes enhancements to the physical packages on the previous atmo-

spheric model component from NCAR, CAM4 described above, such that the tran-

sition between the standalone and the fully coupled experiment framework is much

stronger [68]. Modifications to CAM5 include, a new moist turbulence scheme, a new

shallow water convective scheme, updated stratiform microphysical processes, a re-

vised cloud macrophysics scheme, and a 3-mode modal aerosol scheme (MAM3). The

combination of these improvements in physical parameterization allow for the simu-

lation of complete aerosol cloud interactions of “cloud droplet activation by aerosols,

precipitation processes due to particle size dependent behavior, and explicit radiative

interaction of cloud particles” according to the Description of the NCAR Community
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Atmosphere Model (CAM 5.0). [68] A huge development to the atmospheric model

is that CAM5 has the ability to model cloud-aerosol indirect radiative effects.

The new moist turbulence scheme allows for the simulation of full aerosol indirect

effects within stratus. The model now clearly simulates stratus-radiation-turbulence

interactions based on a diagnostic Turbulent Kinetic Energy (TKE) formulation and

a first order K-diffusion scheme with entrainment from Bretherton and Park 2009 [69].

The new shallow convective scheme is designed to prevent double counting by

communicating with the moist turbulence scheme, an issue associated with previous

versions of the model. Based on Parks and Bretherton 2009 [69], the scheme simu-

lates the spatial dispersion of shallow convective activity by using a more accurate

plume dilution equation and closure. Assuming little fractional area and steady state

convective updrafts, the updraft vertical momentum equation is used to estimate the

vertical velocity and fraction of the convective updraft.

Stratiform microphysical processes follow parameterization by Morrison and Get-

telman 2008 [70], utilizing two-moment formulation of cloud ice and droplets. The

liquid and ice particles evolve based on grid-scale advection, convective detrainment,

turbulent diffusion and other microphysical properties. Aerosol chemistry, tempera-

ture, and vertical velocity determine the activation of cloud droplets, TKE approxi-

mations determine sub-grid scale vertical velocity, and many mechanisms determine

ice crystal nucleation [71], as well as modifications to allow ice supersaturation [72].

The macrophysics cloud scheme is revised to allow for cloud fraction to be consis-

tent with cloud condensate [73]. Liquid cloud fractions are triangularly distributed

based on total relative humidity and ice cloud fraction is obtained from a modified

relative humidity over ice, including the amount of ice condensate [72]. These two

fractions are treated as separate calculations.

Another huge advancement in CAM5 is the new 3-mode modal aerosol scheme

(MAM3) [74]. This scheme allows for mixed representation of concentration numbers

and masses of accumulation and course aerosol modes, offering a blended version of

the more involved 7-mode scheme. The Lamarque et al. 2010 IPCC AR5 emission
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dataset [75] provides the definition of anthropogenic emissions (industrial, native,

and agricultural). Bond et al. 2007 [76] and Junker and Liousse 2008 [77] provide

emissions of black and organic carbon, and sulfur dioxide emissions come from Smith

et al. 2001, 2004 [78] [79]. For natural emission sources the AEROCOM emission

datasets are used.

The calculations and specifications for aerosols, liquid cloud droplets, hydromete-

ors, and ice crystals are used as input for the radiation scheme. These calculations

are from the microphysics and aerosol parameterization quantities. Based on MAM3,

the aerosol optical properties are defined [80] and combined before the radiative cal-

culation. The liquid cloud optical properties follow Wiscombe 1996 [81] calculations

and ice-cloud optics follow Mitchell 2002 [82]. Again, these properties are combined

before the radiative computations. The updated radiative scheme (Rapid Radiative

Transfer Method for GCMs, RRTMG) follows Iacono et al. 2008 [83] and Mlawer et

al. 1997 [84] to apply a correlated-k method for computing radiative fluxes and warm-

ing rates. The RRTM separates into 14 short-wave bands (0.2 um to 12.2 um) and

solar irradiance is specified based on the Lean dataset [85]. The RRTM also separates

into 16 long-wave bands (3.1 um to 1000 um). The new RRTMG contains modifi-

cations to the RRTM, such as implementing the Monte-Carlo Independent Column

Approximations [86] for sub-grid scale cloud variability, to “retain superior offline

agreement” compared to older versions of CAM radiation packages.

As the Community Atmospheric Model advances, it is still missing some key

processes that could affect the model's output. These processes explored in this

study deal with mixed phase clouds and ice nucleation.

Mixed phase clouds in our atmosphere directly effect the cloud radiative and

thermodynamic properties of the cloud [57]. Mixed phase clouds can also effect the

climate model from amplifying and/or dampening other feedbacks represented in the

model producing a wide range of climate responses.

Komurcu et al. 2014 [57] and Cesana et al. 2015 [87] found that GCMs un-

derestimate the supercooled liquid fraction in mixed phase clouds. CAM5 does not
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accurately simulate the fraction of supercooled liquid, liquid droplets, and ice crys-

tals [54] and tuning the model alone will not solve this issue. Therefore, uncertainties

in climate sensitivity and response can be reduced by better representation of cloud

phase in comparison to observations and further understanding the microphysical

processes associated with mixed phase clouds [54]. Another process identified as im-

portant to the climate model accuracy and uncertainty is with the ice nucleation

mechanism.

Ice nucleation is the process of ice formation and it influences the radiative prop-

erties of the climate system. Ice nucleation depends on other favorable atmospheric

proprieties of relative humidity, cloud temperature, and a nucleation surface [88].

Different aerosols present at a given moment impact the properties of ice nucleation.

It is not well understood and looks to schemes and parameterization to capture.

Strides to further understand and develop schemes have come from laboratory data,

field data, and a combination of the two. Recently, a study conducted by DeMott

et al. 2015 [89], worked to integrate laboratory and field data to develop empirical

parameterization. Their work used measurements from the continuous flow diffusion

chamber (CFDC) at Colorado State University, following DeMott et al. 2010 find-

ings that predicted ice nucleation particle concentrations incorporated with aerosol

number concentrations greater than 0.5 µm allowed for improvement in the predicted

ice nucleation particles instead of just incorporating temperature alone [90]. Further,

DeMott et al. 2015 suggests that an acceptable first-order approximation for climate

models is to consider all mineral dust as one category of ice nucleating particle [89].

This approximation has applications in models based on variables to predict the ice

nucleation particle concentrations [88] and has been successfully applied in regional

model simulations [91].

Research has progressed, as discussed in the sections above, to further enhance

atmospheric climate models such as CAM. It is clear that as understanding of the

microphysical proprieties of aerosol and clouds advance, so should the schemes repre-

senting them. Implementation of the concepts into models can create a more accurate
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representation of climate. In this study, the atmospheric model is modified for three

unique cases in order to explore the effect of cloud microphysical property-aerosol

feedbacks on the MMCO warming.
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4 METHODS: DATA AND MODEL

4.1 Data

In this section we summarize pre-industrial, modern, and paleoclimate data as

well as CALIOP observations that are utilized in this study. A break down of proxy

data and conditions will provide an overall picture of the different times analyzed in

this study.

4.1.1 Pre-industrial Data

Pre-industrial data is used from the year 1850 and is from CESM’s pre-industrial

component set.

Boundary Conditions

The pre-industrial data uses near modern topography. CO2 is set to 284.7 ppm

to follow the preset value for pre-industrial component sets of the model used. Other

greenhouse gas concentrations are prescribed at typical pre-industrial values. The so-

lar insolation is set to 340.0 w/m2. MAM3 aerosols from 1850 emissions are prescribed

in the atmospheric component of the model, which contains three aerosol modes of

aitken, accumulation, and coarse [92]. Orbital parameters follow the pre-industrial

configuration.

4.1.2 Modern Data

The modern data sets come from the CESM component sets available for the year

2000 and on.
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Boundary Conditions

The control value of CO2 is set to 367.0 ppm and modern topography is followed

in the modern cases. Solar insulation is prescribed to 341.6 W/m2. Greenhouse

gas amounts are also prescribed to modern day values at the year 2000. Orbital

parameters follow present day configuration.

CALIOP Observations

The Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) is a lidar car-

ried on the sun-synchronous polar orbit of the Cloud-Aerosol Lidar and Infrared

Pathfinder Satellite Observations (CALIPSO) and has a 16 day repeat cycle [53].

CALIOP views two-wavelengths (532 nm, 1064 nm) at near-nadir and contains a

polarization-sensitive lidar (532-nm beam polarized) providing the scientific commu-

nity with new observational based atmospheric measurements producing a footprint

across Earth of 70m. Using the lidar technology, high resolution profiles of aerosols

during day and night time as well as over highly reflective surfaces such as sand and

snow can be accessed. Lidar is able to pass through high thin clouds and CALIOP

gives a vertically resolved measurement of ice-water phase through depolarization

measurements by lidar backscatter signal, generating a profile for a broad portion of

the atmosphere [53]. The lidar has a resolution of 60 m in the vertical and 335 m

in the horizontal below 8.2 km in altitude and 60 m in the vertical and 1 km in the

horizontal above 8.2 km [54]. It is designed to contain the full range of backscat-

ter from molecular, aerosol, and cloud within 5 orders of magnitude. Having a data

turnaround time of about 5 days, CALIOP gives a complete dataset for global aerosol

model validation.

An important part in this study is CALIOPs ability to identify cloud ice-water

phase using a discrimination algorithm [53]. The lidar transmits a polarized pulse

that will be returned in perpendicular and parallel backscatter. This ratio returned as

the volume depolarization value determines whether the transmission is scattered by
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ice or by liquid droplets [93] as well as using temperature and height of the layer [94]

to identify cloud ice-water phase. CALIOP also provides discrimination between

cloud and aerosols using its cloud-aerosol discrimination (CAD) algorithm. The CAD

algorithm is based on statistical properties derived from CALIOP observations of layer

volume ratio color, mean attenuate back scatter coefficient, location and latitude,

depolarization, and the center of the layer height [54]. Aerosol types that can be

identified from CALIOP includes various dust types, smoke, and clean or polluted

continental, and clean marine [95].

4.1.3 Miocene Data

Based on paleoclimate proxies, data (i.e.: temperature and CO2 concentration)

can be derived and implemented during the MMCO event [6]. Both terrestrial

and marine proxy data have indicated the MMCO's globally warmer climate con-

ditions [4] [5] [96] [97] [14] [98]. Such that the marine proxy data reveal deep ocean

temperatures and mid to high latitude ocean temperatures are warmer based on deep-

sea benthic foraminiferal oxygen-isotopes [4] [5] as well as sea surface temperatures

(SSTs) being re-evaluated as higher than modern temperatures [17] [99]. The ter-

restrial, paleobotanical, records also indicate the humid environment found in the

MMCO, lower seasonality, a weak equator-to-pole temperature gradient, and higher

temperatures over the continents [97] [98] [14].

Boundary Conditions

All of the model simulations are done following the topography and bathymetry

described in Herold et. all 2011 [24]. Orbital parameters follow the pre-industrial

configuration such as in the pre-industrial simulations. This section provides an

explanation of the implemented changes to the Miocene dataset.

The main modifications from the modern topography to the Miocene topography

are to the areas of the Tibetan Plateau, Andean Cordillera, North and South America,
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the ice-sheets and the northern European continental shelf [100]. Since the Miocene,

the plate tectonic and topographic changes have been relatively small, allowing broad

adjustments to the topography to be satisfactory in representing this period. Another

benefit is the ability for this method to continue to contain roughness in the dataset

which can be lost when topographic data sets are created from the ground up. The

following is brief summary of topographic changes to the Miocene dataset.

Herold et al. 2012 [45] found that with the Greenland-Scotland Ridge absent and

Iceland below sea level, deep water formation was altered. Therefore, in the updated

dataset, the Greenland-Scotland Ridge is implemented as shallow (-100 m) with a

deep Faroe-Shetland Channel (approximately -4,500 m) and Iceland is implemented

as sub-areal based on fossil flora depth estimates form deep sea drilling records. These

drillings show the Madagascar Ridge at 900 m, the Mascarene Ridge at 700 m and

the Kerguelen Plateau at 2000 m depth. These ridges are adjusted to their respective

depths following Herold et al. 2011 [24]. In South America, the Amazon River is

removed based on evidence suggesting the early Miocene Amazon drained into the

Caribbean and then the middle to late Miocene Amazon drained towards the Atlantic

[101] [102] [103]. For these reasons, a wetland plant functional type is used during

vegetation input when representing the Amazon. Moving north, a deep meridional

channel is represented between the Pacific and Atlantic Oceans following Iturralde-

Vincent 2006 [104] for the Panama gateway.

From the Eocene-Oligocene Transition (approximately 34 Ma) and Middle Miocene

Climate Transition (approximately 14 Ma), the Cenozoic history of the Antarctic

ice-sheet is consistent in showing significant fluctuations in volume and extent. Al-

though, the West Antarctic Ice Sheet is found to be very small to non-existent

small [105] [106] [107]. Based on the extreme warmth in the Miocene, implemen-

tation of an ice-volume and sea-level rise are consistent with the warmer temperature

and obtained from a combination of two datasets. Ice sheet model output provided

by David Pollard, from the methodology in Pollard and DeConto 2009 [108], has been

used as a base for the Antarctic topography and ice-sheet mask. This ice-sheet con-
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sists of 6.5 million km3 of ice overlaying a modern bedrock, with a majority of the ice

located in the East Antarctica. When looking at West Antarctica, the topography is

modified using an ANTSCAPE dataset (contains 40 percent maximum Eocene topog-

raphy with 60 percent modern bedrock) based on findings from Wilson and Luyendyk

2009 [109] that suggests the West Antarctic bedrock was higher than modern in the

Eocene-Oligocene. Therefore, the ice-sheet should be between the Eocene high value

and the modern value for the Miocene. The Greenland ice-sheet is simulated using

ice-sheet distributions from Aisling Dolan's Pliocene ice-sheet modelling intercom-

parison project. For this project, the ice-sheet was represented under 560 ppm CO2

with mean Pliocene orbit parameters, providing an acceptable representation for the

MMCO based on only small changes to the orbital parameters between these time

periods and gives a volume of approximately 0.294 million km3. This brings about a

total global ice volume of approximately 6.8 million km3 versus the modern volume

of 29.6 million km3 [110] [111]. Based on this value, the sea-level is set to 50 m above

the present [100] to follow the modern sea-level to sea-ice volume relationship.

These updated Miocene topography and bathymetry datasets are used for all of

the Miocene CESM cases described in this study.

4.2 Model

The Community Earth System Model (CESM) is developed by the National Cen-

ter for Atmospheric Research as a community global climate model. CESM runs

fully coupled simulations with atmosphere, ocean, land, and sea-ice geophysical model

components and uses one central coupler to link each component. The coupler reads

information from each component and then calculates and transmits the information

back to each individual component as needed [112]. This process occurs as the model

integrates over time.
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4.2.1 Fully Coupled Simulations

The CESM components used in this study is CAM5 for modeling the atmosphere,

Parallel Ocean Program (POP2) for modeling the ocean, CLM4 for modeling the land,

and CICE for modeling the sea ice. CAM5 was described in Chapter 2 ”Background”.

The POP2 is the ocean general circulation model that solves three-dimensional primi-

tive equations at level coordinates and is the ocean component that CESM runs [113].

POP2 is a level-coordinate ocean general circulation model that continues to ad-

vance through updated physics packages and features provided by various scientists

around the world [113]. This model describes ocean dynamics by solving the three-

dimensional primitive equations and by treating the ocean as a thin stratified fluid.

Using hydrostatic and Bossinesq approximations with the momentum, continuity,

and hydrostatic equations, as well as with the equation of state and tracer transport

equations, the ocean can be represented in general coordinates. The version of POP2

implemented in this study contains 60 vertical levels at a resolution of 1 degree. Fully

coupled CESM utilizes the Community Land Model (CLM) which represents the land

surface features related to land biogeophysics, humans, ecosystem dynamics, the hy-

drological cycle, and biogeochemistry as well as others not listed [114]. CLM4, the

version used in this study, can calculate up to 15 possible plant functional types [115].

The Community Ice CodE (CICE) is the sea-ice component that CESM runs and is

the latest version of the Los Alamos Sea Ice Model released. CICE has interacting

components of a thermondynamic model, an ice dynamic model, a transport model,

and a ridging parameterization [116].

Fully coupled CESM simulations involve running all components of the model

linked together using the coupler. These simulations include atmospheric, land, sea-

ice, and ocean components that are described above.
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4.2.2 Slab-Ocean Simulations

Slab-ocean simulations used in CESM is a simplified ocean model ran with the full

atmospheric component of the model, CAM described in Chapter 3. Instead of using

POP2 like in the fully coupled simulation, DOCN is the model used for the ocean

component [112]. The temperature of the slab-ocean is simply calculated using depth

and surface energy fluxes. The ocean heat transport, Q-flux, is improved to be based

off of fully coupled simulations and not observations and now it uses mixed-layer

depth, mixed-layer temperature, and surface net energy balance to calculate [117].

The model is an approximation of a well-mixed ocean and is ran across all ocean grid

points in the simulations [118]. The components of CAM, CLM, and CICE are also

active in this version of the model, described in previous sections.
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5 EXPERIMENT DESIGN

CESM 1.0.5 simulations are performed with the implemented modifications to CAM5

using initial and boundary conditions described in Section 4.1 ”Data”.

5.1 Pre-industrial Simulations

The pre-industrial simulations ran in this study are ran as slab-ocean models. A

full functioning atmospheric model, CAM5, is ran coupled to the DOCN slab-ocean

with the other components of CLM and CICE. The slab-ocean simplifies the simula-

tions and is used in this study since modifications are only made to the atmospheric

component of CESM. The model has 1.9° x 2.5° horizontal resolution with 30 vertical

levels in the atmospheric component. The ocean component has 1° resolution each

pre-industrial simulation is ran for 100 years.

5.2 Modern Simulations

Like the pre-industrial simulations, slab-ocean configurations for CESM are also

used in the modern day simulations. CAM5, CLM, CICE, and DOCN are coupled

together and ran for 100 years for all of the modern day simulations. These cases

follow the boundary conditions, topography, and orbital parameters outlined in the

previous section.

5.3 Miocene Simulations

The CAM5 simulations are run using Miocene boundary conditions at 1.9° x 2.5°

horizontal resolution with 30 vertical levels. These cases are fully coupled to the

other components of CESM1.0.5 land, ocean, and sea ice. Vegetation cover follows
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that of Herold et al. 2010 [119] with no ice cover over Greenland and reduced ice cover

over Antarctica [106]. Topography is described in Herold et al. 2011 [24]. Orbital

parameters follow the pre-industrial configuration, discussed in the ”Data” section.

Note: these simulations are still running, but preliminary results will be provided

in this study.

5.4 Control Cases

Control cases are set up for pre-industrial, modern, and Miocene simulations.

Pre-industrial and modern control simulations do not have any changes to the CESM

component set definitions used and are run as slab-ocean models. Values of 284.7,

367.0, 400.0, and 800.0 ppm for the CO2 in the pre-industrial and three modern

control cases are implemented, respectively. The control case for the fully-coupled

Miocene simulations is run as described above without any modifications made to

CAM5. The CO2 concentrations for the Miocene control case are set to near modern

values at 400 ppm as well as a more extreme value of 800 ppm.

5.5 Modified Cases

A total of four different cases are set up and modified for pre-industrial and modern

slab-ocean models. Two fully coupled simulations are created for the Miocene to

include modifications to their atmospheric component as described below. These

Miocene cases are run at 400 and 800 ppm CO2 in order to test climate sensitivity and

to be compared with the 400 and 800 ppm CO2 modern simulations. CESM 1.0.5 is

used with CAM5 for the atmospheric component as the base for the modified (SLF)

simulations and the following adjustments to the atmospheric model are described

below.

An aerosol dependent ice nucleation mechanism [89] is implemented to replace the

default temperature and supersaturation based ice nucleation parameterization [120]

in CAM5. This ice nucleation scheme diagnoses concentrations of ice nuclei based
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on field observations from various seasons and regions. By using these prognostically

calculated aerosol concentrations a more realistic number for ice nucleating particle

concentrations is determined [54]. With this, the 3-mode aerosol scheme of CAM5,

Module Aerosol Mode 3, is used. The implemented parameterization from DeMott

et al. 2015 [89] allows the model-predicted aerosol concentrations to interact with

the cloud microphysics and provide more realistic cloud water contents, and in turn

cloud radiative feedbacks.

A theory-based cloud phase separation [121] is also implemented in CAM5 in-

stead of observation-based phase separation algorithms. The reason this algorithm

is applied rather than an observation-based phase separation algorithm like Tan and

Storelvmo 2016 [54] is twofold. First, the observation-based phase separation algo-

rithm is based on CALIOP retrievals, which are very high-resolution but have limited

record. Data from CALIOP are available since 2008 and due to a change in instru-

ment angle and calibration, the available number of observations that can be utilized

are limited. Second, the aerosol types and abundances in paleoclimates are different.

Hence, though not studied in detail, aerosol-cloud-cloud phase interactions may be

different now than in the past, which would affect cloud radiative feedbacks and the

degree of warming at the surface.
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Table 5.1.: Table of CESM 1.0.5 simulations ran with CAM5 used in this study.

CESM 1.0 Simulations

Name Model Type Time Modifications CO2

PI Control Slab Ocean 1850 None 284.7 ppm
PI Modified Slab Ocean 1850 SLF 284.7 ppm

Modern Control Slab Ocean 2000 None 367.0 ppm
Modern Modified Slab Ocean 2000 SLF 367.0 ppm
400 CO2 Control Slab Ocean 2000 None 400.0 ppm
400 CO2 Modified Slab Ocean 2000 SLF 400.0 ppm
800 CO2 Control Slab Ocean 2000 None 800.0 ppm
800 CO2 Modified Slab Ocean 2000 SLF 800.0 ppm

MIO 400 CO2 Control Fully Coupled Miocene None 400.0 ppm
MIO 400 CO2 Modified Fully Coupled Miocene SLF 400.0 ppm
MIO 800 CO2 Control Fully Coupled Miocene None 800.0 ppm
MIO 800 CO2 Modified Fully Coupled Miocene SLF 800.0 ppm
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6 RESULTS

6.1 Surface Temperature

The annual difference in surface temperature for the control case and the modified

case for each slab-ocean simulations of pre-industrial, modern, modern at 400 CO2,

and modern at 800 CO2 are compared (Figure 6.1 and Figure 6.2). Next to the sur-

face maps are the zonal mean plots for surface temperature in Figure 6.1. When CO2

is increased (moving down the figure) there is a noticeable increase in surface temper-

ature, with Plot D showing the modern 800 simulation having surface temperature

increase across the entire globe. Mean temperature values go from 0.95 increase in

the PI simulation to 2.83 in the modern 800 simulation. The areas that are increasing

in temperature the most are the polar regions. All of the zonal mean plots show the

largest separation from the red control line and the black modified case line at the

high latitudes to about 60°N and 60°S. Each of the zonal mean plots follow the same

shape and show the polar region temperature increase with the degree of warming

increasing with increasing CO2.
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Surface Temperature Difference: Modified - Control

(a) PI simulation

(b) Modern simulation

(c) Modern 400 simulation

(d) Modern 800 simulation

Figure 6.1.: Surface temperature difference plot for the modified SLF simulations
minus their respective control simulations are shown in the horizontal contour plots
on the left. The zonal mean plot for SLF simulations (black) and their respective
control simulations (red dashed) is shown on the right.

When the modifications are added to the model, each simulation showed warming.

As their CO2 amounts increased, the amount of warming from the control also in-
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creased (Figure 6.2). After initial spin up, approximately 15 years, the pre-industrial

modified simulation averages out to around 0°K of warming. The modern modified

at 400 is approximately about 2.5 °K compared to the modern 400 control simulation

warming about 2 °K. The modern at 800 ppm CO2 modified simulation shoots up to

about 7.5 degrees of warming compared to the control simulation showing approxi-

mately 5 degrees of warming from initial conditions (Figure 6.2).

Change in Surface Temperature [K]

Figure 6.2.: Time series plot of change in surface temperature for all slab-ocean cases
years 0-100.

Another representation of the temperature change across the versions of the mod-

ified model are seen when plotted as simulation temperature increases (Figure 6.3).

Here it is easily shown that as CO2 is increased in the modified simulations from 284.7

ppm to 800 ppm, the ending temperature of the model is increased from 289 K to

297 K. The best fit line is plotted between these three points, representing a nearly
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linear response between total temperature change and ending average temperature of

the model.

Change in Surface Temperature [K] against Temperature

Figure 6.3.: Represents the change in temperature averaged for the last 10 years
plotted against the temperature averaged for the last 10 years of each modified sim-
ulation.

Annual temperature vertical contour plots are shown in Figure 6.4. For each

subplot a-d, the respective control case is to the right of the modified case and the

difference between the control and modified simulations shown in the bottom plot.

The amplified temperature at each pole can easily be seen in the difference plots for all

simulations. As CO2 increases in the simulations, the area of temperature increase is

spread towards the equator and the middle atmosphere also increases in temperature.

This can be seen predominantly in the bottom plot of section d. All four plots show

similar patterns of warming and cooling. The near surface heating at the poles has an
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area of cooling at approximately 150 mb. Again, this cooling at 150 mb is amplified

as CO2 increases from pre-industrial to the modern 800 simulation.

Temperature Vertical Contour Plots

(a) PI simulation (b) Modern simulation

(c) Modern 400 simulation (d) Modern 800 simulation

Figure 6.4.: Vertical contour plots of temperature [K] for the modified SLF simulations
and their respective control simulations.
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6.1.1 Miocene

Preliminary results for the Miocene fully-coupled simulations are showed and de-

scribed below. These results are for the average of simulation years 1350-1360. Keep

in mind that the cases below are not ran out far enough to make definitive conclu-

sions, but show preliminary results. The simulations are appearing to continue to

go the same direction as presented below. The comparison figures presented in this

section are a) the Miocene at 400 CO2 modified simulation minus the Miocene at

400 CO2 control simulation, b) the Miocene at 800 CO2 modified simulation minus

the Miocene at 400 CO2 control simulation, and c) the Miocene at 800 CO2 modi-

fied simulation minus the Miocene at 400 CO2 modified simulation. Unfortunately, a

Miocene 800 CO2 control simulation is not included in this study.

Figure 6.5 compares the average annual surface temperature for the Miocene simu-

lations. Like in the modern cases, the modified simulations have an increase in surface

temperature in the high latitudes. In Plot A, there is an increase in warming over

land near the equator in the areas of Africa, South America, and northern Australia.

As CO2 is increased in the modified model, the warming is enhanced, notably in the

arctic region seen in Plot C. There is an area of cooling off the coast of North America

in the modified simulations at higher ppm CO2.
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Surface Temperature Difference

(a) Miocene 400 simulation (modified - control at 400)

(b) Miocene 800 simulation (modified - control at 400)

(c) Miocene 800 - Miocene 400 simulation

Figure 6.5.: Surface temperature difference plot for the modified SLF simulations are
shown on the left. The zonal mean plot for SLF simulations (black) and reference
simulations (red dashed) are on the right.

Vertical contour plots also show the weakening of the temperature gradient in the

Miocene simulations (Figure 6.6). The bottom figures show the difference between

the modified case and the control case. Red highlights the area of warming and

blue highlights the areas of cooling in these figures. At 400 ppm, the area of greatest

warming occurs over both of the poles near the surface, corresponding to the locations

of warming found in previous figures for the pre-industrial and modern simulations

(Figure 6.4). Again, as CO2 is increased, the warming and cooling intensifies in the

modified simulations (Figure 6.6 Plot C).
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Temperature Vertical Contour Plots

(a) Miocene 400 simulation
(modified - control at 400)

(b) Miocene 800 simulation
(modified - control at 400)

(c) Miocene 800 - Miocene
400 simulation

Figure 6.6.: Vertical contour plots of temperature for the modified SLF simulations
and their respective control simulations.

6.2 Cloud Amount

Figure 6.7 below shows the annual difference in total cloud amount in the models.

Overall there is an increase in cloudiness all over the Earth in all modified simula-

tions when compared with their control. Areas of Greenland, Antarctica, and Africa

have consistent increase in clouds throughout each simulation. The zonal mean plots

for each simulation show the separation from the black modified case line and the

red control case line over all latitudes, again pointing towards an overall increase

in cloudiness over the entire globe. These plots represent cloud amount for all lev-

els of clouds. The next three plots breaks down cloud amount by high-level clouds,

mid-level clouds, and low-level clouds.
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Total Cloud Amount Difference: Modified - Control

(a) PI simulation

(b) Modern simulation

(c) Modern 400 simulation

(d) Modern 800 simulation

Figure 6.7.: Total cloud amount difference plot for the modified SLF simulations
minus their respective control simulations are shown in the horizontal contour plots
on the left. The zonal mean plot for SLF simulations (black) and their respective
control simulations (red dashed) is shown on the right.

High-level cloud amount is described in Figure 6.8. In all simulations, an increase

in high-level clouds are shown all over the globe. The zonal mean plots show a large
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gap between the control and modified simulations across all latitudes. The greatest

increase in high clouds occurs in arctic region and high latitudes to about 30°N. There

is also a band across the equator of high-level cloud increase. The mean increase from

control to modified simulation for pre-industrial is 15.35 percent, 15.86 percent for

modern, 16.01 percent for modern at 400 CO2, and 15.07 percent for modern at 800

CO2, showing that the modifications made to the models might not be that sensitive

to CO2 when it comes to the high level clouds feedback.
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High-level Cloud Amount Difference: Modified - Control

(a) PI simulation

(b) Modern simulation

(c) Modern 400 simulation

(d) Modern 800 simulation

Figure 6.8.: High-level cloud amount difference plot for the modified SLF simulations
minus their respective control simulations are shown in the horizontal contour plots
on the left. The zonal mean plot for SLF simulations (black) and their respective
control simulations (red dashed) is shown on the right.

Mid-level cloud amount's response to the modifications made to the simulations

show more varied response compared to the high-level cloud amount. The pre-
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industrial, modern, and modern 400 simulations show increase in mid-level clouds

in the high latitudes, both North and South, yet a slight decrease in the mid-latitude

regions in Figure 6.9 below. The modern 800 simulation has an overall decrease in

mid-level cloud amount, with a mean of -1.45 percent (decrease). At higher levels of

CO2, plots a-c also show decreasing trend in mean mid-level cloud amount starting

from 1.71 percent increase in the pre-industrial comparison to 0.15 and 0.21 percent

increase in the modern and modern 400 simulations respectively. When looking at the

zonal mean plots, there is a slight shift southward (right) of the black modified line

when compared to the red control line. The overall shape, maximum and minimum

mid-level cloud amounts, of the lines are similar with troughs in the mid-latitudes

and peaks near the equator and higher latitudes.
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Mid-level Cloud Amount Difference: Modified - Control

(a) PI simulation

(b) Modern simulation

(c) Modern 400 simulation

(d) Modern 800 simulation

Figure 6.9.: Mid-level cloud amount difference plot for the modified SLF simulations
minus their respective control simulations are shown in the horizontal contour plots
on the left. The zonal mean plot for SLF simulations (black) and their respective
control simulations (red dashed) is shown on the right.

Low-level cloud amount is shown in Figure 6.10. Looking at the zonal mean plots

on the right, the red dashed control line and the black solid modified line are close
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together and overlapping in most of the simulation sets. Increases and decreases

in low-level cloud percentage are scattered across the globe and are relatively small

compared to mid-level and high-level cloud amounts previously shown. Annual global

mean values for the modified minus control cases are 1.12 percent, 0.44 percent, 0.66

percent, and 0.19 percent for the pre-industrial, modern, modern 400, and modern

800 simulations. These values decrease slightly as CO2 increases across the cases from

284.7 ppm to 800.0 ppm.
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Low-level Cloud Amount Difference: Modified - Control

(a) PI simulation

(b) Modern simulation

(c) Modern 400 simulation

(d) Modern 800 simulation

Figure 6.10.: Low-level cloud amount difference plot for the modified SLF simulations
minus their respective control simulations are shown in the horizontal contour plots
on the left. The zonal mean plot for SLF simulations (black) and their respective
control simulations (red dashed) is shown on the right.

As previous figures showed, an increase in high clouds are expected in the modified

versions of the model. The bottom figures in every subplot agree with this. They have
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an increase in clouds from about 300 mb over the poles to 150 mb over the equator.

As CO2 increases from pre-industrial simulations to modern 800 simulations, the area

of maximum cloud increase condenses yet has a stronger increase when compared to

the control case. The pre-industrial has a spread of cloud increase at 500 to 200 mb

over the North Pole. The modern 800 simulation has a spread of cloud increase at

400 to 200 mb. All modified models have a maximum cloud total increase of about

20 percent.
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Total Cloud Amount Vertical Contour Plots

(a) PI simulation (b) Modern simulation

(c) Modern 400 simulation (d) Modern 800 simulation

Figure 6.11.: Vertical contour plots of total cloud amount for the modified SLF
simulations and their respective control simulations.

6.2.1 Miocene

Total cloud amount is compared in the control simulation at 400 CO2 with the

modified simulations at 400 and 800 CO2. As anticipated from the pre-industrial and

modern results, the Miocene also shows an overall increase in cloudiness throughout

the entire globe. Areas of greater cloud percentage is centered around the equator,
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seen in the 400 ppm case. Although, when comparing the 400 to the 800 ppm CO2,

there is little to less amount of clouds in the simulations with higher carbon dioxide

concentrations.

Total Cloud Amount Difference

(a) Miocene 400 simulation (modified - control at 400)

(b) Miocene 800 simulation (modified - control at 400)

(c) Miocene 800 - Miocene 400 simulation

Figure 6.12.: Total cloud amount difference plot for the modified SLF simulations are
shown on the left. The zonal mean plot for SLF simulations (black) and reference
simulations (red dashed) are on the right.

The biggest increase in total cloud percentage comes from the increase in high

clouds in the model. Overall, high clouds in the modified simulations are increased

across the entire globe. As in total cloudiness, the increase in greenhouse gas does

not increase the average high cloud percentage in the simulations, there is an average

decrease of 0.98 percent (Figure 6.13 Plot C).
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High-level Cloud Amount Difference

(a) Miocene 400 simulation (modified - control at 400)

(b) Miocene 800 simulation (modified - control at 400)

(c) Miocene 800 - Miocene 400 simulation

Figure 6.13.: High-level cloud amount difference plot for the modified SLF simulations
are shown on the left. The zonal mean plot for SLF simulations (black) and reference
simulations (red dashed) are on the right.

Mid-level clouds are slightly greater in the 400 ppm modified Miocene simulation

when compared to the control. The greatest areas of increase are in the high latitudes

and centered around the equator (Figure 6.14). As in the high cloud comparison of

800 ppm to 400 ppm CO2, the average mid-level clouds actually decrease in the

modified simulations at higher concentrations. This result is also seen in the modern

and pre-industrial modified simulations (Figure 6.9).
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Mid-level Cloud Amount Difference

(a) Miocene 400 simulation (modified - control at 400)

(b) Miocene 800 simulation (modified - control at 400)

(c) Miocene 800 - Miocene 400 simulation

Figure 6.14.: Mid-level cloud amount difference plot for the modified SLF simulations
are shown on the left. The zonal mean plot for SLF simulations (black) and reference
simulations (red dashed) are on the right.

It has already been shown that the greatest increase in total cloud fraction comes

from the increase in high level clouds (Figure 6.13), but on average the low level clouds

represented in the modified simulations decrease in the high latitudes when compared

to the control simulation (Figure 6.15). Again at higher values of CO2, there is less

low-cloud coverage in most areas of the globe. In the zonal mean comparisons between

400 and 800 ppm, both simulations follow the same curve with more variability in the

Northern high latitudes and only slight deviations from each other across the other

latitudes.
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Low-level Cloud Amount Difference

(a) Miocene 400 simulation (modified - control at 400)

(b) Miocene 800 simulation (modified - control at 400)

(c) Miocene 800 - Miocene 400 simulation

Figure 6.15.: Low-level cloud amount difference plot for the modified SLF simulations
are shown on the left. The zonal mean plot for SLF simulations (black) and reference
simulations (red dashed) are on the right.
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Total Cloud Amount Vertical Contour Plots

(a) Miocene 400 simulation
(modified - control at 400)

(b) Miocene 800 simulation
(modified - control at 400)

(c) Miocene 800 - Miocene
400 simulation

Figure 6.16.: Vertical contour plots of total cloud amount for the modified SLF
simulations and their respective control simulations.

The following figures look at the difference in net longwave and shortwave fluxes

at the top of the model and at the surface.

6.3 Fluxes

Figure 6.17 shows the surface net shortwave flux difference from the control to

modified cases for pre-industrial, modern, modern at 400 ppm CO2, and modern at

800 ppm CO2 in plots a-d. All graphs show a mean decrease in surface shortwave

flux, yet at higher values of CO2 the decrease is lessened. Across all latitudes, seen

in the zonal mean plots on the right side, surface net shortwave flux is less in the

modified case than the control. Next, the surface longwave net flux is plotted.
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Surface Net Shortwave Flux Difference: Modified - Control

(a) PI simulation

(b) Modern simulation

(c) Modern 400 simulation

(d) Modern 800 simulation

Figure 6.17.: Surface net shortwave flux difference plot for the modified SLF simula-
tions minus their respective control simulations are shown in the horizontal contour
plots on the left. The zonal mean plot for SLF simulations (black) and their respective
control simulations (red dashed) is shown on the right.

Below in Figure 6.18, the difference in net longwave flux at the surface is plotted

for each simulation. Like the shortwave flux, there is a decrease in surface longwave
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flux in the modified case. With values of -6.05, -5.09, -6.02, and -6.15 W/m2, the

increase in CO2 does not appear the affect the magnitude of change in global mean

surface net longwave flux from the modifications. The shapes for the zonal mean plots

are all similar with slight differences in the values. Both the shortwave and longwave

net surface fluxes are decreasing in the modified versions of the model. Next, the top

of atmosphere longwave and shortwave net fluxes are presented.
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Surface Net Longwave Flux Difference: Modified - Control

(a) PI simulation

(b) Modern simulation

(c) Modern 400 simulation

(d) Modern 800 simulation

Figure 6.18.: Surface net longwave flux difference plot for the modified SLF simula-
tions minus their respective control simulations are shown in the horizontal contour
plots on the left. The zonal mean plot for SLF simulations (black) and their respective
control simulations (red dashed) is shown on the right.

Figure 6.18, there is a large decrease in top of model net shortwave flux when

modifications are made to the model. This decrease is seen across all simulations,
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with the largest region of decrease occurring in the mid-latitudes. When CO2 is at

800 ppm in plot d, there is a slight increase from the modified to the control in the

arctic region. This same slight increase in the arctic region was seen on the surface

net shortwave flux in the modern 8000 simulation in Figure 6.17.
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Top of Model Net Shortwave Flux Difference: Modified - Control

(a) PI simulation

(b) Modern simulation

(c) Modern 400 simulation

(d) Modern 800 simulation

Figure 6.19.: Top of model net shortwave flux difference plot for the modified SLF
simulations minus their respective control simulations are shown in the horizontal
contour plots on the left. The zonal mean plot for SLF simulations (black) and their
respective control simulations (red dashed) is shown on the right.

The top of model net longwave flux difference plots are presented below in Figure

6.20. Like the previous three figures, there is a mean decrease for all four simulations.
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Although in this figure, an increase from the control to the modified cases is seen on

the continent of Antarctica. In the cases with lower CO2, plots a-c, there is a strip

of increase in net longwave flux at the top of model over the Pacific Ocean in the

low northern latitudes, yet it disappears in the case with 800 ppm CO2. This can be

seen in the horizontal contour maps as well as in the zonal mean line plots where the

black modified simulation line is closer to the red control case line in the low north

latitudes.
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Top of Model Net Longwave Flux Difference: Modified - Control

(a) PI simulation

(b) Modern simulation

(c) Modern 400 simulation

(d) Modern 800 simulation

Figure 6.20.: Top of model net longwave flux difference plot for the modified SLF
simulations minus their respective control simulations are shown in the horizontal
contour plots on the left. The zonal mean plot for SLF simulations (black) and their
respective control simulations (red dashed) is shown on the right.
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6.3.1 Miocene

Overall, net shortwave flux at the surface decreases with the modifications included

in the model (Figure 6.21). This decrease is maximized at the lower CO2 simulation.

Yet when comparing the change in surface net shortwave flux between 800 ppm and

400 ppm, there is an average increase in the 800 ppm case with the area of maximum

increase in the high latitudes (Figure 6.21 Plot C).

Surface Net Shortwave Flux Difference

(a) Miocene 400 simulation (modified - control at 400)

(b) Miocene 800 simulation (modified - control at 400)

(c) Miocene 800 - Miocene 400 simulation

Figure 6.21.: Surface net shortwave flux difference plot for the modified SLF simu-
lations are shown on the left. The zonal mean plot for SLF simulations (black) and
reference simulations (red dashed) are on the right.
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Surface net longwave flux also decreases in the modified versions of the model

(Figure 6.22). This time as CO2 values increase, there is a greater decrease in the

longwave surface flux. Areas of higher decrease in Miocene surface net longwave

flux occur over the high latitudes, yet there are ares of strong net flux increase over

Southern Africa, South America, and south parts of North America and these areas

are slightly amplified at higher values of carbon dioxide (Figure 6.22).

Surface Net Longwave Flux Difference

(a) Miocene 400 simulation (modified - control at 400)

(b) Miocene 800 simulation (modified - control at 400)

(c) Miocene 800 - Miocene 400 simulation

Figure 6.22.: Surface net longwave flux difference plot for the modified SLF simula-
tions are shown on the left. The zonal mean plot for SLF simulations (black) and
reference simulations (red dashed) are on the right.

The top of model fluxes show similar results as the surface fluxes with an overall

decrease in both longwave and shortwave flux across the globe (Figure 6.23 and 6.24).
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Along with the overall decrease in flux, there are two areas showing increases in top

of model net shortwave flux at the Southern tip of Africa and Northeast corner of

South America (Figure 6.23 Plot A). A doubling of CO2 in the modified simulations

also increases the top of model net shortwave flux across the globe with a mean of

4.55 W/m2 and is strongest at the high latitudes (Figure 6.23 Plot C).

Top of Model Net Shortwave Flux Difference

(a) Miocene 400 simulation (modified - control at 400)

(b) Miocene 800 simulation (modified - control at 400)

(c) Miocene 800 - Miocene 400 simulation

Figure 6.23.: Top of model net shortwave flux difference plot for the modified SLF
simulations are shown on the left. The zonal mean plot for SLF simulations (black)
and reference simulations (red dashed) are on the right.

Net longwave flux at the top of the model decreases across the planet in the

modified simulations. Doubling of carbon dioxide in the modified cases leads to an
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increase (approximately 3.72 W/m2 in the top of model net longwave flux and ares

of maximum increase are located across the high latitudes (Figure 6.24 Plot C).

Top of Model Net Longwave Flux Difference

(a) Miocene 400 simulation (modified - control at 400)

(b) Miocene 800 simulation (modified - control at 400)

(c) Miocene 800 - Miocene 400 simulation

Figure 6.24.: Top of model net longwave flux difference plot for the modified SLF
simulations are shown on the left. The zonal mean plot for SLF simulations (black)
and reference simulations (red dashed) are on the right.

6.4 Cloud Forcing

The difference in longwave cloud forcing from the modified simulations and control

simulations are represented in Figure 6.25. For every simulation there is an average

increase in longwave cloud forcing in the modified case. With lower the CO2, a larger

increase is seen. Values of 17.28 W/m2, 16.22 W/m2, 16.35 W/m2, and 14.88 W/m2
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for the pre-industrial, modern, modern 400 CO2, and modern 800 CO2, were calcu-

lated. All plots represent the maximum increase in the arctic region, reaching down

to approximately 30°N. The zonal mean plots on the right side also show the max-

imum difference occurring in the high northern hemisphere. Both lines, the control

and modified, follow a similar shape across the latitudes with the black modified line

at higher values of longwave cloud forcing.
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Longwave Cloud Forcing Difference: Modified - Control

(a) PI simulation

(b) Modern simulation

(c) Modern 400 simulation

(d) Modern 800 simulation

Figure 6.25.: Longwave cloud forcing difference plot for the modified SLF simulations
minus their respective control simulations are shown in the horizontal contour plots
on the left. The zonal mean plot for SLF simulations (black) and their respective
control simulations (red dashed) is shown on the right.

Next, the difference in shortwave cloud forcing is shown below in Figure 6.26.

As anticipated, there is an overall decrease from control to modified cases across
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the globe. The pre-industrial case has the largest annual mean decrease of -17.30

W/m2. The modern high CO2 case has the decrease between control and modified

at -12.41 W/m2. It appears that the area with the most decrease is in the northern

mid-latitudes over the Pacific Ocean, yet this region of lower shortwave cloud forcing

dissipates in the 800 ppm simulations. In the pre-industrial simulation the minimum

difference value is -68.54 W/m2 and in the modern 800 simulation the minimum

difference value is only -35.06 W/m2. Therefore, at higher values of CO2 there is

weaker shortwave cloud forcing when the modifications are implemented in the model.
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Shortwave Cloud Forcing Difference: Modified - Control

(a) PI simulation

(b) Modern simulation

(c) Modern 400 simulation

(d) Modern 800 simulation

Figure 6.26.: Shortwave cloud forcing difference plot for the modified SLF simulations
minus their respective control simulations are shown in the horizontal contour plots
on the left. The zonal mean plot for SLF simulations (black) and their respective
control simulations (red dashed) is shown on the right.
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Change in Cloud Forcing

(a) Shortwave Cloud Forcing (b) Longwave Cloud Forcing

Figure 6.27.: Time series plots of shortwave cloud forcing and longwave cloud forcing
across modified and control simulations.

6.4.1 Miocene

Longwave cloud forcing changes drastically with the modifications made to the

model in the Miocene. An increase of 15.48 W/m2 is calculated when comparing the

modified simulation to the control simulation at 400 ppm CO2 (Figure 6.28). Across

all latitudes and longitudes there is an increase in longwave cloud forcing for both

800 and 400 ppm modified simulations.
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Longwave Cloud Forcing Difference

(a) Miocene 400 simulation (modified - control at 400)

(b) Miocene 800 simulation (modified - control at 400)

(c) Miocene 800 - Miocene 400 simulation

Figure 6.28.: Longwave cloud forcing difference plot for the modified SLF simulations
are shown on the left. The zonal mean plot for SLF simulations (black) and reference
simulations (red dashed) are on the right.

To oppose the longwave cloud forcing, shortwave cloud forcing decreases in the

modified Miocene simulations (Figure 6.29). In the 400 ppm CO2 modified case when

compared to the control, there is an average decrease of 15.47 W/m2. Shortwave cloud

forcing decreases in for modified simulations across the entire globe. Although there

is notable increases shown in the Southern tip of Africa and the Northeast corner of

South America for the 800 ppm CO2 simulation.
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Shortwave Cloud Forcing Difference

(a) Miocene 400 simulation (modified - control at 400)

(b) Miocene 800 simulation (modified - control at 400)

(c) Miocene 800 - Miocene 400 simulation

Figure 6.29.: Shortwave cloud forcing difference plot for the modified SLF simulations
are shown on the left. The zonal mean plot for SLF simulations (black) and reference
simulations (red dashed) are on the right.
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7 DISCUSSION

The hypothesis seeks to answer the question, ”are general circulation models missing

key cloud processes or feedbacks that can capture the mid-Miocene warmth?” The

pre-industrial and modern cases give insight to what and how the modifications change

the overall climate trends represented in the climate models.

7.1 Temperature

First and foremost, the modifications in every simulation when compared to its

control have an increase in average global surface temperature, as expected. The

model sensitivity to CO2 is also captured, with higher ppm values enhancing the

warming more than lower ppm values. The warming mainly occurred over the arctic

regions. At 800 ppm CO2, the entire globe warms, while lower values show a cooling

pocket over the eastern Pacific Ocean. Therefore there is a weaker equator-to-pole

temperature gradient in the modified simulations. Both the slab ocean cases and

Miocene simulation's vertical contour plots have the same signature across altitude

and latitude for temperature.

Across the Miocene simulations, similar results are seen. The land masses also had

significant warming in areas such as Africa and South America. Those two continents

are the first to warm as levels of CO2 increase across the slab ocean simulations. The

Miocene 400 simulation shows the weakening of the equator to pole temperature gra-

dient, which is a key characteristic of past greenhouse climates. Another key feature

of greenhouse climates are the enhanced average surface temperature. Again, the

Miocene simulations with modifications also capture this feature that other green-

house climates possess. Since changes were made to the model's cloud properties,
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we must look at how the clouds represented in the model changed to get a better

understanding of how the arctic and overall warming was generated.

7.2 Cloud Amount

As expected, there is an overall increase in cloud amount as shown in the model

across the entire planet for the modified cases. The largest increase in cloud amount

is mainly at high altitudes and the increase in high clouds is maximized at higher

latitudes. The vertical contour plots for total cloud amount in Figure 6.11 sums

this finding up nicely. Upper-level clouds are increasing over the northern mid to

high latitudes for the slab ocean cases. In the Miocene, there are significant areas of

increase in high clouds over Africa and South America that align with the locations

of increase in surface temperature. The modifications made to the simulations were

specifically designed to increase cloud fraction and in particular the super cooled

liquid fraction which affects high altitude ice clouds. However, it is important to note

that there is an increase in mid-level cloud amounts in the pre-industrial case, but at

higher values of pCO2 the mid-level clouds show little change between the controlled

and modified simulations. Therefore, increase in cloud fraction plays a role in the

enhanced warming over the poles as the maximum increase in cloud fraction is over

the polar regions in both hemispheres. The cloud forcing can explain the enhanced

warming feedback.
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Cloud Radiative Effect

Figure 7.1.: Cloud radiative forcing is represented in the τ (cloud optical depth) and Z
(cloud top altitude) space. Contours are showing W/m2 at the top of the atmosphere
for daily averages. Figure is from Koren et al. 2010.

7.3 Forcing and Fluxes

As upper-level cloud amount increase, a warming trend is observed in response as

high level clouds which are expected to provide overall warming by absorbing Earth's

outgoing thermal radiation. The longwave cloud forcing results provide evidence that

the model's enhanced warming are coming from the high level clouds.
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Forcing and Fluxes Summary

Figure 7.2.: Trend lines of differences of the modified simulations by their control for
top of model net longwave flux (FLNT), top of model net shortwave flux (FSNT),
surface net longwave flux (FLNS), surface net shortwave flux (FSNS), longwave cloud
forcing (LWCF), and shortwave cloud forcing (SWCF) plotted against the temper-
ature for modified simulations (pre-industrial, modern 400 CO2, and modern 800
CO2.

The warming trend from upper-level clouds agrees with findings from Koren et

al. 2010 shown in Figure 7.1 [122]. Koren et al. 2010 shows that thick high clouds

have a net warming effect (positive radiative forcing), represented in the warm color

contours, and low-level clouds have a net cooling effect (negative radiative forcing)

represented in cool colors.

The upper-level cloud response is seen across all cases, pre-industrial, modern,

and Miocene, yet there is also an increase in low level clouds more notably across

the simulations with lower CO2. Lower level clouds were not expected to change

drastically in the modifications and need to be analyzed further. These low level
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clouds decrease the shortwave cloud forcing across all modified versions of the model.

This effect works to cool the model by reflecting incoming shortwave solar radiation.

There is a definite decrease in shortwave cloud forcing across all simulations when

compared to their respective control cases. Below, Table 7.1 shows the average de-

crease and increase for the four simulation differences from modified to control cases

of the shortwave cloud forcing and longwave cloud forcing, respectively. As CO2 val-

ues increase, moving down the table, there is greater difference between shortwave

and longwave cloud forcing, corresponding to temperature feedbacks in the models.

Shortwave cloud forcing weakens at higher values of CO2 when modifications are made

to the model. Therefore, long wave cloud forcing is shown to dominate more than

the shortwave cloud forcing to produce an enhanced net warming effect. A summary

of the forcing and fluxes are shown in Figure 7.2.

A difference of 1 W/m2 between the shortwave cloud forcing and the longwave

cloud forcing is equivalent to about 1°C of warming. Referencing Table 7.1, the

pre-industrial case shows little to no warming, the modern cases show a range of

a 0.5°C to about 1°C warming, and doubling CO2 to 800 ppm shows over 2°C of

warming between the control and modified. These approximations are verified by the

temperature difference from control to modified found in all of the simulations.

Table 7.1.: Table of values for the average shortwave cloud forcing (SWCF) and
longwave cloud forcing (LWCF) difference between modified cases and control cases.

Cloud Forcing Differences: Modified - Control

Case SWCF LWCF Difference

PI -17.30 17.28 -0.02
Modern -15.07 16.22 1.15

Modern 400 -15.90 16.35 0.45
Modern 800 -12.41 14.88 2.47
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8 CONCLUSION

Changes to cloud microphysical properties were made to the Community Atmospheric

Model and implemented in twelve general circulation model simulations to test the

hypothesis that cloud microphysical property-aerosol feedbacks explain the Miocene

warmth at near-modern concentrations of CO2, approximately 400 ppm. The simula-

tions analyzed ranged from the mid-Miocene to modern day cases and ran at varying

CO2 from 284.7 to 800 ppm. The modifications made use of an aerosol dependent

ice nucleation mechanism versus the default temperature and supersaturation based

ice nucleation parameterization previously used in CAM5. Another key modification

found in this study is implementing a theory based cloud phase separation instead of

an observation based phase separation algorithm, previously used in CAM5.

The slab ocean cases all had enhanced warming over the high latitudes, overall

greater mean annual surface temperature than the control cases, and increase in high

clouds across the planet. It is found that dominance in the longwave cloud forcing

over the shortwave cloud forcing led to an increase in warming and was amplified

as CO2 levels increased. Based on these results, current climate models could be

underestimating how warm our planet will get as CO2 increases and climate change

progresses.

Results showed that significant warming was represented in the modified cases

and was seen to be amplified with increasing CO2. This warming mainly occurs over

the arctic regions and over the landmasses in the Miocene, which provides a weaker

equator to pole temperature gradient. The enhanced warming over the poles correlate

to the characteristics of past greenhouse climates. This warming was found to be a

response to the increase in upper-level cloud fraction from the modifications made

to the model. The high clouds absorb longwave radiation and warm the globe. The

location of high cloud increase correspond to the locations of maximum warming. It
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was found that the longwave cloud forcing thus dominates over the shortwave cloud

forcing for a net warming effect. Yet the modifications also produced an unexpected

decrease in shortwave cloud forcing as well, thus acting to cool the planet. This effect

will need to be explored more in depth in future studies, but note it could pertain to

the slight increase in lower level clouds.

Other future work can be done to explore the greenhouse climate characteristic

of reduced inner continental seasonality. The circulation trends, El Nino Southern

Oscillations, and comparisons against observational data are other areas to be further

explored using the global climate model data collected from the modified simulations

in this study.
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