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ABSTRACT

Sahu, Raj Ph.D., Purdue University, August 2019. Design paradigm for Modular
Multilevel Converter based Generator Rectifier Systems. Major Professor: Scott D.
Sudhoff.

Modular Multilevel Converters (MMC) are being widely considered for medium

to high voltage DC generation systems. Integrated system design optimization of the

generator-MMC system through multi-objective optimization is of interest, because

such an approach allows the trade-off between competing objectives (for example,

mass and loss) to be explicitly and quantitatively identified. In this work, such an

optimization based design paradigm for MMC based generator rectifier systems is de-

veloped. To formulate the design problem as a multi-objective optimization problem,

it is required that the system waveforms can be obtained to facilitate the imposition of

constraints and the estimation of power losses. Similarly, it is also desired to include

detailed electric machine magnetic and electrical analysis in design optimization, as

well as aspects such as the inductor and heat sink design. Such development typically

requires detailed component design and simulation models for the electric machine

and converter which are computationally expensive. As an alternative, the proposed

work utilizes an electric machine metamodel, heat sink metamodel, and high-speed

steady-state simulation model for the MMC to facilitate multi-objective optimization

minimizing system metrics of interest while satisfying system constraints. Using the

developed component simulation and design models, a multi-objective optimization

based design of an MMC based generator-rectifier system is conducted.



1

1. INTRODUCTION

For long distance power transmission, High Voltage DC (HVDC) based transmission

has several advantages over traditional AC power transmission which include efficient

operation, lower cost for bulk transmission than High Voltage AC (HVAC), and the

capability to exchange power between two asynchronous systems [1]. Due to zero

reactive power transport and smaller footprint, HVDC transmission losses are reduced

relative to HVAC power transmission. Historically, reduced transmission loss has been

the primary reason for the development of HVDC based transmission. However, in

recent times, willingness to integrate more renewable energy sources into traditional

power systems has also encouraged the implementation of HVDC based transmission

[2]. In particular, increased penetration of offshore renewable sources of energy, for

example, offshore wind farms and solar farms, favor HVDC power based transmission

over conventional AC transmission [2].

Similarly, for microgrid operation, Medium Voltage DC (MVDC) power distribu-

tion is being widely studied. For example, in shipboard power systems, the MVDC

based Integrated Power System (IPS) promises efficient operation of the system with

high power density and is under development to be implemented in future ships [3,4].

MVDC based power system architecture allows for a highly reliable operation with

increased survivability [3].

In such DC power transmission/distribution systems, power electronic converters

are ubiquitous. Historically, the thyristor based 2-level Line Commuted Converter

(LCC) has been used for HVDC conversion. However, the switching frequency for

such converters is limited for high voltage operation due to increased switching losses.

Such converters require large filters (mass and volume wise) to improve harmonic per-

formance, and to address the power quality at the input and output of the converter.

On the other hand, multilevel converters have been successful in efficient operation of
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medium to high voltage drive and rectifier systems [5,6]. The design is such that the

DC bus voltage is distributed over a number of power sub-stages so that each power

electronic switch observes a low voltage stress. This allows low voltage switches to

be used. The AC side of multilevel converters exhibits multiple voltage levels, as

compared to 2-levels in 3-phase full-wave bridge rectifiers. The harmonic content

and Total Harmonic Distortion (THD) of AC side voltage can be greatly reduced by

increasing the number of voltage levels in multilevel converters, and hence multilevel

converters are being widely studied for their implementation in industry for medium

to high voltage DC operation. This work considers such multilevel converters for

rectification operation.

For the application in MVDC/HVDC operation, several multilevel converter topolo-

gies have been proposed in the literature including the Neutral Point Clamped (NPC)

converter, the cascaded H-bridge converter, and the Modular Multilevel Converter

(MMC) [5]. Of the topologies proposed, the Modular Multilevel Converter is par-

ticularly attractive for medium to high voltage DC applications due to its inherent

modularity, scalability, and highly efficient performance as compared to other multi-

level converter topologies [5], [6]. Hence, an MMC based system is considered herein.

The goal of this research is to develop a design paradigm for MVDC/HVDC

generator-rectifier system which utilizes Permanent Magnet AC (PMAC) machine

for generation and an MMC for rectification. Integrated design optimization of such

systems is complex due to large number of design variables [7]. Consider, for example,

the generator design. The generator fundamental electrical frequency and speed are

considered to be unknowns which has direct impact on the generator as well as multi-

level converter and passive component sizing. Optimal design of generator dimensions,

currents, core-material, and winding itself is a complex multi-objective optimization

problem [7]. Now consider optimal design of the multilevel converter along with the

generator while considering the generator converter interaction. A modification in

fundamental duty cycle or number of AC voltage levels in the multilevel converter

could require modifications in generator winding, passive filters, current rating of the
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generator, switching frequency etc. for the optimal system design. There are multiple

similar design variables in the system design which closely interact with each other

to impact the overall system performance.

In this dissertation, a system design process is explored which can simultaneously

address the generator and the MMC while optimizing the overall system for design

metrics of interest as well as considering the interaction and operational aspects of

the two subsystems. In subsequent sections of this chapter, the system structure

is introduced, the design problem is defined, a literature survey is conducted, and

finally the goals of the work along with discussion on content of this dissertation are

presented.

1.1 PMAC-MMC based Generator Rectifier System

The generator rectifier system considered is shown in Fig. 1.1. The MMC ( shaded

) contains 6 arms with an ‘upper’ and ‘lower’ arm associated with each phase. Each

MMC arm has a filter inductor to filter the harmonic component of currents in leg

and a total of N submodules connected in series, shown as the SB block in Fig. 1.1.

Several submodule topologies have been proposed in literature [5], [6], however the

two most commonly implemented topologies are the half-bridge converter and the H-

bridge (full-bridge) converter. In this work, H-bridge converter submodule topology,

shown in Fig. 1.2, will be considered due to its inherent fault blocking capability.

The considered submodule contains 4 semiconductor switches, 4 power diodes, and

a submodule capacitor. Detailed variable definitions and analysis are presented in

Chapter 3.

One active area of MMC research is its optimal design. Selection of the number of

submodules to be used in the MMC is important. Increasing the number of submodule

reduces the harmonic content in the arm currents, but adds additional conduction

losses, mass, and control complexity. The submodule volume and mass depends on

the current and voltage ratings. The arm inductor also adds to the mass of the
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Fig. 1.1. PMAC-MMC Generator Rectifier System

Fig. 1.2. H-bridge Converter based Submodule

MMC structure, but reduces the harmonic content in the arm current. Similarly, the

selection of switching frequency is important. Excessive switching frequency could

lower the mass of the passives but yield high losses which in turn could increase

heat sink mass. As mentioned earlier, at the source side, varying PMAC generator

parameters changes the MMC current, and could change the current rating and size of

switches and passive components. Hence, development of an optimal system design

methodology is of interest. It is also necessary that the designed system satisfies

various constraints, for example, maximum allowed capacitor voltage ripple. Clearly,
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the PMAC-MMC system design problem is complex and it requires many operational

aspects to be simultaneously taken into consideration. Previous work to address these

challenges is next reviewed.

1.2 Literature Review

In the literature, the design problem is usually approached by one of two methods:

(a) manual design where design parameters are selected based on design equations as

shown in Fig. 1.3, (b) optimization based design as shown in Fig. 1.4 [7].

Fig. 1.3. Manual System Design Process [7]

Fig. 1.4. Optimization based System Design Process [7]
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Manual Design Methods for MMC

Manual methods select parameters based on design equations derived from an ap-

proximate system analysis, as shown in Fig. 1.3. Of those, many MMC design meth-

ods are based on specifying passive component values, namely the arm inductance

and submodule capacitance. These passive values are selected based on predefined

steady state and transient conditions, and system constraints as discussed in [8–13].

In particular, the arm inductance specification is calculated based on limiting the

peak-peak amplitude of the arm circulatory current in [8], limiting second harmonic

current and the worst case DC short current in the arms in [9] and the worst case

DC short current in the arms in [10]. The submodule capacitor is selected based

on maximum allowed voltage ripple, a submodule voltage capability requirement and

a maximum capacitor ripple current in [10]; maximum allowed voltage ripple and

maximum allowed voltage in [11] and maximum allowed voltage ripple in [12, 13].

These methods provide a means for the system designer to determine component val-

ues. However, they do not provide an exploration of the trade-off between competing

objectives and the MMC may not be optimal in a loss vs mass/volume sense.

An extension of the manual approach is to devise sensitivity functions or calculate

performance trends vs system parameters to identify trade-offs using a detailed MMC

simulation or approximate analysis [14–16]. Sensitivity based methods are insightful

but do not fully explore the design space. Further, methods [14–16] do not develop

a formal multi-objective optimization design procedure, which is a major goal this

work.

Optimization Based Design

These methods are based on an optimization approach, as shown in Fig. 1.4. Such

methods require a detailed system analysis, based on which a objective function is

devised. That objective function is optimized for required goals using an optimization

engine.



7

Work presented in [17] and [18] move towards a formal multi-objective optimiza-

tion of the MMC, minimizing two competing objectives such as system volume and

loss. In [17] a detailed waveform-level simulation model is utilized to develop the

multi-objective optimization problem for MMC design. Due to the computationally

expensive nature of detailed waveform-level simulation model, [17] is highly compu-

tationally demanding. In [18] an MMC design method for steady-state operation

minimizing system loss and volume is presented assuming a fixed fundamental and

switching frequency. While useful, neither [17] nor [18] consider the generator design,

and both consider a simplified magnetic analysis of the arm inductor neglecting its

core losses. Hence, [17] and [18] are not applicable for the problem considered in this

paper where the source generator is also considered along with the details of inductor

design and variation in fundamental frequency and switching frequency.

Multi-objective optimization of DC generation system has been discussed in [19–

22]. The authors develop an optimization based design paradigm minimizing sys-

tem mass and loss for a low power MVDC generation system which optimizes the

generator along with 2-level rectifier. Optimal design of system utilizing wound ro-

tor synchronous machine, PMAC machine and hybrid machines is presented where

major focus of the research is on development of optimal generator design meth-

ods [19–21]. In [22], multi-objective optimization of low power DC generator system

utilizing PMAC generator and wide-band gap devices is shown while considering the

transient behaviour of the 2-level converter. While useful, none of the presented

works in [19–22] consider HVDC applications or multilevel converters in the design

optimization.

1.3 Proposed Work

The purpose of this work is to formulate a formal multi-objective optimization

based design paradigm for the generator-rectifier system shown in Fig 1.1. The novelty

of this work exists in efficient inclusion of electric machine and arm inductor magnetic
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design in the system optimization, utilization of high-speed simulation model for

MMC, the extensive exploration of the design space, and establishing performance

trade-offs in a time-efficient manner. The design process adopted for this paper is

shown in Fig. 1.5.

Fig. 1.5. MMC based Generator-Rectifier System Design Process

1.3.1 Approach

As explained, the goal is to create a multi-objective optimization based design

method for the PMAC-MMC system. Evolutionary algorithms are widely used to

solve multi-objective optimization problems. In this work, genetic algorithm will

be used to solve the PMAC-MMC design optimization problem. Some operating

condition constraints desired to be satisfied by the design solution are:

1. Generator, MMC and load power requirements are satisfied.

2. Component current density limits are satisfied.

3. Capacitor voltage and current ripple is within limits.

4. Switching frequency is within specified limits.

5. Harmonic component of leg currents are within required specifications.

6. Inductor core flux density limits and dimensional limits are satisfied.

7. Heat sink and submodule thermal constraints are satisfied.
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To formulate a multi-objective optimization problem involving PMAC-MMC sys-

tem design, it is required that the system waveforms can be obtained so as to estimate

losses and impose constraints related to the proper operation of the MMC. In par-

ticular, steady-state waveforms of the system are of interest. These waveforms are

particularly important in the MMC arm inductor design, and selection of submod-

ule capacitor, switching frequency and the number of submodules. For example,

arm current waveforms will be used to calculate steady-state inductor losses, and

find appropriate inductance value so as to limit current ripple. Similarly, submodule

capacitor voltage waveforms will be used for loss and voltage ripple calculations. How-

ever, these attributes are a function of the properties of the components designed.

Also, multi-objective optimization will require a time domain simulation for every

evaluation of the objective function, and so may require on the order of 104-106 time

domain simulations. Hence, detailed simulation models of MMCs will result in a slow

execution of the optimization engine and are not ideal for a such design approach.

Hence a method for fast estimation of the MMC waveforms is required. This work

proposes a high-speed simulation of the MMC to be used in a multi-objective design

environment.

Similarly, designing generator is in-itself a multi-objective optimization problem

minimizing its mass and loss. Detailed machine design procedure have been proposed

in literature [7, 19–21], however, to reduce the computational burden of electric ma-

chine design but still retain the details of its design, a metamodel approach of the

generator design is taken. The generator metamodel is advantageous relative to tra-

ditional machine scaling equations as it does detailed analysis of the generator as well

as quickly estimates the trade-off between the machine mass and loss, and poses a

reduced computational burden to the overall system optimization.

For the filter inductor of MMC arm, details in inductor magnetic design are con-

sidered for a standard and permanent magnet inductor. Similarly, capacitor and

semiconductor device models are presented using the data from manufacturer data-
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sheets. Finally, a forced air heat-sink metamodel is developed to account for the heat

dissipation system in MMC.

The proposed design method will start with the development of component anal-

ysis and system simulation models for components utilized in Fig. 1.1. These include

the electric generator design model, MMC high-speed simulation model, semiconduc-

tor (power electronic switch and diode) and passive devices (arm inductor, submod-

ule capacitor) models, and heat-sink metamodel. Next, using the detailed analysis of

components, a multi-objective fitness (objective) function will be formulated which

imposes various system constraints required for system operation, and calculates the

metrics of interest. Optimization of the fitness function yields the Pareto-optimal set

of designs. Finally, multi-objective optimization of a notional PMAC-MMC system

is carried out to demonstrate the functionality of the proposed design paradigm.

1.4 Organization of the dissertation

The organization of this work is as follows:

• Chapter 2 develops metamodel of a Permanent Magnet AC generator. This

chapter will introduce the notion of scaled electric machine design, and then

develop a metamodel from the results of multi-objective optimization of the

scaled electric machine design paradigm.

• Chapter 3 develops the waveform-level model of the PMAC MMC generator

rectifier system. This model will be used as reference to verify the results from

a high-speed simulation model proposed in Chapter 4.

• Chapter 4 develops a high-speed simulation of the MMC to rapidly calculate

PMAC-MMC system waveforms. This chapter also includes various system

waveforms for different test cases so as to validate high-speed simulation model

using detailed simulation model developed in Chapter 3.
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• Chapter 5 presents semiconductor device models to calculate conduction and

switching losses, and a forced air heat sink metamodel which will be utilized to

develop thermal model of the submodule.

• Chapter 6 presents models for the submodule capacitor, and the detailed de-

sign model of permanent magnet based EE-core inductor and standard EE-core

inductor.

• Chapter 7 sets forth a multi-objective optimization based design paradigm for

a PMAC-MMC system. This involves development of optimization problem

by describing the design space and the variables, calculation of mass and loss

using the developed design/simulation models, and imposition of several con-

straints. Finally a case study is presented to demonstrate the functionality of

the proposed design paradigm.

• Chapter 8 concludes the work with a discussion of future research.
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2. METAMODELING OF ELECTRIC MACHINES

In the introduction of the work, it was shown that the development of optimal de-

sign method for the considered generator-rectifier system includes consideration of

the generator. A straightforward approach is to select the generator from available

manufacturer catalogues. This method of selection is fast and doesn’t require detailed

machine analysis, however, it is generally unknown how close the available machines

come to the optimum for the considered system. A catalogue of relevant machines

maybe sparse for some applications, and a high-performance system such as marine or

aerospace application requires the machine to be as optimal as possible as the system

size is of great importance in such applications. Hence generator selection from an

available catalogue may not be ideal.

One method to overcome the shortcomings of a catalogue based selection is to de-

velop a detailed electric machine design and optimization procedure. Such methods

include a detailed analysis of electric machine including its field and loss calcula-

tions, and implement multi-objective optimization of the machine, satisfying a set of

constraints while minimizing the metrics of interests by formulating an appropriate

objective function [7]. The outcome of such design methods is set of non-dominated

designs, called a Pareto-optimal front, which enables the system designer to exten-

sively explore the system design space based on system requirements. Though very

useful, such methods are computationally too intense to be included in a global multi-

objective optimization wherein a MMC and its components are optimized along with

a generator, while satisfying the system operating requirements. A detailed machine

design procedure would create a large search space, and hence may lead to a sub-

optimal solution during optimization due to insufficient computational resources.

To overcome the slowness of the detailed machine design procedures, scaling equa-

tions have been formulated in literature [23–28]. These scaling equations can quickly
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predict machine size based on power or torque requirements, however, at cost of in-

accurate machine loss calculations. Work presented in [23–26] do not incorporate

the losses in machine which is important as it directly impacts range and cooling

requirements. Authors in [27, 28] consider resistive losses but neglect core losses and

its variation with speed. None of the work presented in [23–28] present a trade-off

between machine size and its losses which is important from a system optimization

perspective. Hence a method is required which can predict the trade-offs between

competing objectives while requiring low computational resources with a reasonable

model accuracy.

To address the aforementioned issues presented for the electric machine design,

authors in [29] present a electric machine metamodeling procedure. A metamodel is

a model of a model. Metamodel captures the details in electric machine design while

itself poses a low computational demand on the global optimization problem. This

chapter presents development of such electric generator metamodel.

2.1 Electric Machine Structure

To formulate an electric machine metamodel, a machine topology must be selected.

Herein, a surface mounted permanent magnet AC (PMAC) generator is considered

as shown in Fig. 2.1. Dimensions have been defined in the figure except shaft radius

which is rsh. The active stator region includes the stator teeth and slots, and the

stator conductors within the slots. A portion of developed diagram of stator is shown

in Fig. 2.2 with dimensions of stator slot and tooth. A more detailed description of

machine geometry is presented in [7].

2.2 Electric Machine Design Equations

A detailed electric machine design model has been presented in [7] and [29], how-

ever, for completeness a brief overview of the design equations is shown herein. In

this work, a scale independent normalized electric machine design procedure is uti-



14

Fig. 2.1. Surface Mounted PMAC Generator Structure [29]

Fig. 2.2. Stator Developed Diagram [29]

lized which formulates design equation based on a common base, and can be utilized

to generate a metamodel. A general variable normalization philosophy for power

magnetic devices is presented in [29] and [30]. Table 2.1 presents the variable nor-

malization definitions. Flux density and voltage are not scaled. In Table 2.1 the

normalization base D is the reference output power at generator terminals P ∗out,g.

In addition to aforementioned normalization, some variables will be normalized

with respect to fundamental component of peak value of conductor density, Ns1.

There variables will denoted with a (’) and described as ‘referred’. The variables
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normalized with Ns1 are shown in Table 2.2. Next, scaled electric machine design

Table 2.1.
Variable Normalization

Parameter Normalization Parameter Normalization

Length x̂ = x/D Area â = a/D2

Volume v̂ = v/D3 Mass M̂ = M/D3

Current î = i/D Current Density Ĵ = JD

Power P̂ = P/D Torque T̂ = T/D3

Time t̂ = t/D2 Frequency f̂ = fD2

Angular Speed ω̂ = ωD2 Flux Linkage λ̂ = λ/D2

Resistance R̂ = RD

Table 2.2.
Variable Normalization 2

Parameter Referred Quantity Parameter Referred Quantity

Current i′ = iNs1 Resistance R′ = R/N2
s1

Inductance L′ = L/N2
s1 Voltage V ′ = V/Ns1

Flux Linkage λ′ = λ/Ns1 Conductor Density n′ = n/Ns1

Winding Function w′ = w/Ns1

equations are presented [29].

2.2.1 Conductors, Current and Current Density

This section sets forth equations for calculation of machine winding function,

slot area fraction and current density for assumed machine geometry, slot conductor

density and machine currents [29].



16

The referred slot conductor density in generator a− phase, n
′
as, is assumed to be

of the form

n
′

as = sin(φs)− α3 sin(3φs) (2.1)

where φs is P/2 times φrm. It is convenient to define the total referred number of slot

conductors in one direction, N
′
s, and the peak slot conductor density, kn, as

N
′

s =
1

2

ˆ 2π

0

|n′as|dφs (2.2)

kn = max(|n′as|+ |n
′

bs|+ |n
′

cs|) (2.3)

Using [7, 29], the referred end conductor density m
′
as can be expressed as

m
′

as = − 2

P

(
cos(φs)−

α3

3
cos(3φs)

)
(2.4)

for which the number of end conductors, M
′
s, and peak end conductor density, km

can be calculated as

M
′

s =
1

2

ˆ 2π

0

|m′as|dφs (2.5)

km = max(|m′as|+ |m
′

bs|+ |m
′

cs|) (2.6)

From [7], the q− and d− axis normalized winding functions can be expressed

w
′

qs =
2

P
(cos(θr − φs)) (2.7)

w
′

ds =
2

P
(sin(θr − φs)) (2.8)

where θr is P/2 times θrm. Similarly, the normalized q− and d− axis generator

currents can be calculated as

î′qs =
√

2Î ′s cosφi (2.9)

î′ds = −
√

2Î ′s sinφi (2.10)

where Î ′s is the rms normalized generator current. Using [7], the stator slot area

fraction αssaf is given by

αssaf = 1− 2(1− αss)
2 + d̂st

r̂st

(2.11)
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where αss is fraction of the angle spanned by a stator slot over the angle spanned by

a slot and tooth. Slot conductor packing factor kpfs can be calculated as

kpfs =
2knâ

′
c

r̂
′2
sb − r̂

′2
stαssaf

(2.12)

where â
′
c is cross-sectional area of the conductor. Finally, the machine rms current

density Ĵrms is given as

Ĵrms =
Î ′s
â′c

(2.13)

2.2.2 Winding Loss, Resistance, Volume and Electrical Mass

This subsection describes calculation of conductor resistance and its losses, and

volumes of different parts of the generator [29].

The normalized effective slot length can be computed as

l̂seff = l̂ + αew
kmkpfsαssaf (r̂sb + r̂st)

2knkpfeαdw
(2.14)

where l̂ is the length of slot, αdw is the depth of the winding relative to the slot, kpfe is

end winding packing factor, αew is factor to account for conductor protrude from the

ends of the slot and is taken as 2. Using (2.14), the normalized total electric length

of the machine l̂te is calcated as

l̂te = l̂ + (αew + 1)
kmkpfsαssaf (r̂sb + r̂st)

2knkpfeαdw
(2.15)

One phase conductor volume for slot and end region, v̂cspp and v̂cepp respectively,

can be expressed

v̂cspp = 2l̂seff â
′

cN
′

s (2.16)

v̂cepp = (r̂sb + r̂st)â
′

cM
′

s (2.17)

The slot and end region conductor resistances, R̂ss and R̂se, respectively, for one phase

of the machine can be calculated using conductor volume and conductance σ as

R̂′ss =
v̂cspp
â′cσ

(2.18)
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R̂′se =
v̂cepp
â′cσ

(2.19)

using which the total conductor resistive loss P̂r is computed as

P̂r = 3R̂′sÎ
′2
s = 3(R̂′ss + 2R̂′se)Î

′2
s (2.20)

Next, the total volumes of slot conductor v̂cs, end region conductor v̂ce, stator

backiron v̂sb, stator teeth v̂st, permanent magnet v̂pm, rotor backiron v̂rb, and the

rotor inert region v̂ri can be calculated as

v̂cs = 3v̂cspp (2.21)

v̂ce = 3v̂cepp (2.22)

v̂sb = πl̂(r̂2
ss − r̂2

sb) (2.23)

v̂st = πl̂(r̂2
sb − r̂2

st)(1− αssaf ) (2.24)

v̂pm = πl̂(r̂2
rg − r̂2

rb)αpm (2.25)

v̂rb = πl̂(r̂2
rb − r̂2

ri) (2.26)

v̂ri = πl̂(r̂2
ri − r̂2

rs) (2.27)

In (2.25) αpm the fraction of angle spanned by the pm over 2π. The circumscribing

volume of the generator, v̂te, is computed using

V̂ge = πl̂ter̂
2
ss (2.28)

Using the calculated volumes, the mass of stator steel M̂ss, rotor steel M̂ss, magnet

M̂pm and conductors M̂c can be calcaluted as

M̂ss = ρs(v̂sb + v̂st) (2.29)

M̂rs = ρrv̂rb (2.30)

M̂pm = ρmv̂pm (2.31)

M̂c = ρc(v̂cs + 2v̂ce) (2.32)
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where ρs, ρr, ρm and ρc are stator steel, rotor steel, magnet and conductor mass den-

sities, respectively.

Machine electromagnetic mass is defined as mass except structure, case and cabi-

net mass of the machine. Using calculated component mass in (2.29)-(2.32), the total

electromagnetic generator mass M̂ge is given as

M̂ge = M̂ss + M̂rs + M̂pm + M̂c (2.33)

2.2.3 Field Analysis and Core Losses

This subsection presents the magnetic field analysis and the calculation of core

losses in different parts of the machine using [29]. In this analysis, it is assumed that

θr = 0, so that φr = φS. As shown in Fig.2.3, the functions µrm and Bm describe the

relative permeability and residual magnetization of the material in the rotor active

region. Therein, Br and χm are residual magnetization and incremental susceptibility,

respectively, of the magnet.

Fig. 2.3. Rotor Function [29]
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The stator MMF due to winding currents, F̂s, and rotor MMF due to permanent

magnet, F̂m, can be expressed as

F̂s =
3
√

2

P
Î ′s cos(φr − φi) (2.34)

F̂m =
d̂m

µ0µrm(φr)
Bm(φr) (2.35)

The quantities R̂m and R̂g are the reluctance densities associated with active rotor

and airgap, and are computed as

R̂m =
r̂rb

µ0µrm(φr)
ln

(
1 +

d̂m
r̂rrb

)
(2.36)

R̂g =
r̂rb
µ0

ln

(
1 +

csĝ

r̂rb + d̂m

)
(2.37)

Using the Gauss’s law, as shown in [7,29], the radial flux density at the rotor backiron,

Brrb, is given by

Brrb =
F̂s + F̂m

R̂m + R̂g

(2.38)

The minimum field intensity in the positively magnetized region of the magnet is

calculated as

Hmn =

r̂rb
r̂g

(
min

φs,Bm>0
(Brrb)

)
µ0(1 + χm)

(2.39)

Next, the tangential component of the flux density in the rotor backiron, Btrb,

satisfies

(d̂rbBtrb) = − 2

P
r̂rb

[ˆ φs

0

Brrbdφ−
1

2

ˆ π

0

Brrbdφ

]
(2.40)

using which the normalized depth of the rotor backiron d̂rb can be computed as

d̂rb =
max(d̂rbBtrb)

Br,lim

(2.41)

From [29], the magnetizing component of the radial flux density inside the stator

tooth, Brstm, is determined as

Brstm(φs) =
6nspp

2π(1− αss)

φs+
π

6nsppˆ

φs− π
6nspp

r̂rbBrrb

r̂st
dφ (2.42)



21

where nspp is the number of slots per pole per phase. Similarly, the counterclockwise

directed tangential component of the magnetizing flux density, Btsbm is given by

Btsbm = − d̂rbBtrb

d̂sb
(2.43)

The effective radial flux density in the stator tooth, Brstl, and stator backiron,

Btbsl are given as

Brstl = µ0
3
√

2P

8(1− αss)
d̂2
stkpfs
r̂stkn

αdw(2− αdw)Ĵrms cos(φs − φi) (2.44)

Btbsl = µ0
3
√

2P

4

d̂2
stkpfs

d̂sbkn
αdw(2− αdw)Ĵrms sin(φs − φi) (2.45)

The derivation of(2.44) and (2.45) has been provided in [29]. Finally, the flux density

in stator tooth, Bst, and tangential stator backiron flux density, Btsb, can be expressed

using

Bst = Brstm +Brstl (2.46)

Btsb = Btsbm +Btsbl (2.47)

Next, the hysteresis loss density in the core will be calculated using [29] as

p̂ch = khβB
β
pkf̂r (2.48)

where f̂r is the normalized generator electrical frequency, Bpk is the peak flux density,

and khβ, β are hysteresis loss parameters [29]. The eddy current loss density in the

core will be approximated as

p̂ce = 2πf̂rkef

ˆ 2π

0

(
dB

dφs

)2

dφs (2.49)

where kef is the eddy current loss parameter given in [29]. Using (2.48) and (2.49),

expressions for the hysteresis and eddy current loss densities in stator teeth, p̂ch,st

and p̂ce,st, respectively, and the hysteresis and eddy current loss densities in stator

backiron, p̂ch,sb and p̂ce,sb, respectively, can be calculated.

To this end, the total hysteresis loss in machine can be expressed as

P̂h = p̂ch,stv̂st + p̂ch,sbv̂sb (2.50)
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and the total eddy current loss can be computed using

P̂e = p̂ce,stv̂st + p̂ce,sbv̂sb (2.51)

2.2.4 Flux Linkage, Voltage, Torque, Power and Efficiency

This subsection describes design equations for machine flux linkage, electromag-

netic torque, power and efficiency [29].

The q− and d− axis magnetizing flux linkages can be expressed as

λ̂′qm = r̂stl̂(1− αss)
ˆ 2π

0

w′qBrstmdφs (2.52)

λ̂′dm = r̂stl̂(1− αss)
ˆ 2π

0

w′dBrstmdφs (2.53)

From [7], the referred line-line peak voltage of the machine terminals can be calculated

as

v′ll,pk =
√

3

√(
R̂′sî

′
qs + ω̂rλ̂′dm

)2

+
(
R̂′sî

′
ds − ω̂rλ̂′qm

)2

(2.54)

The electromagnetic torque produced by the machine can be compuated using

T̂e =
3P

4

(
λ̂′dmî

′
qs − λ̂′qmî′ds

)
(2.55)

which, when corrected to include the core losses in machine, is given by

T̂ec = T̂e −
P̂cP

4πf̂r
(2.56)

where P̂c is total core loss in the machine.

The electromagnetic specific torque density of the machine is expressed by

ρTM =
|T̂ec|
M̂ge

(2.57)

The total generator losses can be computed as the sum of the resistive and core

losses as

P̂gl = P̂h + P̂e + P̂r (2.58)
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The input and output power are computed as

P̂ing = −T̂ecω̂rm (2.59)

and

P̂outg = P̂ing − P̂gl (2.60)

using which the efficiency of the machine is given by

ηg =
P̂outg

P̂ing
(2.61)

where in (2.59) ω̂rm is mechanical speed of the machine.

This completes the desgin equations required to formulate a metamodel. Details

on the formulation and development of these design equations is presented in [29].

2.3 Metamodel Formulation

Based on the design equations presented in previous section, and design assump-

tions and design constraints presented in [29], multi-objective optimization of normal-

ized generator design is carried out. The design space for the optimization, shown in

Table 2.3, is taken from [29]. In Table 2.3, Pg,min and Pg,max are the minimum and

maximum generator power output considered for the metamodel formulation, and

Br,smco is the residual flux density of the Sm2C017 R30 magnet material. The design

model is optimized for minimum normalized electromagnetic mass and normalized

loss using method presented in [29]. Outcome of the multi-objective optimization

is Pareto-optimal front of designs, and each design contains information of gener-

ator parameters such as dimensions, loss, mass, and circuit parameters. Multiple

speeds of the generator are considered in order to construct a model which is speed

independent.

From (2.54), it can be observed that d− axis stator flux linkage can be utilized

to allow the machine operate at lower line-line terminal voltage, at cost of increased

d− axis winding losses. To simplify the analysis and reduce the design space, in this
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analysis it is assumed that the DC bus voltage is sufficient so that no stator d− axis

current or no rotor flux weakening is required. From this, using (2.9) and (2.10),

current angle φi = π for the generator operation.

Table 2.3.
Scaled Design Search Space

Parameter Minimum Maximum

r̂st 10−2/Pmax 10/Pmin

αdm 10−2 0.3

αg 10−4 0.2

αst 10−2 1

αsb 10−2 0.5

αss 5 · 10−2 0.95

αpm 5 · 10−2 0.95

αdol 0.5 6

B∗r 0.5Br,smco Br,smco

Ĵrms 106Pmin 108Pmax

P 2 30

To this end, the function form utilized to represent the information obtained from

multi-objective optimization of normalized design model as a continuous function of

requirements is given by [29]

fz(ρTM , ω̂rm) =

Nzn∑
i=1

az,iρ
nznρ,i
TM ω̂

nznω,i
rm

1 +
Nzd∑
j=1

bz,jρ
nzdρ,j
TM ω̂

nzdω,j
rm

(2.62)

where ‘z’ represents a variable being interpolated. For a given ‘z’ term, the number of

numerator and denominator terms, Nzn and Nzd, numerator and denominator expo-

nents nznρ,i, nznω,i, nzdρ,j, nzdω,j and finally numerator and denominator coefficients
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az,i bz,j are constants which are found by curve fitting techniques so that (2.62) best

fits the normalized design data. For the generator metamodel,

z ∈ {M̂ge, V̂ge, Ĵrms, P̂r, P̂h, P̂e, v
′
llpk, R̂

′
s, L̂

′
q, L̂

′
d, λ̂
′
m, P, αdol} (2.63)

To do this, normalized desgins are conducted for a number of values of ω̂rm. The

specific torque density and normalized speed hence become the two variables about

which the metamodel is based.

In this work, it is considered that the required generator power requirement is

between 0.5-5 MW operating at speed between 1000 and 8000 RPM. The normalized

design process is run at 8 corresponding logarithmically distributed normalized speed

covering this range. Thus the normalized speed range is [0.0026, 0.0068, · · · 2.0944]×

1016. Figs. 2.4-2.14 illustrate scaled properties vs metamodel fit. In each case, there

are eight sets of data, one for each normalized speed. In Figs. 2.4-2.14, UD is the

unit of the considered base D which is Watt.
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Fig. 2.4. Normalized Electromagnetic Volume vs Specific Torque Density
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Fig. 2.6. Normalized Resistive Loss vs Specific Torque Density
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Fig. 2.14. Normalized Machine λm vs Specific Torque Density
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Due to inexact fitting, the difference between metamodel and scaled data exists.

However, in general the fit is reasonable. For example, considering efficiency, 97% of

metamodel predictions are within 0.5% of the scaled data. The metamodel parameters

are presented in [31].

2.4 Metamodel Usage

As presented in [29], to use the metamodel, the user first specifies the normal-

ization base, which is the specification of generator power output Pgo. The user also

specifies the generator mechanical rated speed wrm. With the speed information, us-

ing (2.62), quantities listed in (2.63) can be calculated for a specified range of specific

torque density (taken between 1 - 20 Nm/kg in this work ). Next, using specified Pgo,

and Table 2.1, the normalized generator quantities can be calculated as function of

specific torque density. However, calculation of referred quantities in Table 2.2 still

requires Ns1, and the referred quantities need to be moved back to non-referred values

so as to consider the interaction between generator and rectifier.

To this end, the value of Ns1 can be estimated using Table 2.2, equation (2.54) and

peak-peak line voltage at MMC AC terminals. For the MMC, the peak fundamental

line-line AC voltage for unit duty cycle, ignoring harmonic components in voltage,

can be calculated as [6]

vllpk,mmc ≈ max

(
Vdc
2

+
Vdc
2

cos (θr + δmmc)−
Vdc
2
− Vdc

2
cos

(
θr −

2π

3
+ δmmc

))
(2.64)

which simplifies to

vllpk,mmc ≈
√

3

2
Vdc (2.65)

where Vdc is the DC bus voltage and δmmc is the MMC voltage phase angle relative

to machine q− axis.

From (2.54) and (2.65), the generator terminal voltage and DC bus voltage can

be related as

Ns1v
′
llpk ≤

√
3

2
Vdc (2.66)
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leading to

Ns1 ≤
√

3Vdc
2v′llpk

(2.67)

in order for the assumption of sufficient DC bus voltage to be valid. Recall that v′llpk

can be calculated using (2.62).

Note that the calculation in (2.64) does not consider the harmonic components

in the MMC arm voltages. A higher harmonic content in arm voltage could lead to

lower DC bus voltage available to the generator. Hence, selecting maximum value for

Ns1 may not be practical. Also, a low value of Ns1 leads to high generator current

as it increases inversely with Ns1 for a given value of referred current (see Table 2.2).

Though generator resistive losses are unaffected (as the actual resistance decreases

proportional to N2
s1, see Table 2.2 and (2.20)), the MMC resistive loss will increase.

Hence a very low Ns1 is not desired, and a suitable value of Ns1 needs to be considered.

In this work, Ns1 is taken as

Ns1 = αns1

√
3Vdc

2v′llpk
(2.68)

where αns1 ∈ [0.5, 1] is taken as a design parameter. Using αns1, the formulated design

equations, metamodel, and Table 2.2, the machine parameters can be calculated.

As an example, a generator supplying Pgo 1 MW at 3600 rpm tied to a 5 kV

DC bus is considered with αns1 equal to 0.85. The parameters are calculated using

the metamodel as a function of specific torque density as shown in Fig. 2.15-2.26.

As discussed, the metamodel data does not consider the structural or case mass/vol-

ume/length, and only presents the electromagnetic values. Using the calculated ma-

chine dimensions and speed, tip speed of the rotor surface is calculated as shown

in Fig. 2.26. A constraint is imposed on the tip speed during metamodel usage to

achieve viable designs. Details on validation of the metamodel with a detailed electric

machine design model is presented in [29].

This completes the formulation of metamodel of PMAC generator. This meta-

model will be utilized in next chapters to include the interaction between generator

and rectifier, and formulate a multi-objective design paradigm for the considered

PMAC-MMC system. Details on formulation and validation is presented in [29].
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3. WAVEFORM-LEVEL MODEL OF PMAC-MMC

SYSTEM

In this chapter, a waveform-level model of the generator-rectifier system shown in

Fig. 3.1 is set forth. This simulation model will be used for the development and

verification of the proposed high-speed simulation model in Chapter 4. The detailed

system diagram is shown in Fig. 3.1 along with the submodule topology in Fig. 3.2.

Fig. 3.1. Modular Multilevel Converter

As mentioned earlier, each arm contains N submodules and a filter inductor.

For the purpose of development of the waveform-level model, each submodule switch

is represented using an ideal switch with forward switch voltage drop Vsw,fw and

resistance Rsw,fw. Similarly, the forward biased diode is modeled as an ideal diode
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Fig. 3.2. H-bridge Converter based Submodule Topology

with forward voltage drop Vd,fw and resistance Rd,fw. Any time delay in switching is

neglected. Switching losses are not included in this model.

3.1 Variable definitions

The first step in developing a waveform-level model is to define system variables.

To this end, vx,cap,up is defined as vector containing the x -phase upper arm submodule

voltages, where x ∈ {‘a’, ‘b’, ‘c’}. That is

vx,cap,up =
[
v1,x,cap,up v2,x,cap,up · · · vi,x,cap,up · · · vN,x,cap,up

]T
(3.1)

where i ∈ {1, 2, · · · , N} is submodule index and vi,x,cap,up is the x -phase upper arm

submodule i capacitor voltage. Similarly, for the lower arm

vx,cap,low =
[
v1,x,cap,low v2,x,cap,low · · · vj,x,cap,low · · · vN,x,cap,low

]T
(3.2)

where j ∈ {1, 2, · · · , N} is submodule index and vj,x,cap,up is the x -phase lower arm

submodule j capacitor voltage. The voltage between the machine neutral and lower

rail of the MMC is vnlr. The voltage across the x-phase of machine terminals to the

machine neutral is denoted vxs. The current going into the x-phase of machine is

denoted ixs. For the MMC, vx,up is defined as total voltage across the submodules in

upper arm of x-phase. Similarly vx,low is defined as total voltage across the submodules

in the x-phase lower arm as shown in Fig. 3.1. The voltage across submodule i in

upper arm is defined as vi,x,up and is calculated as sum of capacitor voltage and switch
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drops. Similarly, vj,x,low is defined as the x-phase voltage across submodule j in the

lower arm. In the MMC arms, ix,up is defined as current in upper arm whereas ix,low

is defined as current in lower arm. At the load end, vdc is defined as the instantaneous

voltage across the DC bus capacitor and idc is defined as the load current.

For the ith submodule in the upper arm, si,x,up denotes the switching signal for the

submodule, and it can take on values of 0 or 1. A zero value of si,x,up means that the

submodule capacitor is bypassed whereas value equal to 1 denotes positive turn-on of

the submodule with +vi,x,cap,up voltage at submodule terminals. The negative state is

not utilized. The vector sx,up contains switching signal for each submodule in upper

arm. In particular

sx,up =
[
s1,x,up s2,x,up · · · si,x,up · · · sN,x,up

]T
(3.3)

Similarly, for lower arm si,x,low can be defined. Hence, sx,low is given by

sx,low =
[
s1,x,low s2,x,low · · · si,x,low · · · sN,x,low

]T
(3.4)

3.2 Reference frame transformation

It will be convenient to define transformation matrix Ks, which transforms abc

variables to an arbitrary reference frame. From [32]

fqd0 = Ksfabc (3.5)

where

fqd0 =
[
fq fd f0

]T
(3.6)

fabc =
[
fa fb fc

]T
(3.7)

Ks =
2

3


cos(θ) cos

(
θ − 2π

3

)
cos
(
θ + 2π

3

)
sin(θ) sin

(
θ − 2π

3

)
sin
(
θ + 2π

3

)
1
2

1
2

1
2

 (3.8)

and θ is the position of the arbitrary reference frame. The speed of the reference

frame is denoted as ω = dθ/dt in rad/s. In (3.5)-(3.7), f may be current or voltage
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variables in the system. For example, the machine currents in qd0 variables, iqd0s,

may be expressed

iqd0s = Ksiabcs (3.9)

3.3 Generator rectifier model

This section develops the dynamic equations for the PMAC-MMC system. From

Fig. 3.1

ixs = ix,up − ix,low (3.10)

where x ∈ {‘a’, ‘b’, ‘c’}. It will be convenient to define x− phase total current ix,ul as

ix,ul = ix,up + ix,low (3.11)

Using (3.11), circulatory current ix,circ is defined as

ix,circ = ix,ul/2 (3.12)

From Kirchhoff’s current law

ia,up + ib,up + ic,up = ia,low + ib,low + ic,low (3.13)

The capacitor voltage of each submodule in upper arm is governed by

pvi,x,cap,up = si,x,upix,up/Csm (3.14)

where p is the time derivative operator. Similarly, for lower arm

pvi,x,cap,low = si,x,lowix,low/Csm (3.15)

Assuming a symmetrical 3-phase inductor, from Kirchhoff’s voltage law
Ls,i Lm,i Lm,i

Lm,i Ls,i Lm,i

Lm,i Lm,i Ls,i

piabc,ul =


vdc

vdc

vdc

− (vabc,up + vabc,low +Riiabc,ul) (3.16)
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where Ls,i and Lm,i are the self inductance and mutual inductance between phases

of the inductor, respectively, and Ri is the inductor winding resistance. Again, from

Kirchoff’s voltage law, the machine voltage can be expressed as

vabcs = −Riiabc,up − L1piabc,up − vabc,up + (vdc − vnlr)
[
1 1 1

]T
(3.17)

Similarly, machine voltage in terms of lower arm quantities can be expressed as

vabcs = +Riiabc,low + L1piabc,low + vabc,low − vnlr
[
1 1 1

]T
(3.18)

Combining (3.17) and (3.18) yields

vabcs = −Ri

2
iabcs−

1

2
L1piabcs−

1

2
(vabc,up − vabc,low) +

(vdc
2
− vnlr

) [
1 1 1

]T
(3.19)

It should be noted that machine neutral is not connected so if parasitic connections

are ignored, zero sequence current cannot flow into the machine terminals.

Using the variable transformation defined in (3.5), (3.19) can be expressed as

vqd0s = −Ri

2
iqd0s −

1

2


Lq,i 0 0

0 Ld,i 0

0 0 L0,i

piqd0s −
ω

2


Ld,iids

−Lq,iiqs
0

−
1

2
(vqd0,up − vqd0,low) +

[
0 0

(
vdc
2
− vnlr

)]T
(3.20)

where

Lq,i = Ld,i = Ls,i − Lm,i (3.21)

L0,i = Ls,i + 2Lm,i (3.22)

and where vqd0s, vqd0,up and vqd0,low are qd0 voltages, and iqd0s is the qd0 machine

current.

The analysis presented above is expressed in the arbitrary reference frame and is

independent of machine equations. For the PMAC machine, the rotor reference frame

is chosen. Machine equations in rotor reference frame can be written as [32]

vrqd0s = Rsi
r
qd0s +


Lq 0 0

0 Ld 0

0 0 L0

pirqd0s + ωr


Ldi

r
ds + λm

−Lqirqs
0

 (3.23)
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where Rs is the machine resistance, Lq, Ld and L0 are the q-axis, d-axis and 0-

sequence inductances, respectively, λm is the amplitude of the flux linkage due to the

permanent magnet as viewed from stator winding, and ωr is the electrical rotor speed.

Converting (3.20) to rotor reference frame, equating it to (3.23), and manipulating,

the time derivative of the machine currents can be expressed as

pirqs =
1

Lq,eq

(
−Reqi

r
qs − ωrλm − ωrLd,eqirds −

1

2

(
vrq,up − vrq,low

))
(3.24)

pirds =
1

Ld,eq

(
−Reqi

r
ds + ωrLq,eqi

r
qs −

1

2

(
vrd,up − vrd,low

))
(3.25)

pir0s =
1

L0,eq

(
−Reqi

r
0s −

1

2

(
vr0,up − vr0,low

)
+
vdc
2
− vnlr

)
= 0 (3.26)

where

Req = Rs +
Ri

2
(3.27)

Lq,eq = Lq +
Lq,i
2

(3.28)

Ld,eq = Ld +
Ld,i
2

(3.29)

L0,eq = L0 +
L0,i

2
(3.30)

The time derivative of the current through load resistance RL can be expressed

pidc =
vdc −RLidc

Lf
(3.31)

Finally, the DC bus voltage is governed by

pvdc =
1

Cin

−idc − ∑
x∈{‘a’,‘b’,‘c’}

ix,ul
2

 (3.32)

3.4 Control Scheme

It will be convenient to define qd0 converter voltages in the rotor reference frame

as the voltage source term in (3.24)-(3.26). In particular,

vrqd0,conv = −1

2

(
vrqd0,up − vrqd0,low

)
(3.33)
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Using (3.5), the converter voltage in abc variables, vabc,conv, can be defined as

vabc,conv = K−1
s vrqd0,conv (3.34)

Control diagrams for the MMC control system are shown in Figures 3.3, 3.4 and

3.5. Fig. 3.3 shows the DC bus voltage control which controls the DC bus voltage to a

commanded value of V ∗dc [33]. In the DC voltage control, a reference DC current i∗dc is

generated using the PI controller. The actual DC current is fed-forward for improved

control performance. Using i∗dc, and power balance between generator and DC load,

and neglecting losses, the reference q− axis current command ir∗∗qs is generated. A

current reference limit is imposed on the controller to limit the maximum absolute

value of the commanded current to ipklim. The output of the controller is ir∗qs. The

difference between ir∗∗qs and ir∗qs is multiplied by the anti wind-up gain and fed back so

the wind up is limited. As discussed earlier, assuming sufficient DC bus voltage, the

d− axis current is commanded to be zero.

Fig. 3.3. DC Bus Voltage Control

The output of the DC bus voltage control (that is the commanded q− and d− axis

machine currents) is supplied to the q- and d- axis machine current control system

which generates the MMC AC output voltage reference v∗abc,conv as shown in Fig
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3.4 [34]. The reference q− and d− axis currents are imputs to a using PI and feed-

forward control to generate q− and d− axis converter voltage, as defined in (3.33).

Next, the inverse transformation from (3.34) is utilized to convert the q− and d−

axis quantities to abc variables.

Fig. 3.4. Machine q- and d- axis Current Control

In MMCs, a second harmonic circulatory component of arm current exists as

discussed in [6,34,35]. It is generated due to the interaction of the fundamental com-

ponent of the duty cycle with the fundamental component of the submodule capacitor

voltage and the DC component of duty cycle with the second harmonic component

of submodule capacitor voltage. Fig. 3.5 shows the control system employed for

second harmonic current elimination in the MMC arm current [35]. As shown, the

reference value of the circulatory component of current, defined in (3.12), is set to

zero. A reference frame rotating at double the frequency of fundamental component

is utilized to eliminate the second harmonic current ripple by adding an appropriate

second harmonic common mode reference voltage −v∗2x,conv to each arm of x-phase.

To this end, the duty cycle for upper arm, dx,up is defined as

dx,up =
1

2
−
v∗x,conv
V ∗dc

−
v∗2x,conv
V ∗dc

(3.35)
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Fig. 3.5. Second Harmonic Elimination in Arm Currents

and for lower arm, dx,low is defined as

dx,low =
1

2
+
v∗x,conv
V ∗dc

−
v∗2x,conv
V ∗dc

(3.36)

Next, an appropriate modulation and capacitor voltage balancing technique is selected

to control the DC bus voltage.

3.5 Modulation scheme and capacitor voltage balancing

3.5.1 Level-shifted Sinusoidal Pulse Width Modulation

Based on the commanded voltages, a level-shifted Sinusoidal Pulse Width Mod-

ulation (SPWM) scheme is utilized to calculate number of submodules to be turned

on in each arm [36]. It uses the duty cycle calculated from (3.35) and (3.36) for each

phase. This modulation technique is demonstrated for a test case of 2 submodules as

shown in Fig. 3.6. The upper trace in Fig. 3.6 shows a comparison of the duty cycle

with level-shifted triangles whereas the lower trace shows the number of submodules

to be turned on accordingly. For example, if the duty cycle has value greater than the

lower triangle wave but lower than the upper triangle wave, one submodule is turned

on. Similarly, if the duty cycle has value greater than the upper triangle wave, both

submodules are turned on. If duty cycle is smaller than the lower triangle wave, no

submodules are turned on as shown in Fig. 3.6.
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3.5.2 Capacitor voltage balancing scheme

The switching signal for each submodule is determined using capacitor voltage

balancing technique which ensures that the capacitor voltage in all submodules of

a arm are equal [36]. In Fig. 3.7, the switching scheme is shown for upper arm

of a-phase. Herein, Na,up and Na,low represent number of submodules to be turned

on for upper arm and lower arm, respectively, of a-phase. Consider upper arm of a-

phase of the MMC. Assuming that at some switching instant, the level-shifted SPWM

modulation technique determines that a total of Na,up submodules are required to be

turned on out of N submodules. If capacitor voltages are sorted, the balancing

technique would determine the direction of current going through the ith capacitor

if the ith submodule is to be turned on. If the direction of current is such that it

would charge the capacitors, the voltage balancing technique would turn on Na,up

submodules which have the lowest voltage out of N submodules. Similarly, if the

current going through the capacitors discharges the capacitors, the technique would

turn on Na,up submodules which have the highest voltage. Using such submodule

switching technique, total energy exchange by all the submodules in one arm will be

nearly equal in one power cycle. This will ensure the requirement of same capacitor

voltage variation in all the submodules of a arm.

3.6 Simulation Results of Waveform-level Model

To demonstrate the simulation of the developed simulation model, a notional

100 kW generator rectifier system with 2 kV DC bus voltage is considered. The

generator has 16 poles with Lq = Ld = 0.6 mH, λm = 0.23 Vs and Rs is 20 mΩ. The

load resistance RL is set equal to 40Ω. The generator speed is kept at 3000 RPM.

There are 4 submodules per arm, and the arm filter self inductance Ls,i is kept at 0.36

mH. The inductor series resistance Ri is 16 mΩ and the capacitor equivalent series

resistance is 39 mΩ. The submodule capacitance is set equal to 1.38 mF and the

switching frequency is equal to 13.36 kHz. The switch forward voltage drop Vsw,fw is
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Fig. 3.6. Level-Shifted Sinusoidal PWM

Fig. 3.7. Switching Scheme for Upper Arm of a-phase of the MMC

0.6 V and the forward resistance Rsw,fw is 15.28 µ mΩ. The diode forward voltage

drop Vd,fw is 0.56 V and the forward resistance Rd,fw is 1.7 µ mΩ. MATLAB Simulink

is utilized to simulate the developed model.
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In this work, steady state wavefroms are of interest, and hence the results, as

shown in Figs. 3.8 - 3.12, are at steady state of the system. As can be seen, the

controllers have been able to control the DC bus and the generator current, balance

the capacitor voltages, and eliminate the second harmonic current. However, some

higher order harmonics exist, as can be seen MMC arm currents and DC load current.

To this end, the model will be used in subsequent chapters to validate the developed

high-speed simulation model.

Fig. 3.8. Generator Current
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Fig. 3.9. MMC Upper Arm Current

Fig. 3.10. MMC Lower Arm Current
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Fig. 3.11. MMC Upper Arm Submodule Capacitor Voltage

Fig. 3.12. MMC Lower Arm Submodule Capacitor Voltage
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4. HIGH-SPEED SIMULATION OF THE PMAC-MMC

SYSTEM

The objective of the high-speed simulation is to rapidly estimate steady-state wave-

forms of the MMC based generator rectifier system. In previous chapter, a detailed

model of the system was developed. Though the detailed model can estimate the

variables accurately, its computational intensity discourages its use in optimization

based design. To overcome slow execution of detailed model of MMC simulations,

computationally efficient simulation models of the system have been developed in

literature.

In [37], [38], [39] and [40] efficient average-value models of the MMC system are

proposed. These models are developed for study of faults or sudden load change.

However, these models do not consider the harmonic components in the arm cur-

rents required for passive component sizing. Alternatively, [41], [42] and [43] propose

fast simulation models for transient studies of MMCs. In [41], detailed dynamics of

each MMC capacitor and inductor is modeled. Computational efficient simulation is

achieved using average models for balancing control of capacitors and ignoring the

detailed switching dynamics of each submodule. Models developed in [42] and [43]

include the voltage and current control. While this is useful, a model is still required

which can estimate the system waveforms in steady-state without carrying out tran-

sient analysis. Fast waveform-level models are still needed which can estimate and

produce reasonably accurate steady-state system waveforms which includes switching

frequency ripple. Such a model is set forth herein in the context of the generator

rectifier system shown in Fig. 3.1.

In the framework of multi-objective optimization of the considered PMAC-MMC

system, inputs to the developed high-simulation are parameters of the PMAC genera-

tor (such as circuit parameters, speed, core-losses) and MMC (number of submodules,
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switching frequency, passive and active device parameters), and its outputs are cur-

rent and voltage waveforms of the generator and MMC. Appropriate assumptions

and simplifications are made in this chapter to reduce the complexity of the solver

without major compromises in the accuracy of the waveforms.

For steady-state operation, it can be reasonably assumed that capacitor voltages

in an arm are balanced. This assumption will help in reducing the simulation order

of the system by modeling all the capacitors in an arm to be represented by a single

capacitor. It is also assumed that the MMC is not operated in the over-modulation

region during steady-state conditions. For normal operation, over-modulated opera-

tion of MMCs is not desired so as to avoid increase in harmonic content and decrease

in power quality [44]. During the model formulation, most of the equations will be de-

rived for the a− phase upper MMC arm quantities since the b−, c− phases of machine

and upper and lower MMC arms exhibit similar behaviour.

In the physical system, and in the detailed simulation model, the second-harmonic

component of the arm currents are eliminated using a controller as described in Sec-

tion 3.4. Hence, it will be assumed that there is no second-harmonic component of

the arm currents. It is also assumed that DC bus voltage is constant at the desired

value. Using upper case variables to represent DC quantities, in terms of the DC

power output Pdc and the DC bus voltage Vdc, the constant DC load current Idc can

be calculated as

Idc =
Pdc
Vdc

(4.1)

4.1 Calculation of Generator Current, and DC and Fundamental Com-

ponent of MMC Current

The first step in the simulation is to estimate the power loss in the system and

the generator currents. To this end, using power balance, the steady-state q- and d-

axis currents can be calculated as

Irqs =
−2(Pgo + Pr)

3ωrλm
(4.2)
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Irds = 0 (4.3)

where Irqs and Irds are the steady-state values of q− and d− axis machine currents,

and Pgo is the generator output power and Pr is generator winding losses. In (4.2), it

is assumed that PMAC generator core losses (eddy current and hysteresis) primarily

act as windage losses, and do not significantly change the Irqs. Since MMC losses

are unknown at this stage, Pgo is unknown and (4.2) will be solved iteratively using

the loss calculation formulations presented in Chapter 2, 5 and 6. In (4.3), it is

assumed that DC bus voltage is sufficient for operation without flux weakening so no

d− axis current is injected. However, it will be retained as a variable in the interest

of generality. The a-phase generator current can be calculated as

ias = Irqs cos θr + Irds sin θr (4.4)

where θr is the reference frame angle.

From power balance, the fundamental plus DC component of upper arm currents

in the a-phase, ia,up,dc+f is calculated as [29]

ia,up,dc+f = −Idc
3

+
ias
2

(4.5)

Similarly, for lower arm, ia,low,dc+f can be expressed as

ia,low,dc+f = −Idc
3
− ias

2
(4.6)

4.2 MMC AC side Fundamental Converter Voltage

For the calculation of fundamental duty cycle, from (3.35), fundamental com-

ponent of MMC AC side converter voltage va,conv is required. Using (3.24), (3.25),

(3.33), and assuming steady-sate conditions, the steady state q− and d− component

of converter voltages are given by

V r
q,conv = ReqI

r
qs + ωrλm + ωrLd,eqI

r
ds (4.7)

V r
d,conv = ReqI

r
ds − ωrLq,eqIrqs (4.8)
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Using the inverse reference frame transformation, the fundamental component of a-

phase converter voltage va,conv can be expressed using (3.34) as

va,conv = V r
q,conv cos(θr) + V r

d,conv sin(θr) (4.9)

4.3 Capacitor Voltage Ripple Calculations

As mentioned earlier, it is assumed that capacitor voltage has DC, fundamental,

and second harmonic components. All other harmonic components are neglected. For

the a-phase, the capacitor voltage in upper arm, va,cap,up and lower arm va,cap,low are

assumed to be of form

va,cap,up = κ
Vdc
N

+ Vc1 cos(θr + φc1) + Vc2 cos(2θr + φc2) (4.10)

va,cap,low = κ
Vdc
N
− Vc1 cos(θr + φc1) + Vc2 cos(2θr + φc2) (4.11)

where κ is a factor that addresses the fact that the average capacitor voltage is slightly

less than Vdc/N .

To derive a value for κ, from KVL in (3.16), the DC bus voltage should be equal

to the time average sum of the voltage in upper arm, lower arm and voltage drop in

arm inductors. Considering the DC component of voltage and current in each arm,

same DC current flows through the upper and lower arm. Since each arm should

exchange equal energy in a fundamental cycle, the time average voltage across upper

arm and lower arm should be equal to half of DC bus voltage. The factor κ can be

calculated using this fact. For the upper arm [45]

va,up + ia,upRi ≈ N

(
1

2
− va,conv

Vdc

)
va,cap,up + vsd,a,up −

Riidc
3

(4.12)

should be equal to Vdc/2. In (4.12), va,conv is the converter voltage as defined in (3.33)

and (3.34), and vsd,a,up is equivalent voltage drop across semiconductor devices. The

first term in right hand side of (4.12) is approximated arm voltage due to submodule

capacitors, second term is contributed by semiconductor forward drops, and third

term is contributed by switch and inductor resistive drop across Ri. It should be
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noted that since the average current through submodule capacitor should be zero,

no contribution from capacitor ESR will be observed in (4.12). Using expressions of

converter voltage (4.9), capacitor voltage (4.10), approximated semiconductor forward

drop considering only the fundamental component in arm current, κ is calculated

as [29]

κ ≈ 1 +
NVc1
V 2
dc

(
V r
q,conv cos(φc1)− V r

d,conv sin(φc1)
)

+
2(NRhsw +R1)

3RL

−

2NVhsw
Vdc

(
θrc
π
− 1

) (4.13)

where

θrc = 2 cos−1(2Idc/(3Is)) (4.14)

Rhsw = 2 ·max(Rd,fw, Rsw,fw) (4.15)

Vhsw = 2 ·max(Vd,fw, Vsw,fw) (4.16)

Is =
√

(Irqs)
2 + (Irds)

2 (4.17)

and where Rd,fw and Rsw,fw are equivalent resistive drops and Vd,fw and Vsw,fw are

voltage drops in forward biased semiconductor devices as defined in Chapter 3.

Next, calculation of derivative of capacitor voltages is undertaken. Capacitor

voltage derivatives along with (4.10), (4.11) and (4.13) are used in the calculation of

capacitor voltage waveform. The change in capacitor charge ∆qi,a,up for capacitor i

in upper arm of phase-a of the MMC between time t and t+ ∆τ can be calculated as

∆qi,a,up = si,a,upia,up∆τ (4.18)

where ∆τ is small time interval. The sum of change in capacitor charge can be

expressed as
N∑
i=1

∆qi,a,up =
N∑
i=1

si,a,upia,up∆τ (4.19)
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Since it is assumed that all the capacitors in a arm have equal capacitor voltage, it

should be that total change in capacitor charge gets equally distributed among all

the capacitors in a arm. In other words, it can written that

∆va,cap,up/∆τ =

N∑
i=1

∆qi,a,up

NCsm∆τ
(4.20)

which, taking ∆τ → 0, yields

pva,cap,up =

N∑
i=1

si,a,upia,up

NCsm
=

N∑
i=1

si,a,up

N

ia,up
Csm

(4.21)

Equation (4.21) yields the general expression in terms of switching signals and arm

currents in upper arm.

Assuming that the capacitor voltage is predominantly driven by the DC and fun-

damental component of duty cycle and arm current

N∑
i=1

si,a,upia,up ≈ Nda,upia,up (4.22)

which is further approximated using only the DC and fundamental component of duty

cycle (from (3.35) and (4.9)) as

Nda,upia,up ≈ N

(
1

2
− va,conv

Vdc

)
ia,up,dc+f (4.23)

Hence, derivative of va,cap,up can be approximated using

pva,cap,up ≈
ia,up,dc+f
Csm

(
1

2
− va,conv

Vdc

)
(4.24)

At this stage, derivative of upper arm capacitor voltage can be approximated using

expression of ia,up,dc+f from (4.5) and va,conv from (4.9). Similarly, derivative of lower

arm capacitor voltage can be approximated as

pva,cap,low ≈
ia,low,dc+f
Csm

(
1

2
+
va,conv
Vdc

)
(4.25)

Taking derivative of (4.10) and equating it to (4.24) yields

Vc1 cos(φc1) = − Irds
4ωrCsm

−
V r
d,convIdc

3VdcωrCsm
(4.26)
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Vc1 sin(φc1) = −
Irqs

4ωrCsm
−

V r
q,convIdc

3VdcωrCsm
(4.27)

Similarly, taking derivative of (4.11) and equating it to (4.25) yields

Vc2 cos(φc2) =
IrqsV

r
d,conv + IrdsV

r
q,conv

8VdcωrCsm
(4.28)

Vc2 sin(φc2) =
IrqsV

r
q,conv − IrdsV r

d,conv

8VdcωrCsm
(4.29)

Substituting (4.13),(4.26) and (4.27) in (4.10) calculates the upper arm capacitor

voltage waveform. Similarly, the upper arm capacitor voltage waveform can be cal-

culated. This is a low frequency estimate which includes low-frequency (but not the

high-frequency) behavior.

4.4 Submodule Duty Cycle and Switching Signal Calculation

The fundamental component of duty cycle can calculated using (3.35) and (4.9).

To eliminate the second harmonic component MMC arm current, a common mode

second harmonic component of converter voltage is injected as shown in Chapter 3.

This requires estimation of the second harmonic component of MMC arm voltage.

To this end, the second harmonic component of MMC a− phase upper arm voltage

va,up, denoted va,up,2θr , can be calculated as

va,up,2θr = N (va,cap,upda,up) |2θr + vsd,a,up|2θr (4.30)

where da,up is the a− phase upper arm duty cycle, which, using (3.35), is given as

da,up =
1

2
− va,conv

Vdc
− v2a,conv

Vdc
(4.31)

From the control, va,up,2θr should be zero. The second harmonic component of

converter voltage v2a,conv is assumed to be of the form

v2a,conv = V2a,conv cos(2θr + φf2) (4.32)
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To calculate V2a,conv and φf2 such that (4.30), from expressions of capacitor voltage

at (4.10), va,conv in (4.9) and v2a,conv in (4.32), it yields [45]

V2a,conv cos(φf2) =
N

2κ
Vc2 cos(φc2)− N

2κ

Vc1 cos(φc1)V r
q,conv

Vdc
−

N

2κ

Vc1 sin(φc1)V r
d,conv

Vdc
+

2NVhsw sin(2θrc) cos(2φs)

πκ

(4.33)

V2a,conv sin(φf2) =
N

2κ
Vc2 sin(φc2) +

N

2κ

Vc1 cos(φc1)V r
d,conv

Vdc
−

N

2κ

Vc1 sin(φc1)V r
q,conv

Vdc
+

2NVhsw sin(2θrc) sin(2φs)

πκ

(4.34)

From (4.33) and (4.34), v2a,conv can be calculated in (4.32).

Using fundamental and second harmonic component of converter voltage from

(4.9) and (4.32), the duty cycle for upper arm submodules can be calculated using

(4.31). Similar calculations can be done for lower arm submodules.

Given the duty cycle for a− phase upper and lower MMC arms, switching sig-

nals for the submodules is calculated using the sinusoidal PWM modulation scheme

described in Chapter 3, assuming that the capacitors in a MMC arm have balanced

voltages.

4.5 Currents in MMC Arm and DC Bus Capacitor

Assuming negligible harmonic voltage drop in the semiconductor devices and the

inductor resistance, the total voltage across the upper arm submodules in the a-phase

can be expressed as

va,up(t) ≈ va,cap,up(t)
N∑
i=1

si,a,up(t) + vsd,a,up(t) +Riia,up,dc+f (t) (4.35)

In (4.35),
∑N

i=1 si,a,up(t) is the total number of submodules turned on at an instant t

for the upper arm of a-phase, and Ri is the inductor resistance. Semiconductor devices

are modeled using ideal devices with device forward biased resistive and voltage drops,
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as discussed in Chapter 3. Similarly, for lower arm, total voltage across submodules,

va,low, can be calculated as

va,low(t) ≈ va,cap,low(t)
N∑
i=1

si,a,low(t) + vsw,a,low(t) +Riia,low,dc+f (t) (4.36)

The voltage va,ul is defined as the voltage drop across the two arm inductors if

their resistive drops were represented externally. Using (4.35) and (4.36)

va,ul(t) ≈ Vdc − va,up − va,low +
2RiIdc

3
(4.37)

Similar equations can be expressed for b−, c− phases. Ideally, vx,ul, x ∈ {‘a’, ‘b’, ‘c’}

should have zero DC component. However, due to the approximations made through

the formulation of the simulation and numerical errors, vx,ul will have some small DC

component, vx,ul. To calculate arm currents, this DC component will be subtracted

from vx,ul. Thus the circulatory component of arm currents ix,ul is governed by

L1piabc,ul = vabc,ul − vabc,ul (4.38)

Integrating (4.38) with approximate initial condition ia,ul(0) ≈ −2Idc
3

yields ia,ul. The

arm currents can be calculated as in x− phase can be calculated as

ix,up =
ixs + ix,ul

2
(4.39)

ix,up =
−ixs + ix,ul

2
(4.40)

The harmonic component in DC bus capacitor current can be estimated by eval-

uating the arm currents for remaining b− and c− phases of the MMC. To this end,

the estimated harmonic current in DC bus capacitor Cin is given by

icin,rip =

−Idc − ∑
x∈{‘a’,‘b’,‘c’}

ix,ul
2

 (4.41)

4.6 Total Loss Calculation and Convergence

The total MMC losses Pl,mmc are calculated as

Pl,mmc = 6Pi + 6Pcd,up (4.42)
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where Pi is inductor resistive loss, and Pcd,up is upper arm semiconductor conduction

loss. Semiconductor switching losses, capacitor ESR loss and inductor core losses

have not been considered, however, can be included using the models set-forth in

Chapters 5 and 6.

The generator output power Pgo is given by

Pgo = Pdc + Pmmc (4.43)

using which (4.2) is solved until the solution reaches convergence. This completes the

high-speed simulation of the MMC system.

To summarize the steps, the simulation begins with calculations of the DC compo-

nent of the arm current using (4.1). Next, generator current is calculated iteratively

using (4.2) - (4.4). In the process, machine and MMC losses are updated. For

this, first, the fundamental component of duty cycle is calculated using Section 4.2.

Next, using the fundamental component of duty cycle, submodule capacitor voltage

waveforms are estimated using equations presented in Section 4.3. Next, using the

fundamental converter voltage calculated in Section 4.2, and calculations for common

mode second harmonic component of duty cycle presented in Section 4.4, the net

submodule duty cycle and switching signals are calculated using modulation scheme

presented in Chapter 3 for upper and lower arms. Using the calculated switching sig-

nals, MMC arm and DC bus capacitor currents are calculated as presented in Section

4.5. Finally, total MMC losses using (4.42) are calculated. This process is repeated

till the solution of Pgo is reached.

Note that the developed high-speed simulation requires a non-linear solver which

utilizes an error criterion defined based on difference in MMC loss estimation between

current and previous iteration. The solution is reached if the error falls below a

defined threshold. A flow chart of the process is shown in Fig. 4.1. In the simulation,

waveforms of machine current, capacitor voltages, arm currents and load current are

calculated.
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Fig. 4.1. High-Speed Simulation Flow Chart for Generator-Rectifier System
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4.7 Comparison between detailed and high-speed simulation model

To verify the high-speed simulation model, a comparison between simulation re-

sults from high-speed and detailed simulation model is carried out. Such validation

studies illustrate the advantages as well as limitations of the developed high-speed

simulation model in estimating the steady state waveforms in the MMC. The com-

putational efficiency of the high-speed simulation in estimation of the variables as

compared to a detailed simulation model is also included. Three test cases are con-

sidered for the validation.

4.7.1 Case A

A notional low power 37.5 kW generator rectifier system with 750 V DC bus

voltage is used. The permanent Magnet AC generator acts as the source for the

MMC as shown in Fig. 3.1. The generator has 8 poles with Lq = Ld = 0.73 mH,

λm = 0.23 Vs and Rs = 39 m Ω, and is operated at 2500 rpm. For the first case, the

system is operated under full load, with RL = 15Ω, there are 2 submodules per arm,

and the arm self inductance Ls1 = 0.1 mH. The inductor is assumed to have zero

resistance and zero mutual coupling between the phases. The submodule capacitance

is 1 mF and the switching frequency is 30 kHz. In both the simulation models

(detailed and high-speed MMC simulation), , semiconductor devices are modeled as

ideal devices with forward voltage and resistance drops. The switch forward voltage

drop Vsw,fw = 2.1V and the forward resistance Rsw,fw = 5 mΩ. The diode forward

voltage drop Vd,fw = 1.9V and the forward resistance Rd,fw = 5 mΩ. Switching losses

are ignored.

Simulink is used for the implementation of the waveform-level model using the

ode45 solver with variable time-step between 10−8 and 10−6 s. The high-speed sim-

ulation is implemented on MATLAB. The secant method is used to iteratively solve

the q-axis machine current, Irqs. The integration is carried out with the trapezoidal

algorithm with a 0.3 µs time-step. The code is not compiled. Both models are run
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on a Quad Code 3.4 GHz CPU based system running Windows 7. Results are shown

in Figs. 4.2 - 4.6.
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Fig. 4.2. Machine Current Comparison for Case A

As can be seen, the waveforms predictions of the two models are similar. Machine

current waveforms from the two predictions match very closely. Similarly, capacitor

voltage waveforms are close with 0.3 V difference between voltage ripple predicted

by detailed and high-speed model, as can be seen in Figs. 4.5 - 4.6. For upper and

lower arm currents, it can be noticed that the detailed model has a substantial sixth

harmonic current ripple as compared to the high-speed simulation. The difference

between the models can be attributed to the inability of high-speed simulation model

to capture details of the control, and numerical approximations made in the high-

speed simulation model.

The proposed high-speed simulation model is approximately 503 times faster than

the detailed simulation model using identical hardware. It should be noted that

the time taken by detailed simulation model is calculated from zero start of the
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Fig. 4.3. MMC Upper Arm Current Comparison for Case A
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Fig. 4.4. MMC Lower Arm Current Comparison for Case A
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system to the point where system reaches steady-state. At steady-state, the detailed

simulation takes about 0.414 seconds to perform calculations for one time period

whereas high-speed simulation takes 0.0345 seconds, which is 12 times faster than

detailed model. Total power loss calculated by high-speed simulation model equals

2.82 kW as compared to 2.96 kW calculated by detailed simulation model, which is

a 5 % error in estimation of power loss.

4.7.2 Case B

For the second case, the generator and load parameters are kept same as subsection

4.7.1. The system is operated at full load with 4 submodules in each arm. The arm

self inductance Ls1 is increased to 0.4 mH and submodule capacitance is increased

to 2 mF. The switching frequency is set to 20 kHz. The switch forward voltage drop

Vsw,fw = 1.05V and the forward resistance Rsw,fw = 2.5 mΩ. The diode forward

voltage drop Vd,fw = 0.95V and the forward resistance Rd,fw = 2.5 mΩ. All other

system parameters are kept same as Case A. Similarly, Simulink algorithm parameters

are kept same as first case whereas in high-speed simulation, the time step is set to

0.5 µs. The time step is increased as the switching frequency is lower in Case B

as compared to Case A. The same computational hardware is used to carry out the

simulation as in Case A. Results are shown in Figures 4.7 - 4.11.

As in Case A, the machine current waveforms match very closely. In this case, it

can be observed that the arm currents also match very closely. This is due to relatively

high inductance and high submodule count which suppresses the harmonic content in

the arm current. The capacitor voltage waveform calculations are similar with 0.1 V

difference in voltage ripple calculations. In this case, high-speed simulation is 577

times faster than the detailed model. At steady-state, the detailed simulation takes

about 0.42 seconds to perform calculations for one time period whereas high-speed

simulation takes 0.0346 seconds, which is 12.1 times faster than detailed model. Total

power loss calculated by high-speed simulation model is 2.82 kW as compared to 2.97
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Fig. 4.8. MMC Upper Arm Current Comparison for Case B
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Fig. 4.9. MMC Lower Arm Current Comparison for Case B
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Fig. 4.11. MMC Lower Arm Submodule Capacitor Voltage Comparison for Case B

kW calculated by detailed simulation model, which is a 5 % error in estimation of

the power losses.

4.7.3 Case C

In the third case, the system parameters from Section 3.6 are used. The algo-

rithm parameters are kept the same as for the first Case A. The same computational

hardware is used as for the previous studies. Results are shown in Figs. 4.12 - 4.16.

Capacitor voltage waveform calculations are still similar with nearly 2 V difference

in voltage ripple calculations which is 0.4% of the mean value. The arm currents

predicted by the two simulations are similar. Total power loss calculated by high-

speed simulation model is 2.79 kW as compared to 2.54 kW calculated by detailed

simulation model. The high-speed simulation is nearly 200 times faster than detailed

model.
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Fig. 4.14. MMC Lower Arm Current Comparison for Case C

490

492

494

496

498

500

502

504

506

508

Detailed Sim.

Fast Sim.

Fig. 4.15. MMC Upper Arm Submodule Capacitor Voltage Comparison for Case C



74

490

492

494

496

498

500

502

504

506

508

Detailed Sim.

Fast Sim.

Fig. 4.16. MMC Lower Arm Submodule Capacitor Voltage Comparison for Case C

4.8 Conclusions

In this chapter, a high-speed simulation was presented, and its validation against a

detailed simulation model (Chapter 3) has been set forth. It was shown that the sim-

ulation is suitable for an optimization environment due to its high-speed estimation

of converter waveforms. It was also shown that the waveforms predicted by the high-

speed simulation model are consistent with those predicted by the waveform-level

model.

These estimated waveforms can be used for loss calculations and to impose sys-

tem constraints in an optimization based design environment, which will benefit the

system designer to explore trade-offs between mass and loss or volume and loss of the

MMC components.
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5. SUBMODULE POWER LOSSES AND THERMAL

MODEL

A metamodel for the electric generator and a simulation model for PMAC-MMC

system have been described in previous chapters. In this chapter MMC losses and

thermal performance are considered. First, the loss generated in submodule semicon-

ductor devices are modeled. Next, a submodule heat sink is described to dissipate

the generated losses and maintain the semiconductor device junction temperatures.

Finally, from the loss and heat sink models, a thermal model of the submodule is

developed.

The high-speed simulation model utilizes an iterative solver to solve the machine

currents, as shown in Fig. 4.1. To create a multi-objective optimization based PMAC-

MMC design paradigm, it is realized that the optimization engine can be utilized to

solve the loss calculation problem for the MMC, with every iteration of the optimiza-

tion engine reaching towards the accurate solution of the machine currents. Hence,

the non-linear iterative loop described in Chapter 4 can be broken.

Avoidance of an iterative use of the high-speed simulation allows inclusion of

more detailed semiconductor and passive device loss calculation models, and in turn

a submodule thermal model in design optimization. In next subsections, loss and

thermal models for the considered submodule are described.

5.1 MMC Semiconductor Losses

This section describes the semiconductor loss models utilized to find the MMC

arm submodule losses. These will be used in subsequent chapters for the development

of a formal multi-objective optimization based design paradigm.
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5.1.1 Conduction Losses in Semiconductor Devices

Semiconductor devices are characterized using their I−V characteristics. To this

end, the voltage drop across a semiconductor device, as a function of its current, is

given as

Vcd,ψ(t) = αψ + βψIψ(t)nψ (5.1)

where ψ ∈ {‘d’, ‘s’} denotes diode and switch, Vcd,ψ(t) is the conducting device voltage

drop and Iψ is the current through the device at time t, and αψ, βψ, nψ are fitted

parameters found using the device datasheet. The instantaneous conduction power

loss in the device Pcd,ψ can be expressed

Pcd,ψ(t) = αψIψ(t) + βψIψ(t)nψ+1 (5.2)

In this work, it is assumed that the dominant conduction losses are due to the DC and

fundamental components of the MMC arm current. Table 5.1 and Fig. 5.1 list the

device status based on the direction of the current and the submodule ON/OFF status

with reference to submodule shown in Fig. 3.2. For submodule OFF state: either

the top two or the bottom two devices can be turned ON to bypass the capacitor,

which is shown in Table 5.1 as Case 1 and 2, respectively. During the OFF condition,

there is always one diode and one switch conducting in a submodule. In Fig. 5.1,

submodule OFF condition, red and green colors show alternate paths of conduction

based on the devices turned on to bypass the capacitor, as listed in Table 5.1.

Using the device conduction status and switching signal for each submodule, the

total conduction losses in an MMC arm can be calculated as the temporal average of

the total instantaneous MMC arm conduction loss. Hence the time-average conduc-

tion losses in upper a−phase MMC arm can be expressed

Pcd,up = fr

f−1
r̂

0

(Nsm,up,off (t)(Pcd,d(t) + Pcd,s(t)) +Nsm,up,on(t)Pcd,up,on(t))dt (5.3)



77

Table 5.1.
Semiconductor Device Conduction Status

Submodule Status Current Devices Conduct

ON
ism > 0 D1 & D4

ism < 0 S1 & S4

OFF

ism > 0
Case 1:D1 & S3

Case 2:S2 & D4

ism < 0
Case 1:S1 & D3

Case 2:D2 & S4

Fig. 5.1. Semiconductor Devices Conduction Status

where

Pcd,up,on(t) =


2Pcd,d(t) ia,up > 0

2Pcd,sw(t) ia,up < 0

(5.4)

and where fr is the fundamental frequency, and Nsm,up,off (t) and Nsm,up,on(t) are

number of submodules turned OFF and ON, respectively, at an instant t in upper



78

a−phase MMC arm, and ia,up is the MMC arm current. The total MMC conduction

losses are calculated as 6 times the losses in the upper a− phase MMC arm.

5.1.2 Switching Losses in Semiconductor Devices

Switching losses in a submodule are based on the device data-sheet switching loss

data. It is assumed that an individual semiconductor switching energy loss varies

such that [46]

Esw,ξ = Esw,ξ,rVdc|isw|/(NVsw,rIsw,r) (5.5)

where

ξ ∈ {‘on’, ‘off’, ‘rr’} (5.6)

to denote the switch turn-on loss, switch turn off loss, and diode reverse recovery

energy loss, respectively.

In (5.5) Esw,ξ,r is the loss at rated voltage Vsw,r and rated current Isw,r, and Esw,ξ

is the estimated energy loss at submodule DC voltage Vdc/N and device current isw

at the switching instant. Using the assumed variation of switching losses in switches,

data at rated conditions will be taken from data-sheet and will be normalized by

dividing by the rated switch voltage and current at which the switching loss data is

provided.

To calculate the MMC switching losses, it is assumed that the switching losses in

all the MMC arms are equal, and hence consideration of one phase arm is sufficient.

Note that the capacitor voltage balancing technique utilized in MMCs to balance the

submodules voltages [6] causes additional switching losses due to turn-on and turn-

off of submodules. However, in this work, this additional switching loss is neglected.

From Fig. 3.1 and 3.2, the mean DC voltage across the H-bridge is approximately

Vdc/N . Within a switching cycle, Fig. 5.2 shows the instants where semiconductor

device exhibits switching losses. Irrespective of the direction of the current, for one

switching period, there will always be one switch that turns on under load, one switch
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that turns off under load, one diode that turns on under load and one diode that turns

off under load.

Fig. 5.2. Switching Loss Instants in a Switching Period

Table 5.2 and Fig. 5.3 shows the devices (with resepct to Fig. 3.2) which can

possibly produce switching ON and OFF losses based on current direction in one

switching period. Green and red shaded devices in Fig. 5.3 show possible devices

exhibiting switching losses (as shown in Table 5.2). Hence in a switching period,

one diode reverse recovery, one switch turn ON and one switch turn OFF losses are

generated.

Table 5.2.
Devices exhibiting switching loss in switching cycle

Current at switching event Turn ON & Turn OFF Loss

ism > 0
Case 1: D1 & S2

Case 2: S3 & D4

ism < 0
Case 1: S1 & D2

Case 2: D3 & S4

Neglecting diode turn on energy loss, assuming nearly constant MMC arm current

at both instants in a switching cycle, total energy loss can be calculated in a switching

time period as

Esw,k = (Esw,on,r + Esw,off,r + Esw,rr,r)
Vdc|iarm[k]|/N
Vsw,rIsw,r

(5.7)

where Esw,k is total switching energy loss in that switching time period; Esw,on,r,

Esw,off,r and Esw,rr,r are rated switch on, switch off and diode reverse recovery losses
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Fig. 5.3. Devices Exhibiting Switching Loss in Switching Period

respectively; and iarm[k] is MMC arm current in that switching time period. Total

switching energy in one fundamental can be calculated as

Esw =

Nscpfc∑
k=1

Esw,k = (Esw,on,r + Esw,off,r + Esw,rr,r)
Vdc/N

Vsw,rIsw,r

Nscpfc∑
k=1

|iarm[k]| (5.8)

where Nscpfc is number of switching cycles in one fundamental cycle. Nscpfc is assumed

to be an integer. Switching power loss in the fundamental cycle can be calculated as

Psw = Eswfr = EswCNscpfcfr

Nscpfc∑
k=1

|iarm[k]|
Nscpfc

(5.9)

where

EswC = (Esw,on,r + Esw,off,r + Esw,rr,r)
Vdc/N

Vsw,rIsw,r
(5.10)

Upon close observation of (5.9), the summation is the average value of the abso-

lute value of MMC arm currents. If switching frequency is much higher than the

fundamental frequency, (5.9) can be expressed as

Psw = Eswfr = EswCfswfr

f−1
r̂

0

|iarm(t)|dt (5.11)

where fr
´ f−1

r

0
|iarm(t)|dt is the average of absolute value of arm current. Assuming

symmetry, power loss in one MMC arm is calculated by

Px,up,sw = EswCfswfr

f−1
r̂

0

|ix,up(t)|dt (5.12)
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where waveform ix,up is taken from the high-speed simulation model.

5.2 Semiconductor Loss Dissipation in Submodule

The semiconductor device losses must be dissipated to avoid overheating. Hence,

the PMAC-MMC design paradigm should include the consideration of the heat sink.

Typically, natural or forced convection heat transfer mechanisms are considered for

the heat sink design, and heat radiation and conduction are neglected. For high-

power applications, relatively higher losses in semiconductor devices are expected,

and hence a forced convection heat transfer is appropriate. Hence, forced convection

based heat sink is considered in this work.

5.2.1 Forced Convection Heat Sink

A typical parallel plate fin heat sink structure is shown in Fig. 5.4. Air is forced

through the fins to increase thermal transfer which reduces heat sink size. The struc-

tural parameter of the heat sink are shown in Fig. 5.4 except support plate thickness

(shown as bottommost dark grey region) which is bpt. The number of fins is denoted

by n.

Fig. 5.4. Structure of Parallel Plate Fin Heat Sink
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One approach to consider heat sink is by including a detailed analysis of the

heat sink to calculate its thermal resistance and mass for every design evaluation.

However, this leads to additional computational burden. Another approach is to

develop a heat sink metamodel, similar to electric generator metamodel shown in

Chapter 2. Metamodel based approach poses a significantly reduced computational

burden on a system optimization problem and hence, will be undertaken herein.

It is desired to develop a heat sink metamodel such that the parameters of interest

can be calculated for a required heat sink thermal resistance, Rth,S−a, as a continuous

function of Rth,S−a. Parameters of interest in this work are: a) heat sink mass, Mhd,

and b) input power to the heat dissipating fan, Pfan. This necessitates development

of optimial heat sink design method, and use of the numerical results to develop the

heat sink metamodel, similar to the procedure shown for generator in Chapter 2.

Primary contribution of this work towards consideration of heat sinks is develop-

ment of a forced convection heat sink metamodel using heat sink design equations

from literature (at [47]) integrated in a multi-objective optimization procedure [7,46].

For convenience, the design equations for the heat sink model are presented next.

Heat Transfer Design Equations and Thermal Resistance

As mentioned, formulation of the heat transfer mechanism described in [47] for

the considered problem is utilized to develop the heatsink metamodel. An equivalent

thermal circuit per fin gap is shown in Fig. 5.5 [47]. In the figure, Rth,d, Rth,b−a, Rth,fin

and Rth,fin−a are equivalent thermal resistances of base plate, base plate to air, fin

and fin to air, respectively. Ploss,sm is time-average uniformly distributed heat source

observed by the heat sink base plate, and a factor or 1/n calculates equivalent source

per fin gap.

Solving the thermal equivalent circuit, the thermal resistance of heat sink Rth,S−a

can be expressed as

Rth,S−a = Rth,d +
(Rth,fin +Rth,fin−a)Rth,b−a

n(Rth,fin +Rth,fin−a + 2Rth,b−a)
(5.13)
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Fig. 5.5. Equivalent Thermal Circuit of Heat Sink per Fin Gap

The equivalent thermal resistance of the convection heat transfer Rth,eq is defined as

Rth,eq =
(Rth,fin +Rth,fin−a)Rth,b−a

n(Rth,fin +Rth,fin−a + 2Rth,b−a)
(5.14)

Assuming that the flow of the air in heat sink remains laminar, the calculation of

the the thermal resistance terms in (5.13) begins with the calculation of the spacing

between fins of the heat sink s which can be calculated as

s =
b− (n+ 1)t

n
(5.15)

The hydraulic diameter of the heat sink dh is calculated in [47] as

dh =
2sc

(s+ c)
(5.16)

The parameters εh for the heat sink is defined as

εh =

 c
s

s ≥ c

s
c

s < c
(5.17)

The friction factor Reynolds product function fRe√A may be expressed

fRe√A =

[
11.8336V̇

Lnνfl
+
(
fRe√A,fd

)2

]0.5

(5.18)
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with fRe√A,fd is the friction factor Reynolds product for fully developed flow given

by

fRe√A,fd =
12

√
εh(1 + εh)

[
1− 192

π5
εh tanh( π

2εh
)

] (5.19)

which represents the effect of the boundary layer velocity profile on the mass transfer,

as described in [47]. In (5.18), V̇ is the volume flow rate and νfl is the kinematic

viscosity of air.

Next, sudden expansion and contraction friction factors, Kse and Ksc respectively,

are calculated as [47]

Kse =

(
1−

(
1− (n+ 1)t

b

)2
)2

(5.20)

Ksc ≈ 0.42

(
1−

(
1− (n+ 1)t

b

)2
)

(5.21)

Using conservation of momentum, the pressure drop due to friction-less accelera-

tion of air, ∆pacc(V̇ ), is given by

∆pacc(V̇ ) =

(
1

(nsc)2
− 1

b4

)
ρ

2
V̇ 2 (5.22)

The pressure drop due to heat sink friction ∆phs(V̇ ) is calculated as

∆phs(V̇ ) =

(
nνfl
√
cs

V̇

L

dh
fRe√A(V̇ ) +Kse +Ksc

)
ρ

2

(
V̇

nsc

)2

(5.23)

Finally, total air pressure drop in the heat sink is given by

∆ptot(V̇ ) = ∆phs(V̇ ) + ∆pacc(V̇ ) (5.24)

This completes the fluid dynamics analysis of the heat sink.

Next, the analysis of heat sink convection heat transfer are presented using [47].

To this end, the uniform wall temperature function f(Pr) for a given Prandtl number

Pr is given by

f(Pr) =
0.564[

1 +
(

1.664Pr
1
6

) 9
2

] 2
9

(5.25)
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Blending parameter m and shape function z∗ are defined as

m = 2.27 + 1.65Pr
1
3 (5.26)

z∗ =
Lnνfl

PrV̇
(5.27)

Next, the Nusselt number Nu√A, used to calculate average heat transfer coefficient

htf , is given by

Nu√A =

(C4f(Pr)√
z

)m
+

{C1fRe√A
8
√
πεγh

}5

+

{
C2C3

(
fRe√A
z∗

) 1
3

}5
m

5


1
m

(5.28)

where C1 = 3.24, C2 = 1.5, C3 = 0.409, C4 = 2 and γ = −0.3 as given in [47]. The

coefficient htf is calculated as

htf =
Nu√Aλfl

dh
(5.29)

where λfl is the thermal conductivity of air.

The heat transfer efficiency of fin is given by

ηfin =

tanh

(
c ·
√

2htf (t+ L)

λhstL

)
c ·
√

2htf (t+ L)

λhstL

(5.30)

where λhs is the thermal conductivity of heat sink material.

Finally, the equivalent thermal resistance of convection heat transfer is expressed

using [47] as

Rth,eq =
1

ρflcflV̇

(
1− exp

(
−htfn(2cn+ s)L

ρflcflV̇

)) (5.31)

where ρfl and cfl are the density and thermal capacitance of air, respectively. The

equivalent thermal resistance of the base plate Rth,d can be readily expressed as

Rth,d =
d

bLλhs
(5.32)

using which the total thermal resistance of the heat sink can be calculated.
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Solution of Design Equations

The solution of heat sink design equations is a non-linear problem where volume

flow rate of air V̇ is solved such that the external pressure drop applied by a fan

∆pfan equals to pressure drop in heat sink. That is

Solve
{
V̇ 3′

(
∆ptot(V̇ ) = ∆pfan(V̇ )

)}
(5.33)

For a fan, the pressure drop characteristics as a function of V̇ is assumed to be of

the form [48]

∆pfan(V̇ ) = −∆pfan,max

V̇max
V̇ + ∆pfan,max, V̇ ∈ [0, V̇max] (5.34)

where ∆pfan,max and V̇max are maximum allowed pressure drop and air flow rate,

respectively, for the fan found using fan datasheet. Circular cross-sectional fans are

considered in this work. For a given fan diameter, Df and revolution speed in rpm

frpm, V̇max, ∆pfan,max and fan power Pfan are curve fitted as [48]

V̇max = k1ffrpmD
3
f (5.35)

∆pfan,max = k2ff
2
rpmD

2
f (5.36)

Pfan = k3ff
3
rpmD

5
f (5.37)

Hence, for a given fan and heat sink geometry, (5.15)-(5.37) have to be simultaneously

solved till equality of (5.33) is achieved to calculate the thermal resistance of the heat

sink using (5.13), (5.14), (5.31) and (5.32).

Heat Sink Optimization

The development of heat sink metamodel requires optimal heat sink designs as a

function of the required thermal resistance. This requires minimum possible thermal

resistance for a given mass with available fan power.

Recall that for the heat sink thermal resistance calculation, set of non-linear equa-

tions need to be solved. In this work, an optimization based solution scheme will be
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utilized. That is, an initial guess of V̇ will be guessed, and using the (5.15)-(5.37),

the pressure drop applied by fan, ∆pfan(V̇ ), and the actual heat sink pressure drop,

∆ptot(V̇ ) are calculated. Next, constraints are imposed such that

V̇ ≤ V̇max (5.38)

Pfan ≤ Pfan,max (5.39)

0 ≤ ∆pfan −∆ptot
∆ptot

≤ αf,e (5.40)

where Pfan,max is the maximum fan power available and αf,e limits the maximum

deviation from equality of solution. Equations (5.38) and (5.39) limit the maximum

air flow rate and the fan power of the solution, respectively, whereas (5.40) ensures

that the pressure drop generated by the fan is greater than the actual pressure drop

in heat sink. At the end of the optimization, a minimum heat sink mass achieves the

equality of (5.33) to reduce the additional fan mass.

Design variables considered for this optimization are stored in vector T as

T = [b d L n t V̇ frpm] (5.41)

In this formulation, the height of fin c is taken equal to heat sink width b. By design,

the diameter of the fan Df is equal to the width of the heat sink.

Along with (5.38)-(5.40), an additional constraint is imposed on the heat sink

geometry so as to achieve feasible designs. It is required that minimum gap between

two fins is greater than smin. That is

b− (n+ 1)t ≥ smin (5.42)

After all the constraints have been satisfied, heat sink thermal resistance Rth,S−a

is calculated using (5.13), (5.14), (5.31) and (5.32). Next, mass calculation of the

heat dissipation system is undertaken. Mass of the heat sink can be calculated as

volume of the material utilized times the mass density. That is,

Mhs = (tc+ (d+ bpt)(s+ t))nLρhs (5.43)
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Mass of the fan is assumed to vary linearly with its power requirement such as

Mfan =
Pfan
ρpf

(5.44)

where ρpf is the constant specific power density in W/kg of the fan. Note that by

assuming a linear relation between fan mass and its power requirement, a reduction

in fan mass also leads to reduction in its power requirements, and hence minimizes

the fan power. That is why fan power is not taken as one of the objective to be

minimized.

Total mass of heat dissipation system can be computed as

Mhd = Mhs +Mfan (5.45)

Finally, the objective/fitness function to be minimized is given by

f =
[
Rth,S−a Mhd

]T
(5.46)

to achieve the optimal heat sink thermal resistance per unit mass.

For the development of heat sink metamodel, the considered design space is shown

in Table 5.3. Parameter units have been indicated in the parenthesis. Parameter

search space (except fan speed) in Table 5.3 is taken from [46] so as to compare the

designed heat sinks to the natural convection heat sinks from [46]. Fan speed limits

are found using [48].

Fixed design parameters are presented next. For this formulation, aluminum is

taken as the heat sink material. Support plate thickness bpt is taken equal to 2

mm. Minimum channel width smin is taken to be 2 mm from [46]. The material

parameters are: λfl = 0.03 W/(m K), λhs = 210 W/(m K), νfl = 2.1 · 10−5 m2/s,

ρfl = 1 kg/m3, ρhs = 2705 kg/m3, cfl = 1.01 · 103 J/(kg K) and Prandtl number for

air = 0.71. From [47, 48], the fan parameters are found as k1f = 10−3, k2f = 6 · 10−4

and k3f = 20·10−6 for fan diameter Df ∈ [40, 200] mm, fan speed frpm ∈ [1500, 15000]

rpm and maximum fan power Pfan,max = 25 W. Value of αf,e in (5.39) is taken equal

to 0.02. The specific power density of the fan ρpm is taken equal to 0.2 W/g.
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Table 5.3.
Heat Sink Design Search Space

Parameter Minimum Maximum

b (mm) 50 200

d (mm) 2 10

L (mm) 50 200

n 2 1e3

t (mm) 1 5

V̇ (m3/s) 10−15 1

frpm (rpm) 1500 15000

At this point, any compatible optimization engine can be utilized. In this work,

genetic algorithm based GOSET will be used [7]. The procedure to formulate a

compatible fitness function for GOSET is described in [7]. Results of the multi-

objective optimization study is shown in Figs. 5.6-5.8.

Fig. 5.6 shows the Pareto-optimal front of the heat sink design, and is compared

against natural convection heat sink as shown in 5.6. Fig. 5.7 presents the heat sink

dimensions and Fig. 5.8 shows the required fan power for the cooling. For most of

the mass range in Fig. 5.6, the forced air cooled works better than natural convection

except at mass below 40 g, as shown in zoomed portion of figure. The number of

fins used are two in the low mass region between 30-40 g, and width and fin height is

limited to lowest possible value of 50 mm, as shown in Fig. 5.7. This means that in

this low mass region, using a fan is not optimal as the fin gap is large which causes

major portion of the heat to be dissipated via natural convection. In that region, the

fan is only adding to the mass of heat dissipation system.
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Fig. 5.6. Pareto-optimal Front of the Design

5.2.2 Heat Sink Metamodel

Finally, a heat sink metamodel is used to estimate the heat sink mass (in kg) as

a function of thermal resistance. The assumed form is given by:

Mhd,c =
αhs

(Rth,S−a)
n1h

+
βhs

(Rth,S−a)
n2h

(5.47)

Similarly, the fan power required as a function of thermal resistance is represented

using

Pfan,c =
αf

(Rth,S−a)
n1f

+
βf

(Rth,S−a)
n2f

(5.48)

The metamodel parameters representing the data in Fig. 5.6 are shown in Table 5.4.

The metamodel estimate of mass and fan power are shown in fit for mass and fan

power are shown in Fig. 5.6 and 5.9, respectively.
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Table 5.4.
Heat Sink Metamodel Parameters

Parameter Value Parameter Value

αhs 6.33 · 10−3 n1h 1.63

βhs 56.28 · 10−3 n2h 0.36

αf 0.5645 n1f 1.209

βf 0.2545 n2f -0.1992

5.3 Submodule Thermal Model

Using the semiconductor device loss models and heat sink metamodel, a thermal

model of the submodule can be developed. This thermal model calculates least re-

quired heat sink mass and fan power so as to maintain the junction temperature of

the devices under their rated limits.
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It is assumed that all the submodule semiconductor devices are placed on a single

heat sink with a heat source uniformly spread over the surface. Next, from Tables 5.1

and 5.2, it is be observed that for reference submmodule in Fig. 3.2, devices D1 & D4

exhibit similar losses and can be coupled as single heat source. Similarly, the pairs

D2 & D3, S1 & S4 and S2 & S3 can be coupled as single source on heat sink. To

this end, time and submodule average power loss source using D1 & D4 for a−phase

upper arm submodule can be expressed

Pd14 =
1

N

N∑
k=1

(Pcd,D1,k + Psw,D1,k + Pcd,D4,k + Psw,D4,k) (5.49)

where Pcd,D1,k and Pcd,D4,k are total time-average conduction, respectively, and Psw,D1,k

and Psw,D4,k are total time-average switching losses, respectively, in diode D1 and D2

in upper a−phase arm submodule k. Similar expression can be written for other

diodes and switches. Based on the assumption, semiconductor loss calculations in

Section 5.1, Tables 5.1 & 5.2, and (5.49), a thermal equivalent circuit can be for-

mulated as shown in Fig. 5.10 wherein Rth,s−hs and Rth,d−hs are thermal resistance

between junction to case, and Tj,s and Tj,d are junction temperatures of switch and

diode, respectively. Tamb is the ambient temperature. The factor of half in device

thermal resistances denotes two loss sources combined in parallel.

Fig. 5.10. Equivalent Thermal Model Circuit for Submodule
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For a given maximum allowed switch and diode junction temperature tempera-

ture, Tj,s,max and Tj,d,max, respectively, required thermal resistance Rth,hs−a can be

calculated as

Rth,hs−a = min (Rhs,ψχ , ψ ∈ {‘d’, ‘s’}, χ ∈ {‘14’, ‘23’}) (5.50)

Rhs,ψχ =
Tj,ψ,max − Tamb − 0.5PψχRth,ψ−hs

(Pd14 + Pd23 + Ps14 + Ps23)
(5.51)

for which minimum required heat sink mass Mhs for a submodule can be calculated

using metamodel (5.47). Similarly, required submodule fan power Pf,hs can be calcu-

lated using (5.48). Power consumed by heat sink fans will be accounted in the total

system loss in Chapter 7.

This chapter presented the design equations and model/metamodel to be used

for submodule loss and mass calculations. Work presented herein will be utilized in

subsequent chapters to formulate a global multi-objective optimization problem.



95

6. PASSIVE DEVICES IN MODULAR MULTILEVEL

CONVERTER

The MMC contains submodule capacitors and filter inductors. As described earlier,

the filter inductors in the MMC arm reduce harmonic components in the arm currents

whereas submodule capacitors act as a DC voltage source for the H-bridge converters.

Models described herein will be utilized to calculate passive device loss and mass in

each MMC arm.

6.1 Polypropylene Film Capacitor

A polypropylene film capacitor is considered in this work as electrolytic capacitors

lose capacitance rapidly with frequency [22], [46]. To this end, the polypropylene

capacitor mass is modeled as

MC = αcmCr (Vc,r/(Vcm))γcm + βcm (6.1)

where Cr is the required capacitance, Vc,r is the rated capacitor voltage, and αcm, βcm, γcm

and Vcm are model parameters found using capacitor datasheets [49] and curve fitting

techniques. Capacitor losses are calculated based on the Equivalent Series Resistance

(ESR) of the capacitor. ESR for polypropylene capacitors is modeled as [22]

RC,esr = (αc,esr,1(Vc,esr,1/Vc,r)
γc,esr,1)/Cr+

(αc,esr,2(Vc,esr,2/Vc,r)
γc,esr,2)/Cr + βc,esr

(6.2)

where αc,esr,1, αc,esr,2, βc,esr, γc,esr,1, γc,esr,2, Vc,esr,1 and Vc,esr,2 are capacitor ESR model

parameters based on capacitor datasheets.

For an MMC containing N submodules with capacitance Csm and rated voltage

Vc,r,sm

Vc,r,sm =
Vdc
N

(6.3)
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the individual submodule capacitor mass and ESR can be calculated using (6.1) and

(6.2), respectively. From Chapters 3 and 4, it is known that all the capacitors in one

phase arm of MMC observe similar voltage variation, and hence the same current

waveforms. To calculate total time-average capacitor ESR loss in one MMC arm, the

average loss is calculated for one submodule and the result is multiplied by number

of submodules N . Similarly, capacitor mass for one submodule is calculated, and is

multiplied by N to calculate the total capacitor mass in one MMC arm.

Hence, from (4.21), the ESR power losses in the a-phase upper arm submodule

capacitors are computed using MMC submodule switching and current waveforms as

PCsm,esr =
NRC,sm,esr

T

T̂

0

N∑
i=1

(
si,a,up(t)ia,up(t)

N

)2

dt (6.4)

where T is the fundametal time period, and RCsm,esr is the submodule capacitor ESR.

For the DC bus capacitor of capacitance Cin in Fig. 3.1, the ESR RCin and the

mass MCin can be estimated using polypropylene capacitor model as presented in

(6.1) and (6.2) with Vc,r = Vdc. The total bus capacitor power losses due to the

harmonic current component can be calculated using (4.41) as

PCin,esr =
NcbRCb,esr

T

T̂

0

icin,rip(t)
2dt (6.5)

To achieve an anticipated capacitor life-time, the ESR losses must be bounded

[22]. To this end, a thermal model of capacitor is utilized to calculate the change

in capacitor temperature for the generated ESR losses. The change in capacitor

temperature ∆Tc for ESR loss Pc,esr is given by

∆Tc = Rth,c−aPc,esr (6.6)

where Rth,c−a is the thermal resistance between the capacitor package and the ambient

environment. For the capacitor series considered in the notional system, Rth,c−a is

modeled as [22]

Rth,c−a = 1/[αg,c(Vc,r/Vbg)C
αg,a
r + αg,c(Vc,r/Vbg)C

αg,a
r +

βg, c(Vbg/Vc,r)C
βg,a
r + βg, c(Vbg/Vc,r)C

βg,a
r ]

(6.7)
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Using the calculated capacitor losses for submodule and DC bus, the change in tem-

perature can be calculated using (6.7). Finally, constraints will be imposed on the

optimization problem to limit the maximum change in submodule and DC bus ca-

pacitor temperature to achieve the desired lifetime.

In Chapter 7, a notional case study will be set forth. The capacitor model param-

eters for the notional example are obtained by curve fitting the data set forth for the

VISHAY MKP1848C capacitor series [49]. The resulting capacitor model parameters

are listed in Appendix B.

6.2 MMC Arm Inductor

As mentioned during the introduction of this research, it is desired to include

the contribution of inductor mass and loss to the PMAC-MMC. The MMC arm

inductor can substantially change the size of MMC. A high value of inductance leads

to reduced harmonics in the arm currents and reduced harmonic losses. However, high

inductance value can lead to a large and massive inductor. Typically arm inductors

of each phase legs are independent. Herein, the impact of coupled inductors to reduce

the inductor size is also considered.

Three-phase coupled inductors have been widely utilized for filtering in 3-phase

systems [50, 51], impeding any differential mode harmonics in current. It is desired

to investigate the performance of such coupled inductors in an MMC.

Referring to Chapter 3 equation (3.16), the circulating component of MMC arm

current relates to the circulating arm voltage as
Ls,i Lm,i Lm,i

Lm,i Ls,i Lm,i

Lm,i Lm,i Ls,i

piabc,ul =


vdc

vdc

vdc

− (vabc,up + vabc,low +R1iabc,ul) (6.8)
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Applying rotor reference frame transformation Kr
s to (6.8) using (3.5)-(3.8)

Lq,i 0 0

0 Ld,i 0

0 0 L0,i

pirqd0,ul =


−ωrLd,iird,ul
ωrLq,ii

r
q,ul

vdc

− (vrqd0,up + vrqd0,low +R1i
r
qd0,ul) (6.9)

where

Lq,i = Ld,i = Ls,i − Lm,i (6.10)

L0,i = Ls,i + 2Lm,i (6.11)

and where iqd0,ul is sum of qd0 upper and lower arm currents.

A typical 3-phase coupled inductor with small leakage inductance has mutual

coupling between phases such that [50,51]

Lm,i = −1

2
Ls,i (6.12)

Using (6.12) with (6.9)-(6.11), it can be readily observed that such 3-phase coupled

inductors provide zero (or very little, considering leakage) inductance to the zero-

sequence component of the current and the 3-phase inductor will be unable to filter

any common-mode component in circulatory currents in the MMC arms.

To demonstrate the effect of using a 3-phase coupled inductor, a test study is

undertaken with parameters from Chapter 3 Section 3.6. The MMC parameters are

kept same except the arm inductor which is replaced with a symmetrical 3-phase

Y-core inductor [51] with Ls,i is 0.24 mH and Lm,i is −0.45Ls,i mH, such that Lq,i

and Ld,i are 0.36 mH to match with self inductance from Section 3.6 study. However

L0,i, which is equal to 24 µH > 0 (from (6.11)), is kept non-zero for stability reasons

(as will be soon observed). A detailed waveform-level simulation is repeated to show

the effects of the additional mutual coupling on common mode circulating current.

Results from the simulation are shown in Figs. 6.1 and 6.2.

Comparing the Figs. 6.1 and 6.2 with Figs. 3.8 and 3.9, respectively, it is evident

that even though the machine current is fairly similar in both the results, the com-

mon mode circulatory component of MMC arm current is substantially larger in Fig.
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Fig. 6.1. MMC Machine Current for Modified Study from Chapter 3

Fig. 6.2. MMC Upper Arm Current for Modified Study from Chapter 3
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6.2 which confirms the aforementioned concern about low common mode inductance

provided by coupled 3-phase inductor topologies. Using this conclusion, in this work,

3-phase inductor topologies (such as 3-phase symmetrical Y-core inductors) will not

be further considered for the MMC and only single-phase inductor topologies will be

studied.

Two different inductor topologies are considered in this work. They are: perma-

nent magnet based single phase EE-core (denoted as EE-PMI in subsequent sections)

and single phase EE-core. Studies will be conducted in subsequent chapter to com-

pare the mentioned inductors for MMC optimization to compare the two topologies

for the considered application. Next, the inductors, their geometry and analysis are

described.

6.2.1 Permanent Magnet based E-E core Inductor

Studies in Chapter 3 and 4 indicate that the arm currents in the MMC contain

DC component. Usually, this DC component in arm current is disadvantageous from

a magnetic core perspective, it keeps a constant DC flux bias in the core and reduces

the amplitude of AC flux in the core which can be used to avoid core saturation. This

may lead to a larger magnetic core size and heavy inductors, as presented in [52,53].

To overcome limitations due to DC flux, Permanent Magnet Inductors (PMI) have

been proposed in literature for DC-DC converter applications [52, 53] . PMIs reduce

the DC flux in the magnetic core by introducing a counter DC flux using a permanent

magnet, thereby reducing the overall DC flux in the core. The inductor is designed

such that at all required load conditions (including no-load), the core flux density is

below the saturation level while simultaneously reducing the effect of DC component

of winding flux to magnetic core. In this work, it is desired to include such PM based

inductors as a filter to determine if they offer any advantages over standard inductor

in MMC systems .



101

One of the design topology to introduce the permanent magnet is shown in Fig. 6.3

where the magnet flux is introduced in the main (center leg) flux path [52]. Though

this PMI structure removes the DC bias from core, the permanent magnet also adds

unnecessary airgap to main flux path. To avoid this, [52,53] present a flap based PMI

where the permanent magnet is not added directly to the main flux path but on side

legs which prevents additional airgap due to magnet as well as cancels the DC flux

bias created by the winding current. The considered EE-core inductor in this work

for MMC is based on similar design topology.

Fig. 6.3. EI-core PMI geometry

The nanocrystalline soft magnetic material based core, FINEMET, is investigated

in this work as core material in a PMI [54]. FINEMET FT3-M based core has

high relative permeability (∼ 4 · 104 − 6 · 105), low electrical conductivity, and ∼

1.2− 1.4 T peak flux density limit for material saturation [54] which makes it a very

good candidate for to be used as core material for inductors to be utilized in MMC

applications. The core material is available as tape, shown in Fig. 6.4 [54], and hence

cannot be cut into laminations/sheets. Hence, an E-E core geometry is considered,

as shown in Fig. 6.5, manufactured using four U-cores of FINEMET material.
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Fig. 6.4. Nanocrystalline Core Material [54]

In the EE-PMI geometry shown in Fig. 6.5, the magnetization direction of magnet

(shown as green) is arranged such that they create a net flux opposing the DC flux

generated by the windings (shown as yellow). To complete the path for magnet

flux, two laminated steel plates are attached on each side of the EE-PMI. Note that

the steel lamination direction is along the width of the inductor such that the flux

through it is never orthogonal. The geometrical parameters of the inductor are shown

in Fig.6.5 except the length of core (into the plane of paper) which is lc. Note that

the center leg air gap gc is kept significantly less than the end leg air gap ge to avoid

undesired short circuiting of the magnet flux across the air gap at end legs. It is

desired that most of the PM flux crosses through the center leg.

For this considered PMI topology, next, it is desired to calculate the flux linkage

with respect to the current in the winding, so as to calculate the inductance of by

the inductor. Typically Finite Element Analysis (FEA) and/or Magnetic Equivalent

Circuit (MEC) based solution scheme is utilized for such calculations [7]. However,

FEA based methods are computationally time consuming as compared to MEC based
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Fig. 6.5. FINEMET based EE-core PMI geometry

solution [7], and hence MEC of the inductor will be utilized. In an MEC based

solution, reluctance/permeance circuit of the inductor is constructed, and is solved

for flux in the circuit with the winding MMF as the source.

In a Magnetic Equivalent Circuit (MEC), magnetic permeance in-terms of flux in

branch b and MMF across it, is defined as

Φb = PbFb (6.13)

where Φb and Pb are the flux and permeances of the magnetic branch b, respectively,

and Fb is the MMF across the branch. To this end, the MEC for the EE-PMI geometry

is shown in Fig. 6.6. In the shown MEC, permeance P1, P2, P4, P6, P8 and P9 are

core branch permeances, P3 is horizontal slot leakage permeance, P5 is equivalent

permeance across permanent magnet, and P7 and P10 are airgap permeances. Note

that the MEC has symmetry across the center leg, however, for convenience the full
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MEC is shown herein although the MEC solver utilizes its symmetry to speed-up the

calculations.

Fig. 6.6. EE-PMI Magnetic Equivalent Circuit

Using (6.13), the core branch permeance Pbr,j as a function of branch flux can be

expressed as

Pbr,j(Φbr,j) =
Abr,jµB(Φbr,j/Abr,j)

lbr,j
(6.14)

where Abr,j and lbr,j are the cross-sectional area and magnetic path length, respec-

tively, of the branch j and µB(Φbr,j/Abr,j) is the magnetic permeability of the material

in terms of the flux Φbr,j. This accounts for the non-linearity of the core material. Us-

ing (6.14), the core branch permeances can be readily expressed using length and area
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of respective branches provided in Table 6.1 wherein length parameter yh is defined

and calculated in (6.26) and (6.27).

Table 6.1.
Core Branch Permeance Parameters

Permeance Length Area

P1 ws +
πwe

2
welc

P2 yh welc

P4 ds − yh welc

P6 ge + dpm wstlc

P8 yh 2welc

P9 ds − yh +
ge − gc

2
2welc

Next, fringing permeance is undertaken. Based on inductor geometry, two broad

possibilities for fringing path consideration at end leg airgap exist: 1) path shown

as pf1, and 2) path shown as pf3 in Fig. 6.7. For the fringing flux paths pf1 the

calculation is straightforward and has been derived in [7, 50–53], using which the

fringing flux can be expressed as

Pf1(l, w, g) =
µ0l

π
ln

(
1 +

πw

g

)
(6.15)

where l is the length of the core into the page. Similarly, fringing permeance for path

pf4, denoted Pf4 can be expressed using (6.15).

Simialrly, for fringing path pf2, permeance Pf2 can be expressed, assuming relative

permeability of magnet to be nearly 1, as

Pf2(l, wm, g) ≈ µ0l

π
ln

(
1 +

2wm
g

)
(6.16)

with max (r1) in Fig. 6.7 calculated as

max (r1) =
2wpm
π

(6.17)



106

Fig. 6.7. Air Gap Fringing Paths in EE-PMI

Next, fringing across magnet shown as path pf3 can be calculated using [7] as

Pf3(l, w) ≈ 2µ0l

π
ln

(
1 +

πw

2wpm

)
(6.18)

Similarly, fringing flux path permeance across magnet at the front and back face of

the EE-core inductor can be expressed using (6.15) as

Pf5(w) =
µ0dpm
π

ln

(
1 +

πw

wpm

)
(6.19)

Permeance of center leg air gap is summation of direct permeance and fringing

flux around the center arm. Hence

P10 = µ0
2welc
gc

+ 2Pf1(lc,min(ws, ds/2), gc) + 2Pf1(2we, ds/2, gc) (6.20)

Similarly, end leg air gap permenace P7 can be expressed as

P7 = µ0
welc
ge

+ Pf1(lc,min(ws, ds/2), ge) + 2Pf1(we, ds/2, ge) + Pf2(lc, ge) (6.21)

where wst is the width of steel. Finally, equivalent magnet permeance P5 is given as

P5 = µm
dpmlc
wpm

+ Pf3(lc,min(ge, we/2)) + 2Pf5(min(we/2, wst)) (6.22)

which is sum of magnet permeance and fringing permenace around magnet (in and

out of the plane of paper).
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Next, leakage flux permeance is considered. Only horizontal flux leakage is con-

sidered as shown in Fig. 6.8, and vertical slot leakage and end turn leakages are

not considered in this formulation. To this end, using Ampere’s law, the MMF drop

across the winding slot as a function of defined distance y in Fig. 6.8 is approximated

as

Fig. 6.8. Horizontal Flux Leakage in EE-PMI

Hxws ≈


0 0 ≤ y ≤ ds −

dw
2

Ntiee
dw
· (y − (ds − dw/2)) ds −

dw
2
< y ≤ ds

(6.23)

where Nt is the niumber of turns in winding and iee is the current through it. Using

(6.23), the total leakage flux density can be calculated. Finally, the horizontal leakage

flux associated with upper half of the winding can be expressed

Φhsl,t =

ˆ
Bhslds = µ0lc

Ntiee
wsdw

dsˆ

ds−dw/2

(
y − (ds −

dw
2

)

)
dy = µ0lc

Ntiee
2ws

(
dw
4

)
(6.24)

using which Phsl or P3 in MEC can be expressed as

P3 ≈
µ0lcdw

4ws
(6.25)
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The length along y, yh, upto which half of the horizontal leakage flux goes through

winding can be calculated using

µ0lc
Ntiee
wsdw

yhˆ

ds−dw/2

(
y − (ds −

dw
2

)

)
dy = µ0lc

Ntiee
4ws

(
dw
4

)
(6.26)

which yields

yh =

(
ds −

dw
2

)
+

dw

2
√

2
(6.27)

The length yh will be used to place the P3 in MEC of the inductor.

The constant flux Φm by magnet shown in MEC is calculated as

Φm = dpmlcBr (6.28)

where Br is the residual flux density of the magnet. Finally, the MMF source gener-

ated by winding, Fw, is given by

Fw = Ntiee (6.29)

using which half MMF source can be calculated as

Fwh =
Fw
2

(6.30)

This completes all the required parameters for the MEC in Fig. 6.6.

For the core, as discussed, FINEMET FT3-M has been selected. The core material

parameters are presented in Appendix C. Material parameters for steel and magnet

are taken from [7]. The MEC is solved using the MEC Toolbox described in [7,51]. As

mentioned earlier, symmetry in MEC circuit shown in Fig. 6.6 is utilized in the MEC

solver to reduce the the number of mesh and branch elements [7]. FEA validation of

the inductor MEC is shown in Appendix D.

Volume and Mass

For the formulation of optimization function, volume, mass and loss calculations

will be required for the inductor. An ideal conductor packing in the winding is shown

in Fig. 6.9 wherein the conductor radius is rw.
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Fig. 6.9. Ideal Conductor Packing in the Winding

Based on the ideal conductor packing, the width and depth of the winding are

assumed to be

ww = 2Nwtrwkb (6.31)

and

dw = 2Ndtrwkb (6.32)

where Nwt and Ndt are the number of conductors along the width and depth of the

winding, respectively, and kb > 1 is a factor to denote larger winding size than ideal

and represents under-utilization of winding space. The total number of conductors,

Nt can be calculated as the product of Nwt and Ndt. The packing factor kpf,E is

computed as

kpf,E =
Ntwac
wwdwk2

b

(6.33)

Next, the total height hE, width wE and length lE of the PMI can be readily

calculated as

hE = 2we + 2ds + ge (6.34)

wE = 2 (wst + wpm + 2we + ws) (6.35)

lE = lc + 2ww (6.36)
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Using the calculated dimensions, the volume of cuboid circumscribing the PMI can

be calculated. The aspect ratio of the PMI asr,E can be defined as ratio of largest to

smallest dimension, that is

asr,E =
max(hE, wE, lE)

min(hE, wE, lE)
(6.37)

Next, the volume of core Vcr,E can be calculated as

Vcr,E = 2lcwe (πwe + 4ds + (ge − gc)) (6.38)

The volume of the coil region Vcl,E is given by [7]

Vcl,E = dwww (πww + 2(lc + 2ww)) (6.39)

The volume of conductor Vcd,E is computed as

Vcd,E = kpf,EVcl,E (6.40)

The volume of the permanent magnet can be expressed using

Vpm,E = 4lcdpmwpm (6.41)

Lastly, the volume of steel laminations is given as

Vst,E = 2lcwst (2dpm + ge) (6.42)

Given the volumes of componets used in the PMI, their respective masses can be

calculated as product of their mass densities with their respective volume. Hence,

Mcr,E = ρcrVcr,E (6.43)

Mcd,E = ρcdVcd,E (6.44)

Mpm,E = ρpmVpm,E (6.45)

Mst,E = ρstVst,E (6.46)

where Mcr,E,Mcd,E,Mpm,E and Mst,E are the mass, and ρcr, ρcd, ρpm and ρst are densi-

ties of core, conductor, permanent magnet and flap, respectively. Their material data
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is provided in [7]. Core material parameters are presented in Table C. PM material

data is taken from [7].

Similar to generator metamodel, the calculated mass does not include the struc-

tural mass, and will be referred as electrical mass of the inductor. Total electrical

mass of the EE-PMI Mt,eep can be expressed as

Mt,eep = Mcr,E +Mcd,E +Mpm,E +Mst,E (6.47)

Inductance

The incremental inductance Linc of the inductor at winding current iee is calculated

as

Linc(iee) =
λ(iee + δiee)− λ(iee)

δiee
(6.48)

where λ is the flux linkage of the winding, and δiee is small incremental current (of

order 10−3 A). Incremental inductance is evaluated at multiple current operating

points of interest. For the high-speed simulation of MMC, the value of inductance

utilized will be

Ls,i = min
iee

(Linc(iee)) (6.49)

A constraint will be imposed in the design optimization on the ratio of maximum

to minimum incremental inductance so that the inducot behave linearly for normal

operation.

Loss Calculation

Next, inductor losses are considered. In terms of the coil volume, the inductor

resistance can be calculated as [7]

Rcd,E =
Vcl,EN

2
t

σckpf,Ew2
wd

2
w

(6.50)

where σc is the conductivity of the material. Using (6.50) average resistive power

loss in inductor PL,r,ee can be calculated using inductor current waveform from the

high-speed simulation.
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Next, core losses in the inductor are considered. A straight-forward approach to

calculate the core loss is by computing flux density in core at each time-instant in

the converter current waveform, and utilize empirical core loss models to compute

core losses. Though simple, this approach adds extensive computational burden to

optimization based design methods due to the presence of switching harmonics in the

current waveform as the solution of MEC requires an iterative solver for magnetically

non-linear core materials [7].

As an alternative, a hybrid core loss calculation method is proposed. In this

method, an assumption is made that the DC and fundamental component of inductor

current primarily determine the flux and flux density levels in the core. Using this

assumption, the MEC is solved for smaller set of sample points in the domain of the

MMC arm current waveform consisting of the DC and fundamental component. In

the inductor current waveform, nt equally spaced sample current points are taken as

iee[k] = idc,ee − is,ee +
2is,ee
nt − 1

(k − 1), k ∈ {‘1’, ‘2’, . . . ‘nt’} (6.51)

where idc,ee is the DC component and is,ee is the amplitude of fundamental component

of current in the inductor.

After solving the MEC at each current level, the hysteresis loss density in branch j

due to fundamental component of flux denstiy can be calculated using the Steinmetz

Model [7] as

Pc,ld,j,h = kh

(
fr
fb

)αh (∆Bj,pk

2Bb

)βh
(6.52)

where kh, αh and βh are the hysteresis loss model parameters, fb and Bb are the base

frequency and flux density, respectively, fr is the fundamental frequency, and ∆Bj,pk

is the absolute value of difference of minimum and maximum flux density at branch j

in the core. Note that in case of PMI, due the presence of constant magnet flux in the

core, the accuracy of the hysteresis loss calculation using (6.52) may be problematic.

However, for the FINEMET material that will be used in the notional design example

at Chapter 7, a high degree of inaccuracy can be tolerated since the contribution of

Pc,ld,j,h is very small to total loss. Similarly, low frequency eddy current losses can be
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neglected. The effect of harmonic component of MMC arm current on core saturation

is ignored. Using this assumption, the MEC can be solved at significantly reduced

time instants in MMC waveform.

Although the low frequency core losses will be modest, high-frequency eddy cur-

rent losses may be significant. To this end, it will be assumed that for normal op-

erating conditions, the flux is a affine function of current since constraints will be

placed on the design to insure magnetic linearity. With this assumption, the follow-

ing approach is undertaken: Consider branch j in the MEC. At current sample k,

the flux density Bj[k] can be solved for MMC inductor current i[k] using the method

described above. The coefficient ψB,j[k] for branch j is defined as

ψB,j[k] =
∆Bj,k

∆ij,k
, k ∈ {‘1’, ‘2’, . . . ‘nt − 1’} (6.53)

where

∆Bj,k = Bj[k + 1]−Bj[k] (6.54)

∆iee,k = iee[k + 1]− iee[k] (6.55)

A least squared solution of ψB,j[k], denoted ΨB,j can be calculated as

ΨB,j =
[ψB,j][∆iee,k]

T

[∆iee,k][∆iee,k]T
(6.56)

which is a constant with time for the given branch j. Using ΨB,j, harmonic component

of flux density for harmonic component in arm inductor current can be estimated.

Suppose the κf harmonic component of current has amplitude iκf , the amplitude of

κf harmonic flux density harmonic of flux density in branch j, Bj,κf , can be calculated

as

Bj,κf = ΨB,jiκf (6.57)

Similar process can be repeated for other branches and current harmonics of interest

in MEC. The input of such calculations will be amplitudes of MMC arm harmonic

currents and the output will be the amplitudes of harmonic flux densities in different

MEC branches.
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From the calculated harmonic flux density amplitudes in the inductor for current

harmonics of interest, the total eddy current core density in branch j is assumed to

be [7, 51–53]

Pc,ld,j,e = ke,hf

κf,max∑
κf=κf,min

f
αehf
κf B

βehf
j,κf (6.58)

where κf,min and κf,max are the minimum and maximum harmonics of interest, fκf

is the frequency (in Hz) of κf harmonic, and ke,hf , αehf and βehf are the eddy loss

parameters.

Total core loss density in the branch j of the inductor is given by

Pc,ld,j = Pc,ld,j,h + Pc,ld,j,e (6.59)

using which core losses in the branch j, Pc,j, can be calculated as product of Pc,ld,j and

its volume. Core losses in other branches of the inductor can be similarly computed.

The total core loss PL,c,ee is the sum of core losses in all the inductor branches.

The total power loss in the inductor PL,ee is given by

PL,eep = PL,r,ee + PL,c,ee (6.60)

Magnet losses are not considered for this work. Skin and proximity effect losses have

been neglected.

6.2.2 Standard EE-core Inductor

A standard EE-core inductor topology, based on EE-PMI except magnets, is se-

lected. The inductor structure is shown in Fig. 6.10. In this inductor, center leg air

gap gc is kept equal to end leg air gap ge. The analysis of this inductor is similar

except the side leg air gap permeances where the center leg airgap based analysis is

used. Loss, mass and inductance analysis is similar to the EE-PMI.

MEC of the standard EE-core inductor is shown in Fig.6.11. In the MEC, the core

permeances P1, P2, P4 and P9 are found using (6.14) and Table 6.1. The horizontal

leakage permeance P3 is found using (6.25), and air gap permeance P10 is found using
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(6.20). MMF sources in Fig. 6.11 Fwh are given by (6.29)-(6.30). The MEC is solved

using MEC Toolbox as described earlier. This MEC will be used in next chapter to

compare with the EE-PMI in system design optimization.

Similar to EE-PMI, the mass of the inductor is calculated as summation of core

and conductor from (6.43), (6.44). The total inductor mass is given by

Mt,eep = Mcr,E +Mcd,E (6.61)

The resistance of the EE-core inductor can be calculated by (6.50). Similarly, core

losses are computed using (6.59). The total power loss PL,ee is calculated as sum of

core and resistive losses. Finally, using MEC solution, incremental inductance of the

EE-core inductor is calculated using (6.48). FEA validation of the inductor MEC is

shown in Appendix D.

This completes the formulation of the design equations for the proposed passive

components. The models/equations presented in this chapter for capacitor and in-

ductor will be used in next chapter for the development of a formal multi-objective

optimization problem.
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Fig. 6.10. EE-core Indcutor Geometry
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Fig. 6.11. Standard EE-core Inductor MEC
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7. MULTI-OBJECTIVE OPTIMIZATION OF MMC

BASED GENERATOR-RECTIFIER SYSTEM

In the introduction of this dissertation, the shortcomings of existing design methods

for the PMAC-MMC system were described. The component design and simulation

models required to formulate a fitness function were discussed in Chapters 2-6. These

included a generator metamodel, a high-speed MMC simulation model, a semicon-

ductor conduction and switching loss model, a heat sink metamodel, arm inductor

models, and a submodule capacitor model.

To start the formulation of a multi-objective optimization problem, first, it is

required to define the objectives to be satisfied for the design optimization. Next,

system constraints must be defined. The third and the last challenge faced relates to

how the constraints and objectives will be implemented so as to formulate the design

process as a multi-objective optimization problem.

This chapter is divided in following sections: First, the formulation of the design

problem is set forth in Section 7.1. This section describes the design space, design

metrics, and the design constraints considered. Next, case studies of the system design

using the proposed design paradigm is set forth in Section 7.2.

7.1 Design Problem Formulation

The design problem will be formulated as a multi-objective optimization problem

in which the system design metrics of interest will be minimized subject to a variety

of constraints. With the two inductor topologies, the optimization problem will be

solved twice, separately, to compare the EE-PMI against a standard EE-core inductor

for the MMC arm. The purpose of the comparison is to determine whether the PMI

offers any advantage over standard inductor in an MMC application.
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7.1.1 Design Space

To begin the formulation of a design problem, it is important to be able to identify

the design variables. The design space contains all the free variables which can be

selected by the designer. For the considered design problem, the design variables are

stored in design variable vector θ given by

θ =
[
ρTM ωrpm αns1 Pl,mmc,est Csm N Nscpfc Cin θL

]T
(7.1)

where Pl,mmc,est is the estimated MMC loss, Csm is the submodule capacitance, N is

number of submodules, Nscpfc is number of switching cycles per fundamental cycle

(effectively setting the switching frequency), and Cin is the DC bus capacitance. The

generator metamodel requires 4 parameters: specific torque density ρTM , generator

speed in rpm ωrpm, DC bus utilization factor αns1, and estimated generator terminal

power output Pgo,est. For a given DC power requirement Pdc, Pgo,est can computed as

Pgo,est = Pdc + Pl,mmc,est (7.2)

In this analysis, it is assumed that the switching frequency of the converter is an

integer multiple of the frequency of the fundamental component of voltage/current.

Hence

fsw = Ncpffr (7.3)

The vector θL contains parameters of inductor used in each leg. Based on the inductor

geometry, θL is given by

θL =

 θL,EE,P EE-Core PMI

θL,EE EE-Core
(7.4)

For the EE-PMI, θL,EE,P can be expressed as

θL,EE,P = [lc we ge wac wpm dpm Ndt Nwt] (7.5)

where wac is the cross-sectional area of the conductor used in the PMI. To reduce the

number of design variables, it is assumed that the ratios wsf and dsf defined as

wsf =
ws
ww

(7.6)
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and

dsf =
2ds
dw

(7.7)

are fixed a-priori. Similarly, the magnet material is also fixed.

Simiarly, for the standard EE-core, the design variable vector is given by

θL,EE = [lc we ge wac Ndt Nwt] (7.8)

The EE-core inductor center leg air gap gc is taken equal to end leg air gap ge.

As discussed earlier, the high-speed simulation developed in Chapter 4 requires

an iterative solver to compute the machine q− axis current. Similar to the heat

sink optimization shown in Chapter 5, during the development of the fitness function

for the PMAC-MMC system, it was realized that the iterative solver for the system

currents is not necessary as the optimization engine can solve for the required q− axis

current whilst optimizing the system if appropriate constraints and design metrics are

imposed. That is why Pgo is a design variable. Neglecting windage losses, for PMAC

generator, q− axis current can be calculated using (4.2) [7]

Irqs = −2(Pgo + Pr)/(3ωrλm) (7.9)

where Pr is generator resistive loss calculated using generator metamodel. It is

assumed that generator core losses (eddy current and hysteresis) primarily act as

windage losses in the sense that they primarily add to the prime mover torque, and

do not significantly change Irqs.

In addition to the design variables, fixed design parameters will be defined. These

are contained in the structure D, described as

D =
[
MPM CSM LM Ssw Hhs Vdc Pdc

]T
(7.10)

where MPM is a structure containing PMAC metamodel parameters, structure CSM

contains capacitor parameters, structure LM contains inductor parameters, structure

Ssw contains semiconductor device parameters, Hhs contains heat sink metamodel

parameters, Vdc and Pdc are DC bus voltage and power load, respectively.
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Metamodel parameters are available at [31]. Three different power electronic

switches have been considered in Appendix A [55–57]. Device parameters were ob-

tained from the respective datasheets. Capacitor model parameters are shown in

Appendix B [49]. Heat sink metamodel parameters are presented in Table 5.4.

In the inductor design optimization, the conductor and end leg flap materials of the

EE-PMI are fixed to Aluminum and FINEMET, respectively. Similarly, permanent

magnet matrial is fixed at NdFeB N35. Clearly, the magnet type could have been

added as a design parameter. The inductor material parameters are presented in

Appendix C. Other design fixed parameters are shown in Table 7.1.

7.1.2 Design Constraints

To ensure proper and desired operation of the MMC, constraints will be imposed

on the design. It is convenient to define less-than-or-equal-to and greater-than-or-

equal-to functions as [7]

lte(x, xmx) =

 1 x ≤ xmx
1

1 + x− xmx
x > xmx

(7.11)

gte(x, xmn) =

 1 x ≥ xmn
1

1 + xmn − x
x < xmn

(7.12)

Next, constraints will be formulated for the proper operation of the system. Start-

ing from the genertor metamodel, constraint on generator rms current density Jrms,g

is imposed

c1 = lte (Jrms,g, Jmax) (7.13)

where Jmax is the maximum limit of current density. Next, a constraint is imposed

on the generator rotor tip speed Sr,tip such that

c2 = lte (Sr,tip, Sr,tip,max) (7.14)

where Sr,tip,max is the maximum allowed tip speed of the rotor.
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Table 7.1.
Fixed Design Parameters

Parameter Value

Submodule capacitor ripple factor αv,sm 0.05

DC bus capacitor ripple factor αv,bus 0.001

Arm current factor αi,rip 1.07

Max. inductor & generator current density Jmax 10 A/mm2

Max. rotor tip speed Sr,tip,max 250 m/s

Max. junction temperature Tj,max 100◦C

Ambient temperature Tamb 25◦C

Max. switching frequency fsw,max 50 kHz

Ambient temperature 25 ◦C

Max. allowed capacitor temperature Tc,max 70 ◦C

Min. submodule heat sink Rth,hsa,min 0.2 K/W

EE-PMI gc 1 µm

Max. inductor aspect ratio aE,max 10

EE-core wsf 1.1

EE-core dsf 1.1

Max. to min. incremental inductance ratio αl,c 1.2

Max. allowed counter flux in PM αH,nax 0.75

Inductor winding factor kb 1.2

Max. magnet depth factor kpm 0.5

Min. inductor center to upper leg flux ratio αΦ,rat 90%

Data points taken in fundamental period for MEC nt 8

The next set of constraints are applied on the inductor design model using the

DC and fundamental component of MMC arm current. A constraint is applied to the

geometrical aspect ratio of the inductor such that

c3 = lte (asr,E, aE,max) (7.15)
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where aE,max is the maximum allowed geometrical aspect ratio. Next, a constraint

on convergence of non-linear MEC solution is applied such that the MEC solution

exists [7]. That is

c4 = conv(MEC) (7.16)

where conv(MEC) denotes the convergence of the MEC [7]. Next, to limit the hori-

zontal slot leakage flux, a constraint on ratio of flux through top branch to center leg

is imposed

c5 = gte

(
min

(
Φtop

Φmid

)
, αΦ,rat

)
(7.17)

where Φtop and Φmid are the flux in top/bottom most and source MEC branch of

inductor, a αΦ,rat is the minimum required flux ratio between center leg and ‘U’

region of the EE-core.

A constraint is imposed on maximum value of core incremental inductance, so as

to avoid hard saturation of the core, as

c6 = lte

(
max
iee

(Linc(iee)), αl,c min
iee

(Linc(iee)))

)
(7.18)

where Linc(iee) is the incremental inductor at current iee of the inductor, and αl,c is

factor to limit the ratio of maximum to minimum incremental inductance. In case of

EE-PMI, another constraint is imposed at no load current such that

c7 = lte (Bpk,0, Bc,lim)) (7.19)

where Bpk,0 peak flux density in core at no load current, and Bc,lim is the maximum

material limit on the flux density.

To avoid demagnetization of permanent magnet in EE-PMI, constraint on magnet

flux intensity Hmag is imposed as

c8 = gte (min(Hmag), αH,maxHlim,mag)) (7.20)

where Hci,mag is the minimum field intensity before demagnetization in pm. Note

that Hmag and Hlim,mag are negative quantities.
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Finally, a constraint on geometry of magnet is imposed for EE-PMI as

c9 = lte (max(dpm), kpmds)) (7.21)

so as to limit the magnet size as compared to ds. This completes constraints imposed

on inductor design. Note that for standard EE-core inductor, constraints c7, c8 and

c9 are not imposed.

The next set of constraints are imposed relate to MMC operation. A constraint

on submodule capacitor voltage ripple is imposed for which maximum voltage ripple

vc,rip,max is calculated as

vc,rip,max = max ((va,cap,up)pk-pk, (va,cap,low)pk-pk)) (7.22)

where (va,cap,up)pk-pk and (va,cap,low)pk-pk are peak-to-peak amplitude of upper and lower

capacitor voltages, respectively. Using (7.22) constraint c10 is formulated as

c10 = lte

(
vc,rip,max, αv,sm

Vdc
N

)
(7.23)

where αv,rip is the factor used to specify the voltage ripple limit. Next, a constraint

on maximum submodule capacitor temperature change is imposed such that

c11 = lte (∆Tc,sm, Tc,max − Tamb) (7.24)

where ∆Tc,sm is change in submodule capacitor temperature, Tc,max is maximum rated

temperature, and Tamb is the ambient temperature.

For the DC bus capacitor, the harmonic voltage can be estimated using (4.41) as

vcin,rip,h(t) =
1

cin

tˆ

0

icin,rip(τ)dτ (7.25)

using which a constraint on the ripple voltage is formulated as

c12 = lte (max(vcin,rip,h)−min(vcin,rip,h), αv,busVdc) (7.26)

A constraint on DC bus capacitor temperature change ∆Tc,b is imposed in accordance

with

c13 = lte (∆Tc,b, Tc,max − Tamb) (7.27)
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In Chapter 4, it was assumed that MMC never operates in the over-modulated

region. To ensure this requirement, a constraint on maximum absolute value of duty

cycle is imposed. The maximum of absolute value of duty cycles, dmax, is calculated

as

dmax = max(‖da,up‖∞, ‖da,low‖∞) (7.28)

Using (7.28), constraint c14 is imposed as

c14 = lte (dmax, 1) (7.29)

Next, a constraint on pk-pk amplitude of upper and lower arm currents is imposed

such that it is less than or equal to αi,ripIs, where Is is peak amplitude of fundamental

component of machine current. The maximum ripple current irip,max is defined as

irip,max = max((ia,up)pk-pk, (ia,low)pk-pk) (7.30)

using which the constraint is formulated as

c15 = lte (irip,max, αi,ripIs) (7.31)

Next, as with the generator, the maximum current density in the arm inductor is

limited using constraint c16 as

c16 = lte (max (|Ja,up|) , Jmax) (7.32)

where Ja,up is the current densities in a− phase upper MMC arm inductor. The next

constraint on MMC operation limits the maximum switching frequency of operation

to fsw,max, as

c17 = lte (fsw, fsw,max) (7.33)

Note that the limit on switching frequency does not come from the limitation on

thermal heat dissipation capability but rather due to the limitation of semiconductor

device switching speed. Semiconductor devices have manufacturer specified limits on

maximum switching rate and fsw,max takes this into the consideration.
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The next constraint related to the heatsink. For the heatsink, the minimum

possible heat sink thermal resistance is limited as

c18 = gte (Rth,hs−a, Rth,hs−a,min) (7.34)

where Rth,hs−a,min is minimum possible heat thermal resistance of the heat sink for

the metamodel to retain validity.

The estimated input mechanical power to the system can be computed as sum of

estimated generator terminal power output Pgo,est and generator losses, that is

Pin,est = Pgo,est + Pr + Pe + Ph (7.35)

Finally, constraint c19 is imposed so that the estimated input power is greater than

the actual input power, i.e.

c19 = gte (Pin,est, Ploss + Pdc) (7.36)

The minimization of mass and loss applies optimization pressure to reduce Pin,est until

it reduces to Pdc + Ploss. Further details on this constraint is provided in subsection

7.1.3.

With this, required constraints have been formulated. Note that for EE-core

inductor (without magnet), any constraint involving magnet design is removed from

the design optimization. With formulated constraints, design metrics of interest are

defined in the following subsection.

7.1.3 Design Metrics

As described in the first chapter, mass and loss are the two metrics of interest. The

mass calculation is the first undertaken. As discussed in previous chapters, electrical

mass are calculated for generator using metamodel procedure described in Chapter

2, heat sink and semiconductor device package using Chapter 5 and [55–57] , and

capacitor and inductor using Chapter 6. The total mass, electrical plus structural, of

the system can be expressed as

Mt = xm1Mge + 6xm2(N(Mhd +Msdp) +ML +NMCsm +MCin) (7.37)
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where

ML =


Mt,eep EE-PMI

Mt,ee EE-core Inductor

(7.38)

and where Mge is generator mass, Mhd is heat dissipation system mass, Msdp is the

semiconductor device package mass, MCsm andMCin are submodule and bus capacitor

mass, respectively, ML is inductor mass, and factor xm1 and xm2 accounts for the

structural, case and cabinet mass for generator and MMC, respectively. In this work

xm1 and xm2 are taken equal to 1. A factor of 6 is multiplied in MMC mass to account

for each arm (there are 6 such arms). N is multiplied to submodule capacitor and

heat sink mass to account for N submodules in each arm.

Next, the system loss calculation is considered. Generator resistive and core losses

are calculated using the metamodel presented in Chapter 2 for specified Pgo using

(2.62). MMC semiconductor conduction (Pcd,up) and switching (Psw,up) losses are

computed using high-speed simulation from Chapter 4 and semiconductor loss models

from Chapter 5. For the required heatsink, the fan power to the heatsink, Pfan, is

considered as system loss, and is determined using (5.48). Submodule and DC bus

capacitor ESR losses, PCsm,esr and PCin,esr respectively, are computed using (6.4)-

(6.5). Finally, inductor losses PL are computed as sum of resistive losses and core

losses (using (6.60)) for a− phase upper MMC arm. Total system losses are calculated

as

Ploss = [Pr + Pe + Ph] + (6PL + 6PCsm,esr + 6Pcd,up + 6Psw,up + 6NPfan + PCin,esr)

(7.39)

In (7.39), similar to mass calculation, factor of 6 is multiplied to account for 6 MMC

arms, and a factor of N accounts for N submodules in an MMC arm.

Inductor loss PL is given by

PL =


PL,eep EE-PMI

PL,ee EE-core Inductor

(7.40)
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Total generator and MMC losses, Pgl and Pl,mmc respectively, can be expressed as

Pgl = Pr + Pc + Ph (7.41)

Pl,mmc = 6PL + 6PCsm,esr + 6Pcd,up + 6Psw,up + 6NPfan + PCin,esr (7.42)

Total mechanical input power to the generator rectifier system can be expressed

Pin = Ploss + Pdc (7.43)

Note that an estimation of MMC power losses and generator terminal power out-

put is required to calculate the metamodel parameters, without which the high-speed

simulation cannot be conducted. To introduce optimization pressure to reduce the

error between estimated losses and actual losses, a system loss design metric is defined

as

Plsq = Ploss + κpl(Pl,mmc,est − Pl,mmc)2 (7.44)

such that the design metric Plsq varies as square of error in estimation of MMC loss.

In (7.44), κpl is factor used to weigh the square of error in loss estimation, and is

taken as 0.5 in this design paradigm. Using Plsq as design metric along with c19

not only minimizes actual system losses (using Ploss) but minimizes the error in loss

estimation. Recall that constraint c19 (7.36) ensures Pin,est > Pin. With this, the

calculation of design metrics is complete. Next, design fitness will be formulated for

optimizing the system.

7.1.4 Design Fitness

As suggested in [7], the fitness function will be defined as

f =


ε
[
1 1

]T (CS −NC

NC

)
CS < CI[

1

Mt

1

Plsq

]T
CS = CI

(7.45)

where

Cs =
ct∑
i=1

ci (7.46)
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and where NC , CS and CI represent the number of constraints, the number of con-

straints satisfied, and number of constraints imposed during the evaluation of the

objective function, ε is a small positive number of the order 10−10, and ct is total

number of constraints. If all the constraints are not satisfied, the objective function

will yield a small negative number. Otherwise, the inverse of the metrics will be

calculated. To speed-up the optimization process, evaluation of constraints will be

checked using Table 7.2. If any constraint fails to satisfy in the initial design steps

Table 7.2.
Constraint Test

i f CS < CI

f = ε
[
1 1

]T (CS −NC

NC

)
r e turn

end

of the optimization problem, the optimization engine will stop the evaluation of the

design and will move to next design. Note that this constraint check is not done after

every constraint, but rather after computational intensive constraints, as documented

in the Pseudo-Code shown in Table 7.3.

Table 7.3.
Pseudo-code for Calculation of the Fitness Function

1 . I n i t i a l i z a t i o n and a s s i g n parameter vec to r

Semiconductor dev i c e r a t i n g s e l e c t i o n

Determine semiconductor parameters

Ca l cu la t e constant DC load cur rent

2 . I n i t i a l i z e e l e c t r i c genera to r metamodel
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Determine machine parameters f o r Pgo,est us ing (2.62)

Determine e l e c t r i c a l f requency us ing po l e s and ωrm

Calcu la t e fsw ( us ing (7.3))

Find genera to r c i r c u i t parameters us ing Ns1 (2.68)

Estimate machine cu r r en t s us ing (7.9)

Impose machine cur rent dens i ty c o n s t r a i n t c1 (7.13)

Limit r o t o r t i p speed us ing c2 (7.14)

3 . Determine inductor dimensions us ing parameter vec to r

Ca l cu la t e aspect r a t i o and impose c o n s t r a i n t c3 (7.15)

Compute core and winding volume and mass us ing (6.31)-(6.47)

Find winding r e s i s t a n c e from (6.50)

4 . Determine DC and fundamental MMC current (4.5)-(4.6)

So lve the inductor MEC us ing (6.13)-(6.30), (6.51)

Impose c o n s t r a i n t c4(7.16)

Compute f l u x dens i ty and Linc (6.48)

Impose c o n s t r a i n t s c5 and c6 (7.17)-(7.18)

For EE−PMI: Solve MEC at no load , compute B ,Hmag

Impose c o n s t r a i n t c7, c8 and c9 (7.19)-(7.21)

Find core l o s s dens i ty us ing (6.52)-(6.59)

Use Table 7 .2 to t e s t c o n s t r a i n t s

5 . Generate l e v e l s h i f t e d t r i a n g l e waveforms

Ca l cu la t e MMC va,conv us ing (4 .7 ) − (4 . 9 )

Compute c a p a c i t o r vo l tage (4 . 10 ) − (4 . 13 ) , (4 .26) − (4 .29)

Determine duty c y c l e from (4 .30) − (4 .34)

Evaluate submodule sw i t ch ing s i g n a l s us ing SPWM

Find MMC arm and DC bus c a p a c i t o r cu r r en t s (4 .35) − (4 .41)

Compute c a p a c i t o r mass , ESR l o s s and ∆Tc (6.1)-(6.7)

Evaluate c o n s t r a i n t s c10 − c17 on MMC (7.23)-(7.33)

Use Table 7 . 2 to t e s t c o n s t r a i n t s
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6 . Ca l cu la te Pcd,up us ing Table 5 . 1 and (5 .1 ) − (5 . 4 )

Determine Psw,up us ing Table 5 . 2 and ( 5 . 5 ) , ( 5 . 1 1 )

Determine submodule thermal model Fig . 5.10

Impose c o n s t r a i n t c18 on heat s ink (7.34)

Ca l cu la t e Pfan and Mhd us ing (5.47)-(5.48)

Determine inductor r e s i s t i v e l o s s e s us ing (6.50)

Ca l cu la t e inductor core l o s s (6.59)

7 . Determine system mass us ing (7.37)

Compute t o t a l system l o s s us ing (7.39)

Find Pin and Pin,est us ing (7.35),(7.43)

Impose c o n s t r a i n t c19 (7.36)

Use Table 7 . 2 to t e s t c o n s t r a i n t s

8 . Evaluate power l o s s des ign metr ic us ing (7.44)

Compute f i t n e s s func t i on from (7.45)

Return

7.2 PMAC-MMC Design Studies

In this section, case studies to demonstrate the functionality of the proposed

design paradigm are presented. The notional system has a 5 kV DC bus with Pdc = 1

MW constant load. Two cases of design space involving EE-core and EE-PMI are

considered and set forth in Table 7.4 and 7.5, respectively. The third column in the

design space tables represents the gene encoding [58]. Parameters with “log” encoding

are varied logarithmically and “lin” encoding are varied linearly [58]. Gene N , Nwt

and Ndt are encoded logarithmically and rounded to an integer in the fitness function.

The parameter space for generator speed and specific torque density is found using

[29]. DC bus utilization factor αns1 is assumed to be between 0.5 and 1, where value

of αns1 limits the generator line-line peak voltage as compared to available DC bus

voltage as shown in (2.68). Minimum and maximum limits on estimated MMC loss,
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capacitance, inductor airgap and number of conductors are set after trial and error.

Minimum and maximum limits on submodule count are based on the semiconductor

voltage ratings. The minimum limit on Nscpf is found to limit minimum possible

switching harmonics and adequately control capacitor voltages in a arm for practical

operation operation of the MMC. The parameter domain for inductor dimensions

such as core length, core width and magnet dimensions are difficult to intuit and so a

large domain is used. Limits on wac are found using conductor data provided in [7].

Table 7.4.
Design Space for Case (a): EE-core Inductor

Parameter Description Enc. Min. Max.

1 ωrm Generator Speed (rpm) log 1000 8000

2 ρTM Specific Torque Density (Nm/kg) log 1 20

3 Pl,mmc,est Estimated MMC Loss (W) log 1 5 · 104

4 αns1 Generator DC bus Utilization Factor log 0.5 1

5 Csm Submodule Capacitance (F) log 10−4 5 · 103

6 N Number Of Submodules log 4 14

7 Nscpfc Switching Cycles In Fundamental Cycle lin 14 300

8 Cin DC Bus Capacitance (F) log 10−4 5 · 103

9 lc Length of Inductor Core (m) log 10−3 0.5

10 we Width of Inductor End Leg (m) log 10−3 0.2

11 ge Inductor End Leg Airgap (m) log 10−4 10−2

12 wac Wire Cross-sectional Area (m−2) log 10−9 10−3

13 Nwt Conductors Along Inductor Width log 1 102

14 Ndt Conductors Along Inductor Depth log 1 102

The fitness function presented in (7.45) will be maximized using Genetic Algorithm

System Engineering Tool (GOSET) [58]. GOSET inherently maximizes the objective

function and hence inverse of the metrics to be minimized is taken as vector-valued



133

Table 7.5.
Design Space for Case (b): EE-PMI

Parameter Description Enc. Min. Max.

1 ωrm Generator Speed (rpm) log 1000 8000

2 ρTM Specific Torque Density (Nm/kg) log 1 20

3 Pl,mmc,est Estimated MMC Loss (W) log 1 5 · 104

4 αns1 Generator DC bus Utilization Factor log 0.5 1

5 Csm Submodule Capacitance (F) log 10−4 5 · 103

6 N Number Of Submodules log 4 14

7 Nscpfc Switching Cycles In Fundamental Cycle lin 14 300

8 Cin DC Bus Capacitance (F) log 10−4 5 · 103

9 lc Length of Inductor Core (m) log 10−3 1

10 we Width of Inductor End Leg (m) log 10−3 0.5

11 ge Inductor End Leg Airgap (m) log 10−4 10−2

12 wac Wire Cross-sectional Area (m−2) log 10−9 10−3

13 wpm Width of Magnet Width (m) log 10−3 0.1

14 dpm Magnet Depth (m) log 10−3 0.1

15 Nwt Conductor No. Along Inductor Width log 1 102

16 Ndt Conductor No. Along Inductor Depth log 1 102

fitness, as shown in (7.45). For the optimization, population size of 2200 with 4500

number of generations is selected. For each case (EE-core and EE-PMI), the design

optimization is run multiple times to demonstrate convergence using objective func-

tion based on Pseudo-code presented in Table 7.3. Results from the optimization

runs are presented in the next subsection.
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7.2.1 Optimization Results

The optimization study results will now be set forth. First, comparison of system

optimization study results for Case (a) and (b) are shown in Fig. 7.1. From the

loss vs mass comparison in Fig 7.1, it can observed that the design results between

multiple studies match closely. It is also noted that both Case (a) and (b) reached

to similar designs which have system losses between 20-34 kW for designs with mass

between 200 and 2000 kg. A substantial gain in performance due to utilization of the

PMI is not observed in Fig 7.1.

To compare the system design parameters, study 3 from Case (a) (standard EE-

core inductor) and study 1 from Case (b) (EE-PMI) are considered. For these studies,

normalized parameter distribution for Case (a) and (b) are shown in Figs. 7.2 and

7.3 respectively. In the figures, the parameter distribution of each parameter is pre-

sented in the final generation for ranges normalized with respect to minimum and

maximum limits ( with respect to Tables 7.4 and 7.5). The horizontal coordinate of

each parameter in its window shows its rank from worst design in left to best design

in right with respect to system mass, and the vertical coordinate shows its position

with respect to minimum and maximum parameter limits.

Next, various system parameters are presented in Figs. 7.4- 7.11 and compared.

From Fig. 7.4-7.11 the variation in PMAC torque density, electrical frequency, MMC

arm inductance, switching frequency, submodule capacitance, number of submodules,

and DC bus capacitance respectively, with total system mass can be seen. It is

interesting to note that the value of arm inductance and submodule capacitance do not

vary monotonically with total mass. At low mass designs in EE-core case, a large value

of arm inductance in Fig. 7.8 is observed at 400 kg due to low number of submodules

(nearly 6) as seen in Fig. 7.9 and lower switching frequency (Fig. 7.7) which requires

higher inductance to impede the high switching harmonic current. Similarly, for PMI

designs, a jump in inductance is observed at 600 kg with a corresponding change in

number of submodules. For lower mass designs, the switching frequency rises close
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Fig. 7.1. System Loss vs Mass

Fig. 7.2. Case (a): Standard EE-core MMC Parameter Distribution

to the maximum limit, as seen in Fig. 7.7. The generator q− axis current is shown

in Fig. 7.11. The error in MMC loss estimation remained less than 0.002% in these

studies.

System losses for the Case (a) and (b) are shown in Fig. 7.12-7.13, where it can

be observed that system losses are comprised primarily of semiconductor losses. Fig.

7.14 and 7.15 presents individual component mass vs total system mass for Case (a)
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Fig. 7.3. Case (b): Standard EE-PMI MMC Parameter Distribution

and (b), respectively, and it can be seen that generator mass is the dominant part of

total mass. In Fig. 7.14, it is noticed that heat sink mass decreases with increasing

system mass. This is due to reduction in semiconductor losses, and hence requiring

less heat sink to dissipate the generated heat.

Fig. 7.4. Generator Specific Torque Density

As noted earlier, the EE-PMI does not significantly affect the system design met-

rics, and hence only design results for Case (a) with standard EE-core inductor will
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Fig. 7.5. Electrical Fundamental Frequency

Fig. 7.6. MMC Arm Inductance
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Fig. 7.7. Switching Frequency

Fig. 7.8. Submodule Capacitance
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Fig. 7.9. Number of submodules

Fig. 7.10. DC Bus Capacitance
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Fig. 7.11. Generator q−axis Current

Fig. 7.12. Case (a): System Component Loss
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Fig. 7.13. Case (b): System Component Loss

Fig. 7.14. Case (a): System Component Mass
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Fig. 7.15. Case (b): System Component Mass

be further discussed. Design parameters for Case (a) are shown in Table 7.6 for a

design at system mass of 604 kg.

To validate the high-speed simulation, waveform-level model simulation (presented

in Chapter 3) is carried out with parameters in Table 7.6. Comparison of waveforms

from detailed simulation model is compared with high-speed simulation and is shown

in Figs. 7.16-7.20. Generator, MMC upper arm and MMC lower arm currents shown

in Figs. 7.16-7.18, respectively, match very closely. Submodule capacitor voltage

variation is presented in Figs. 7.19-7.20 where it can be seen that the voltage ripple

computed by detailed simulation model is 19.6 V as compared to 19.92 V in high-speed

simulation.

Thus, the multi-objective optimization based design of a generator-rectifier sys-

tem is complete. Complete mathematical formulation is shown along with detailed

explanation of the formulated constraints and metrics used in the formulation.
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Table 7.6.
Case (a) Design Results at 604 kg

Parameter Value Parameter Value

PMAC Mass 466 kg PMAC ρTM 5.86 Nm/kg

PMAC Resistive Loss 4.61 kW PMAC Core Losses 5.27 kW

PMAC Jpk 7.72 A/mm2 PMAC Rs 0.0372 Ω

PMAC Lq & Ld 275 µH PMAC λm 0.491 Vs

Number of Poles 26 Machine Speed 3639 rpm

Electrical Frequency 788.45 Hz Machine Tip speed 165 m/s

EE-core we 26.2 mm EE-core ge & gc 5.5 mm

EE-core lc 55.5 mm EE-core ws 31.1 mm

EE-core ds 46.65 mm EE-core Nw 3

EE-core Nd 9 EE-core wac 48.44 mm2

EE-core Ri 4.62 mΩ EE-core Lsi 0.33 mH

Each Inductor Power Loss 65.6 W Each Inductor Mass 5.57 kg

Submodule Count 9 Switching Frequency 47.31 kHz

Csm 0.96 mF Cin 0.11 mF

MCsm 1.07 kg MCin 3.04 kg

Submodule Cap. ESR 2.26 mΩ DC Bus Cap ESR 4.22 mΩ

Submodule Cap. ∆Tc,sm 2.22 ◦C DC Bus Cap ESR ∆Tc,b 0.2 ◦C

Pcd,up 1.53 kW Psw,up 0.839 kW

Req. Heatsink Rth,S−a 0.25 K/W Each heat sink Mhd 156 g

Each heat sink Pfan 3.3 W Each submodule Msdp 0.65 kg

Sub. Cap. volt. ripple 19.92 V Sub. cap. rms current 36.99 A

Total MMC Mass 137.95 kg Total MMC Loss 14.93 kW
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Fig. 7.16. Generator Current

Fig. 7.17. MMC Upper Arm Current
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Fig. 7.18. MMC Lower Arm Current

Fig. 7.19. MMC Upper Arm Submodule Capacitor Voltage Ripple
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Fig. 7.20. MMC Lower Arm Submodule Capacitor Voltage Ripple
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8. CONCLUSIONS AND FUTURE WORK

In this work, a design paradigm for a Modular Multilevel Converter based generator

rectifier system is set forth. The proposed design methodology poses the design

problem as a multi-objective optimization problem which optimizes the metrics of

interest while satisfying the design constraints. A case study was conducted, and

the design results were presented, including the operating waveforms. These were

validated using a detailed waveform level simulation.

The major contributions of this work are: (a) the development of steady-state

MMC high-speed simulation for its use in optimization tool, (b) inclusion of a PMAC

generator in the design optimization using a metamodel based approach, (c) devel-

opment of air cooled heat sink metamodel and MMC submodule thermal model, (d)

consideration of different MMC arm inductor topologies, and finally, (e) develop-

ment of optimization based design paradigm for the PMAC-MMC system utilizing

the considered component models.

It is noted that the MMC, though contains multiple submodules at operates at

high switching frequency, does not exhibit large semiconductor switching power losses.

This is because of the fact that each submodule is not switched at every switching

cycle. That is why the observed heat sink mass for the 1 MW MMC are relatively

small. Consideration of semiconductor loss models and thermal model helped to

achieve this result.

Permanent magnet based inductor and a standard inductor were considered for the

MMC. Studies indicate that due to large fundamental component of current in MMC

arms as compared to the DC component, PMI do no offer a large advantage to the

system designs, and the trend in system mass vs loss is very close. During the design

optimization, it is observed that the generator contributes to the largest portion to

the system mass. Hence the multi-objective optimization engine has difficulties in
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reducing mass of the component which do not contribute significantly to the system

design, for example, arm inductor.

There are couple of areas for improvement in future for the development PMAC-

MMC design optimization. The first area of improvement would be the consideration

of multiple operating points for the system design. Though this seems trivial, due

to usage of generator metamodel, an appropriate selection method of generator will

be required. That is, appropriate generator power rating for given variation of load

needs to determined so that the generator is not under-utilized, remains in safe oper-

ating conditions and does not observe over-heating. This leads to the consideration

of generator thermal behaviour in the generator metamodel which will help in pre-

dicting generator performance under short-term overloaded conditions, if required.

On the MMC side, improvements in high-speed simulation are suggested by includ-

ing advanced modulation schemes, and consideration of generator current switching

harmonics.
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A. SEMICONDUCTOR DEVICE PARAMETERS

Vsw,r

[
250 600 1200

]
V

Isw,r

[
500 600 600

]
A

Eoff,r

[
0.0371 0.0565 0.1334

]
J

Eon,r

[
0.0371 0.0136 0.1357

]
J

Err,r

[
0.0750 0.0460 0.0925

]
J

Vsw,fw

[
0.7705 0.6000 0.8000

]
V

Rsw,fw

[
0.001174 0.001528 0.002700

]
Ω

Vsw,d

[
0.6911 0.5600 0.7300

]
V

Rsw,d

[
0.002598 0.001700 0.003200

]
Ω

αs

[
0.7216 0.2547 0.7363

]
βs

[
0.0022 0.0412 0.0089

]
ns

[
0.9098 0.5306 0.8128

]
αd

[
0.4224 0.4766 0.4857

]
βd

[
0.0493 0.0288 0.0467

]
nd

[
0.5355 0.5411 0.5730

]
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B. POLYPROPYLENE CAPACITOR MODEL

PARAMETERS

Table B.1.
Polypropylene Capacitor Model Parameters

Parameter Value Parameter Value Parameter Value

αcm 0.018 βcm 27.56 γcm 0.64

Vcm 1.79 αc,esr,1 3 · 10−9 γc,esr,1 0.26

γc,esr,1 9.69 αc,esr,2 7 · 10−8 βc,esr 0.0022

Vc,esr,1 584.28 Vc,esr,2 763.48 Vb,g 1200

αg,a 1.1948 αg,b 0.3619 αg,c 532.83

αg,d 3.9168 βg,a 0.4067 βg,b 183350

βg,c 0.7285 βg,d 1.0168 · 10−4 Tc,max 70 ◦C
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C. INDUCTOR MATERIAL PARAMETERS

Table C.1.
FINEMET FT3-M Core Material Parameters

Parameter Value

Density ρ 5704.5 kg/m3

Low Frequency Core Loss
ke,hf = 4.32× 10−4

αehf = 2.106, βehf = 2.185

High Frequency Core Loss
ke = 0, kh = 4.33× 10−4

α = 2.105, β = 2.183

µB Parameters

µr= 7.398×105

α = [1000 0.2316 0.2315 0.444 5.161×10−3 ]

β = [73.7 4.53 781.3 87.52 16.78]

γ = [50 2.71 0.946 0.9548 1.083 ]

Table C.2.
Permanent Magnet Parameters

Material Br (T) Hci (kA/m) ξm ρ (kg/m3)

NdFeB N35 1.19 -867 0.09 7500
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D. FEA VALIDATIONS OF INDUCTOR MEC

Using the parameters of FINEMET material, 2-D Finite Element Analysis (FEA)

of notional EE-PMI and standard EE-core are carried out using Ansys-Maxwell and

the MEC solution is compared. The parameters of notional EE-PMI and standard

EE-core inductors are shown in Tables. D.1 and D.2, respectively. Inductor material

parameters are taken from Appendix C. Results for inductor validations are shown in

Figs. D.2 and D.4 for EE-PMI and EE-core inductors, respectively. As can be seen,

the MEC solution matches closely with 2D-FEA solution.

Table D.1.
EE-PMI Design Parameters

Parameter Value Parameter Value

lc 1 m we 10 mm

ws 10 mm ds 20 mm

ge 1 mm gc 10−3 mm

ww 8 mm dw 30 mm

dpm 5 mm wpm 2 mm

wst 4 mm Ntiee 0 - 1500 A turns

Core FINEMET PM NdFeB N35
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Fig. D.1. EE-PMI Geometry
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Fig. D.2. EE-PMI FEA Validation
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Table D.2.
Standard EE-Core Design Parameters

Parameter Value Parameter Value

lc 1 m we 10 mm

ws 10 mm ds 20 mm

ge 1 mm gc 1 mm

ww 8 mm dw 30 mm

Core FINEMET Ntiee 0 - 1500 A turns
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Fig. D.3. EE-Core Geometry
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Fig. D.4. EE-Core FEA Validation
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