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ABSTRACT

Ma, Shiqing Ph.D., Purdue University, August 2019. Effective and Efficient Computation
System Provenance Tracking. Major Professor: Xiangyu Zhang.

Provenance collection and analysis is one of the most important techniques used in

analyzing computation system behaviors. For forensic analysis in enterprise environment,

existing provenance systems are limited. On one hand, they tend to log many redundant and

irrelevant events causing high runtime and space overhead as well as long investigation time.

On the other hand, they lack the application specific provenance data, leading to ineffective

investigation process. Moreover, emerging machine learning especially deep learning based

artificial intelligence systems are hard to interpret and vulnerable to adversarial attacks.

Using provenance information to analyze such systems and defend adversarial attacks is

potentially very promising but not well-studied yet.

In this dissertation, I try to address the aforementioned challenges. I present an effective

and efficient operating system level provenance data collector, ProTracer. It features the idea

of alternating between logging and tainting to perform on-the-fly log filtering and reduction

to achieve low runtime and storage overhead. Tainting is used to track the dependence

relationships between system call events, and logging is performed only when useful

dependencies are detected. I also develop MPI, an LLVM based analysis and instrumentation

framework which automatically transfers existing applications to be provenance-aware. It

requires the programmers to annotate the desired data structures used for partitioning, and

then instruments the program to actively emit application specific semantics to provenance

collectors which can be used for multiple perspective attack investigation. In the end, I

propose a new technique named NIC, a provenance collection and analysis technique for

deep learning systems. It analyzes deep learning system internal variables to generate system



xiii

invariants as provenance for such systems, which can be then used to as a general way to

detect adversarial attacks.
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1 INTRODUCTION

Computation system provenance collection and analysis is one of the most important

techniques in computer security. In enterprise environment, there is an increasing need

of more advanced forensics analysis techniques because of the rising of recent complex

cyber attacks, such as advanced persistent threats (APTs). The attackers usually targets

giant companies or governments. They intrude target networks and spread the malware

by leveraging advanced social engineering techniques, zero-day vulnerabilities or highly

customized malware, and the malware has very few activities for months or even years to

avoid being detected. Due to its long attack cycle, the damages it makes is usually huge.

Once detected, it is also very challenging to understand the root cause or the ramifications.

Provenance systems play an important role in such scenarios. These systems collect runtime

information of system activities and log them into log files. Once the attack is detected,

investigators perform backward analysis, which traces the dependencies between the logged

system events to find how the attack happens to understand the root cause of the attack; and

forward analysis, which locates the affected system objects (e.g. files, sockets) and system

subjects (e.g., processes) to understand the ramifications of the attack. Existing provenance

systems are not capable of handling these cases. The challenges mainly lie in two aspects:

the challenge of building an efficient and effective provenance system architecture to support

collecting, transferring and storing provenance data, and the challenge of transforming

existing applications to make them provenance-aware to enable application semantic rich

investigation.

Artificial intelligence (AI) systems, including deep learning systems, are vulnerable

to adversarial samples which are inputs carefully crafted by the adversary to fool AI

systems. With the success of AI systems in many areas such as image classification and

natural language processing (NLP), the security of AI system is becoming more and more

important. On one hand, such deep learning AI systems usually have a large number of
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internal neurons, which represent behaviors of the AI system. Potentially, there is a great

opportunity to leverage such information to analyze AI systems. On the other hand, there is

no existing method to understand or interpret the internal activation values. This calls for

new provenance collection and analysis techniques to help researchers and users understand

or interpret the internal neurons and thus defend the adversarial samples.

In my research, I worked on solving security and software engineering problems [1, 2,

3, 4, 5, 6, 7, 8, 9]. In this dissertation, I will present my work on effective and efficient

computation system provenance tracking techniques to help computer forensics tasks [10,

11, 12, 13, 14, 15, 16, 17] and AI system security [18, 19, 20, 21].

1.1 Dissertation Statement

This dissertation addresses important issues in system provenance research for traditional

enterprise system and AI system. For traditional enterprise system, it first proposes ProTracer,

a newly designed operating system provenance collector that features alternating between

logging and tainting to enable on-the-fly event reduction to achieve low run time and storage

overheads. Second, it proposes an automatic approach to transfer existing applications to be

provenance-aware so that they can actively expose application specific semantics to the low

level provenance systems to help better attack investigations. For AI system, it proposes a

neuron activation distribution analysis based method to detect adversarial samples.

The thesis of this dissertation is as follows: effective and efficient provenance analysis

can be achieved by fine-grained system internal analysis, i.e., semantics aware execution

partitioning and on-the-fly log reduction for traditional software and layer-wise neuron

activation analysis for deep learning system.

1.2 Contributions

The contributions of this dissertation are as follows:
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• We propose the novel idea of combining both logging and unit level tainting for

cost-effective provenance tracing. It collects system call events, performs on-the-fly

filtering to remove redundant and irrelevant events by leveraging a small size logging

buffer, and post-processes out-of-order events through a thread pool to achieve low

runtime and storage overheads. We re-designed the kernel tracing and transmission

facilities to help reduce the runtime overhead, and propose the idea of alternating

between logging and tainting to locate and filter out redundant and irrelevant events.

We built a prototype, ProTracer, based on the proposed idea, and the experimental

results show a great improvement over existing provenance systems, such as the Linux

Audit system.

• We propose and implement MPI based on the novel idea of partitioning execution

according to annotated internal program data structures to enable multi-perspective,

application semantics aware attack investigations. Given a small number of annota-

tions on program data structures, MPI automatically analyzes and instruments the

program to emit run time information to lower level operating system provenance

systems. Such information can be used for multi-perspective investigations. We also

develop an annotation miner that can be used to help programs identify internal data

structures to annotate.

• We analyze the attack channels used by adversarial samples in deep learning sys-

tems, and observe two popular attack channels: the internal neuron activation value

distribution channel and the provenance channel (i.e., the value distribution change

channel). Based on this analysis, we propose to analyze deep learning model internal

neuron behaviors of individual layers and their transitions to abstract the allowed and

benign model behaviors, and use such abstractions to detect adversarial samples. Our

approach has shown to be very effective in terms of detecting existing attack methods

and it also increases the attack bar for adaptive attacks.
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1.3 Dissertation Organization

This dissertation is organized as follows: Chapter 2 discusses the design, implementation

and evaluation of ProTracer, which is a new efficient and effective operating system level

provenance tracking system. Chapter 3 presents MPI, which is a LLVM based analysis

and instrumentation framework to automatically transfer normal programs into provenance-

aware with multiple possible perspectives to enable more powerful attack investigation. In

Chapter 4, we will discuss the adversarial sample problem in existing AI systems and our

proposed adversarial sample detection method.

1.4 Dissertation Overview

1.4.1 Provenance System in Enterprise Environment for Attack Forensics

Recent cyber attacks, especially APT attacks are becoming increasingly sophisticated and

targeted, leading to significant damages such as data leak (e.g., huge swaths of confidential

documents were stolen in the Sony Picture attack), financial loss (e.g., the Carbanak attack

causes over $1 billion loss) and even threatening human life (e.g., the Stuxnet attack targets

nuclear power equipment). OS level provenance tracking is a very important approach for

APT attack investigation. Starting from the symptom events (e.g., the creation of a malicious

process), investigators perform backward or forward tracking on the provenance data based

on dependency relations (e.g., a process reads/writes a file). Traditional techniques suffer

from two problems: low analysis accuracy, and significant run time and space overhead. My

techniques try to solve these two problems.

Effective and Efficient Provenance Collection System Design

Prior to my work, widely used provenance collection systems like the Linux Audit

framework have substantial run time and storage overhead. According to our profiling

results, the root cause is the large amount of redundant events which require excessive

computing resources to transfer, log and store. To address these problems, I proposed
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ProTracer, a lightweight provenance system that features online redundancy reduction. It

uses memory ring buffers as the data channel to speedup the data transfer process, and a

novel online log redundancy detection and reduction algorithm to reduce both the run time

overhead and space overhead via alternating between tainting system objects/subjects and

logging system events. It treats all incoming inputs to the system as taints, and propagates

them through dependency relations. Following the principle that persistent system events

(e.g., process creation) should be logged and temporary system events (e.g., duplicated file

reads) are used to propagate taints, we carefully designed a set of logging and tainting rules

to detect and reduce redundant events without affecting the completeness and correctness of

dependency analysis. The evaluation with different realistic system workloads and a number

of attack cases show that ProTracer only consumes 1.28% of the space used by state-of-the-

art provenance systems, 7 times smaller than a recent offline garbage collection technique

with less than 7% run time overhead for servers and less than 5% run time overhead for

regular applications. Moreover, the investigation process is also 7 times faster using reduced

log files.

Accurate Dependency Analysis

The low analysis accuracy problem in traditional techniques is mainly caused by the

dependence explosion problem: for long running processes, a subject (i.e., process) is

causally related to all the objects it has accessed so far, which introduces many false

dependencies. Prior to my work, the state-of-the-art work BEEP partitions these long

running executions to units based on individual iterations of event handling loops which

represent a common design pattern in these programs. An event handling loop accepts

external requests as inputs and then dispatches them to different functions for processing

in individual iteration. Each iteration constitutes a unit. With the partitioning, events

in different execution units are considered independent, which helps remove many false

dependencies. However, BEEP has many limitations. Firstly, execution units in BEEP

expose low level semantics, which are hard for investigators to understand. Secondly,
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BEEP generates excessive units (e.g., units for GUI events like key strokes or mouse

movements). Thirdly, to find dependency relations across units, it requires a heavyweight

training process. Moreover, it performs binary rewriting to instrument the partitioning

logic, which is not practical for complex programs like Firefox. To solve these problems, I

proposed MPI, a multiple perspective attack investigation technique with semantics aware

execution partitioning. Users first annotate the target program to define desired investigation

perspectives with the assistance of our annotation helper tool. These perspectives reflect

high level semantic partitioning of the target program, such as individual tabs or individual

web pages for Firefox. MPI then automatically analyzes and instruments the target program

to produce provenance aware applications that can proactively report its current context

(e.g., current tab ID in Firefox) to the OS provenance collection system, such that events in

different contexts are independent. Doing so, MPI provides accurate, multiple perspective

and semantics rich attack investigations with less instrumentation and run time overhead.

1.4.2 Provenance in Deep Learning Based Artificial Intelligence Systems for Adversarial

Sample Detection

DNNs are vulnerable to adversarial samples that are generated by perturbing correctly

classified inputs to cause DNN models to misbehave (e.g., misclassification). This can

lead to disastrous consequences in security sensitive applications. Existing defense and

detection techniques work well for specific attacks but do not generalize well on different

types of attacks. The execution of a DNN model is just like a program execution consisting

of a sequence of matrix computations and activation functions. In the traditional software

security domain, researchers proposed program invariants checking to limit the program

behaviors to benign ones. For example, control flow invariants are used to check control

flow integrity, and a violation indicates an attack. Inspired by this, I proposed DNN

invariants to detect adversarial samples. Similar to program invariants, DNN invariants

represent benign behaviors of a given model. Unlike traditional program invariants, which

are logical constraints, DNN invariants are probabilistic models. There are two types of
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DNN invariants, the value invariant and the provenance invariant. A value invariant is

activation value distributions of a specific layer for benign inputs, and a provenance invariant

is activation transition patterns of two consecutive layers for benign inputs. Together, value

and provenance invariants model the benign behaviors of a DNN model. A violation of any

invariant indicates an adversarial sample input. We empirically compared our technique,

NIC, with four other state-of-the-art detection methods (i.e., LID, MagNet, HGD, and

Feature Squeezing), and found that NIC is more general to different types of attacks with

over 96% detection accuracy on 11 different attacks and 13 different models.
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2 PROTRACER: TOWARDS PRACTICAL PROVENANCE TRACING BY

ALTERNATING BETWEEN LOGGING AND TAINTING

Provenance tracing is a very important approach to Advanced Persistent Threat (APT)

attack detection and investigation. Existing techniques either suffer from the dependence

explosion problem or have non-trivial space and run-time overhead, which hinder their

application in practice. We propose ProTracer, a lightweight provenance tracing system that

alternates between system event logging and unit level taint propagation. The technique is

built on an on-the-fly system event processing infrastructure that features a very lightweight

kernel module and a sophisticated user space daemon that performs concurrent and out-

of-order event processing. The evaluation with different realistic system workloads and

a number of attack cases show that ProTracer only produces 13MB log data per day, and

0.84GB(Server)/2.32GB(Client) in 3 months without losing any important information. The

space consumption is only < 1.28% of the state-of-the-art, 7 times smaller than an off-line

garbage collection technique. The run-time overhead averages <7% for servers and <5%

for regular applications. The generated attack causal graphs are a few times smaller than

those by existing techniques while they are equally informative.

2.1 Introduction

There is an increasing need of detecting and investigating APT attacks in an enterprise

environment. A very important approach to addressing this problem is provenance tracking.

According to previous works [22, 23], provenance captures multiple aspects of information

about an entity in a system: what the entity’s origin is; how the entity is derived; and when it

originated. In the context of APT defense, entities with trackable provenance information

are of various granularity, such as processes, network connections, files, and data items

within files. Correspondingly, the what-provenance of such an entity e is the set of external
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Figure 2.1.: Basic approaches to provenance tracing. (a) Actual executions in a top-down order; (b)

Approach I: audit logging; (c) Approach II: provenance propagation.

entities that have causally influenced e’s value or state (e.g., if one file’s content comes

from a number of network connections, then its what-provenance contains the IDs of the

corresponding sessions); whereas, the how-provenance of entity e consists of events and

their causal ordering – which can be organized as a causal graph – that demonstrates how

(and when) other entities influence e’s value or state.

Existing Approaches. Existing techniques fall into two categories: audit logging and

provenance propagation (or tainting). Audit logging [24, 10, 25, 26, 27, 28, 29, 30, 31]

records events during system execution and then causally connects events during attack

investigation. They treat processes as subjects; files, sockets, and other passive entities as

objects; and assume causality between subjects and objects involved in the same syscall event

(e.g., a process reading a file). In general, audit logging incurs much lower overhead than per-

instruction provenance propagation. Causal graphs can be constructed to denote both what-

and how-provenance. Provenance propagation, or tainting [32, 33, 34, 35, 36, 37, 38, 39]

works by first assigning IDs/tags to provenance sources (e.g., network sessions), and then

propagating the IDs through program dependencies captured during execution. Provenance

propagation usually entails set operations at the instruction level. Eventually, the set of

provenance IDs that reaches a sink (e.g., a socket for send) denotes the sink’s provenance.

Provenance propagation usually only captures the what-provenance.

Consider the example in Figure 2.1. Figure 2.1 (a) denotes a simple attack. The user

received a phishing email from attacker “Yellow Spring” and opened the URL in the email
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through Firefox. Upon visiting the website, a Trojan executable for task management was

saved on the local disk. Later, the malware is executed and sends some secret to a remote

host. Fig. 2.1 (b) shows the events captured by audit logging. Causality can be derived from

events. Depending on the precision demanded and the scope of the analysis, events can be

captured at different granularity (e.g., syscalls or memory accesses) and different scopes

(e.g., host or whole enterprise).

Fig. 2.1 (c) shows the provenance propagation approach. IDs ys and x denote the

different provenance sources. Observe that when pine spawns Firefox, the latter inherits

the provenance of the former. The malware taskman’s provenance is the union of the

provenance set of Firefox and the download URL x. At the end, we know the origins of

the stolen secret, but we do not know its history. Such propagation can be exhibited within

an application, across applications, and across hosts.

Both approaches have pros and cons, and neither meets the requirements for enterprise-

wide APT detection/forensics. Logging has the following limitations:

(1) Dependence explosion is a major limitation of most audit logging. For a long-running

process, an output event is assumed to be causally dependent on all preceding input events,

and an input event is assumed to have causal influence on all subsequent output events. Such

conservative assumptions create excessive false positive causal relations, making it difficult

to reveal the true causality. In our previous work, we proposed to divide an execution to

autonomous units [26] such that an output is only dependent on the preceding inputs within

the same unit.

(2) High storage overhead. According to [40], audit logging easily generates gigabytes

of log data per host every day. This is particularly problematic for APT defense, as APT

malware tends to lurk in the victim host for a long time.

(3) Non-trivial run-time overhead. Although logging has relatively lower run-time overhead

compared to provenance propagation because it does not require expensive per-instruction

set operations, many existing logging systems [26, 40] are built on the default Linux audit

logging infrastructure that can cause up to 40% slow-down to the whole system due to

its poor design (Section 2.5). This makes it undesirable in a production environment.
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Researchers have proposed advanced infrastructures [29, 30, 31] that can achieve much

lower overhead. However, to achieve the low overhead, these systems usually do not perform

any online event processing, but rather just record the events, leading to substantial space

consumption and dependence explosion.

The propagation-based approach features much lower space overhead compared to

logging as it does not generate log. It also has higher precision due to its fine-grained

instrumentation. However it has many limitations that hinder its application in the real

world:

(1) Substantial run-time overhead. Because propagation based techniques track individual

instructions’ execution and propagate (potentially) large provenance sets (Fig. 2.1 (c)),

they usually incur substantial run-time overhead. State-of-the-art implementations without

hardware support incur multiple factor of slow-down [33].

(2) Lack of implicit flow handling. Many propagation based techniques have difficulty

handling implicit flow, which is information flow through control dependencies [41] (usually

induced by program predicates).

(3) Complexity in implementation. Developers have to define provenance propagation logic

for each instruction, a task which is tedious and error-prone. This problem is exacerbated

when programs rely on third-party libraries; internal run-time engines (e.g., VMs); and

various languages and their run-times, which all require specific instrumentation/tracking

mechanisms.

In this paper, we develop ProTracer that leverages the advantages of both approaches

and overcomes their respective limitations. It collects system events and processes them on

the fly. The cost-effective online processing filters out events that are redundant or irrelevant

for provenance analysis, substantially reducing the space consumption and the size of the

generated causal graphs without affecting effectiveness.

System Goals. The goal of ProTracer is to provide efficient support for both the what-

provenance and the how-provenance queries on any system objects such as processes and

files. For example, given a corrupted file x, two what-provenance queries are: (1) “What

is the source/entry point of x?” and (2) “which other files in the enterprise were derived
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from (and corrupted by) x?” A sample how-provenance query is: “Construct a causal

graph showing the events/entities that led to the corruption of x and those that have been

further corrupted by x.” We aim to achieve completeness. In particular, the result of a

what-provenance query on x must include all the external entities that directly/transitively

affected x; the result of a how-provenance query must capture the set of internal and external

entities that affected x and their causal relations with x.

The technique works as follows. It first leverages a selective instrumentation technique

similar to BEEP [26] to partition an execution to units, by emitting special syscalls denoting

the unit boundaries. Intuitively, an unit is an iteration of the event handling loop that

processes an external request or a UI event. Different from [26], ProTracer does not simply

log all the syscalls and the unit related events. Instead, it alternates between logging and

provenance propagation. Logging is conducted when changes are made to the permanent

storage or the external environment such as writing a file and sending a packet. For

other events such as file reads and network receives, ProTracer performs coarse-grained

provenance propagation (tainting), which taints at the level of a unit and an system object

(e.g. file) instead of an instruction and a memory byte. For example, if a unit receives packets

from two network sessions x1 and x2, the unit is tainted with both sources. If later the same

unit writes to a file on disk, a log entry is emitted containing the two sources. Then if the

file is read by another unit, the unit is tainted with the two sources too. Note that avoiding

logging as much as possible reduces the space overhead, and performing unit level and

system object level taint propagation substantially reduces the run-time overhead compared

to instruction level tainting. Unit level tainting does not lose any precision compared to

a log-all-events strategy. Furthermore, ProTracer decouples its implementation from the

expensive Linux audit logging system. It builds from scratch a highly optimized system.

It has a lightweight kernel module that simply saves events to a ring buffer. The buffer

is shared with a user space daemon that retrieves these events and processes them using

a thread pool. ProTracer features out-of-order event processing, meaning that the event

processing order does not need to be identical to the event order, maximizing concurrency.

Our contributions are summarized as follows.
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• We propose the novel idea of combining both logging and unit level tainting to achieve

cost-effective provenance tracing.

• We develop an efficient run-time that features on-the-fly event processing. It not only

collects system events, but also filters out the redundant and irrelevant events on the

fly. It achieves low run-time overhead by out-of-order event processing through a

thread pool.

• We build a prototype and evaluate it on different systems with various users and

workloads for over 3 months, and on a number of real-world attacks that we reproduce.

Our results show that the space consumption of ProTracer is <1.28% of BEEP’s on

average, and about 7 times smaller than our previous offline log garbage collection

technique LogGC [40]. The log generated per day is roughly 13MB without losing

precision compared to BEEP. The run-time overhead averages <7% for servers and

<5% for user systems, which is 4-10 times lower than the default Linux Audit Logging

system, on which many techniques including BEEP were built, and comparable to

light-weight logging systems such as Hi-Fi [29, 30, 31] that simply record events

without processing them.

Like most existing audit logging systems [42, 26, 40], ProTracer trusts the kernel and any

user space daemon associated with the provenance tracing system. More discussion about

the assumptions, limitations and security analysis of ProTracer can be found in Section 2.6.

2.2 Motivation

Scenario: We will use a cyber attack scenario to motivate our technique. It is a phishing

attack, in which an employee received an phishing email with a malicious link via pine,

an email client. The email mentions that a free beta version of a costly program that the

employee has been hoping to own is released on the Internet. The employee was excited

and decided to try it out. He clicked the link; a new tab in Firefox was opened; he then

downloaded the file to the local machine. However, the file is actually a back-door malware.
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Figure 2.2.: The simplified causal graph of a phishing attack generated by BEEP. (Ovals: execution

units; Diamonds: network sessions; Rectangles: files. The nodes inside the dashed areas are those

pruned away by ProTracer.

Later when it is executed, a back-door process is started and sends some local file to a

remote IP address.

State-of-The-Art: In BEEP [26], we observed that many programs share a common prop-

erty: their execution is dominated by event handling loops. More importantly, individual

iterations of these loops tend to handle relatively independent tasks such as serving a client

request or handling a UI event. These observations were made by a study of more than

100 widely used open-source applications such as servers, browsers, and social networking

applications. It was then proposed to partition an execution to autonomous units, each

corresponding to an iteration of some event handling loop. In particular, program analy-

sis was developed in [26] to recognize the unit-inducing loops, leveraging the following

three observations: (1) such loops tend to be at the top level; (2) their loop bodies must

make some I/O syscalls; and (3) their loop bodies dominate the execution time. Binary

instrumentation is hence used to instrument the loop entry and exit points such that spe-

cial syscalls are generated to indicate unit boundaries. An output syscall is considered

only dependent on the preceding input syscalls in the same unit, whereas in other logging

techniques [42, 25, 27], it is dependent on all the preceding input syscalls in the whole

execution, leading to dependence explosion.

In some cases, a unit by itself may not fully cover the sub-execution that handles an

independent input. Instead, a few inter-dependent units together constitute a semantically in-

dependent sub-execution. In practice, there are memory dependencies across unit boundaries.

However, only some of them – called workflow dependencies – are helpful in connecting
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units that belong to the same sub-execution. Examples include the dependencies caused

by the enqueue and dequeue operations of a task queue. In [26], inter-unit dependencies

are identified via program analysis. A small number of memory operations that induce

inter-unit dependencies are instrumented to emit special syscalls that help constructing the

dependencies during off-line processing.

Fig. 2.2 shows the causal graph constructed by BEEP. The ovals on the left represent the

units of sendmail, which checks the IP address through the Domain Name System (DNS)

(a.a.a.a), and then interacts with the authentication server (b.b.b.b) and mail server (c.c.c.c) to

fetch all emails. An email is further processed by a separate thread, whose unit is the one on

the right of the dashed circle. The email is further filtered by procmail before it is opened

by pine. Inside pine, the user clicks the phishing link, which triggers Firefox. Firefox

uses multiple threads to process a request. The units in the dashed area correspond to units

of the main thread and the tab thread, which uses an IPC channel i.i.i.i to communicate

with a worker thread that downloads the backdoor file from d.d.d.d. The malware is later

executed through bash and sends a file f to e.e.e.e.

Limitations of the State-of-the-Art. Although the causal graphs generated by BEEP (e.g.

Fig. 2.2) are usually precise and concise, there are a few critical limitations that hinder the

application of BEEP in practice.

(1) Substantial space overhead. BEEP generates a few GB log per-day for a system with a

normal workload. This is because it logs all the provenance related syscalls including those

generated by instrumentation. In [40], an offline garbage collection (GC) technique LogGC

was proposed to prune redundant events from BEEP logs. However, it still requires storing

all the events before pruning them. During pruning, it traverses the large log file back and

forth in order to identify the redundant events. Due to the high cost of processing large files,

one cannot afford running the GC technique frequently.

(2) Non-trivial run-time overhead. Although BEEP’s instrumentation is lightweight, like

many other audit logging systems (e.g. [42]) it is unfortunately built on the Linux Audit

system that has non-trivial run-time overhead by itself. According to our experiment

(Section 2.5), the overhead can be as high as 43%.



16

Linux programs

Matching engine

System call 
processing

User Filter

Exit Filter

Task Filter

Exclude Filter

audit 
daemon

User-space

Kernel syscall

syscall return

netlink

Figure 2.3.: Linux Audit system architecture

A further inspection reveals that the Linux Audit logging system is unnecessarily heavy-

weight. Fig. 2.3 illustrates the architecture of the Linux Audit logging system. It consists

of two main parts: a kernel module for system call processing and a few audit applications

that process/store auditing events, managed by an dispatcher daemon audisp. The kernel

module receives syscalls from Linux programs. A syscall first goes through the user

filter that decides if the syscall will be further sent to the other kernel modules for further

processing. The user filter also forwards the syscall to the exclude filter to determine if the

syscall should be prevented from being sent to the audit apps. After the syscall is processed

(by other modules), the return state needs to go through the exit filter and then the exclude

filter to determine if the state is interesting for auditing. The control is only given back to

the Linux program after all these activities.

Note that most of the filtering work is done on the kernel side, which blocks the

application execution for a long time. Second, all types of syscalls have to go through

filters even if they are not interesting. It uses netlink to send data from the kernel to the

user-space daemon, which is slow. Finally, the audit applications write to the log file, which

also generates a lot of events that need to go through the costly procedure.

In Hi-Fi [29], researchers have developed a more advanced logging infrastructure with

a substantially lower run-time overhead (3% in a representative workload). They leverage
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the Linux Security Modules (LSM) that allow adding light-weight hooks before accesses to

kernel objects such as inodes, and use a high performance buffer to deliver kernel object

access events to a user space logging application. Despite its low overhead, Hi-Fi does not

perform event processing on the fly hence it records all events. Furthermore, kernel object

access events are at a level lower than syscalls. As a result, some commonly used syscalls

such as file read may lead to many kernel object accesses, which induce additional overhead.

Finally, LSM hooks may have difficulty handling customized syscalls introduced by BEEP

as those syscalls do not lead to any kernel object accesses. As such, the capability of solving

dependence explosion cannot be easily ported to Hi-Fi.

The Basic Idea of ProTracer. We improve the practicality of provenance tracing by the

following two aspects.

In the first aspect, We develop a lightweight kernel module. We will leverage a kernel

facility called Tracepoints [43]. A tracepoint can be placed in both user and kernel code to

provide a hook to call a kernel function (probe). In ProTracer, we will insert tracepoints to

kernel functions that process provenance related syscalls (e.g., sys_clone). The tracepoint

driver is extremely lightweight and simply stores the events to a ring buffer, which will be

processed by the user space daemon through a pool of threads. More details can be found in

Section 2.3.

In the second aspect, we avoid logging as much as possible by alternating between tainting

and logging. We only log when files are written to the disk or packets are sent through

sockets for either IPC or real network communication. For other syscalls that only lead to

intra-process information flow such as file reads and network receives, we perform unit level

taint propagation. Tainting has the following benefits:

(1) Avoid logging redundant events. Consider the dashed area for Firefox in the middle

of Fig. 2.2. At the entry point to the area on the left, ProTracer will introduce a new taint

to represent the provenance of the hyper link, which is essentially the sub-graph to the

left of the area. The taint is further propagated through the nodes inside the dashed area.

Note that since no external accesses are performed inside the area, the taint remains the

same until it gets out the area. As such, we avoids logging events in that duration without
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losing any provenance information. The same applies to the dashed box for sendmail.

Similarly, consider an FTP server. Each unit of the server corresponds to processing a client

request. Assume the client request is to upload a large file, which entails many network

receive syscalls. In a pure logging system such as [26], all the syscalls need to be logged. In

ProTracer, logging these events is avoided by taint propagation. In fact, all these syscalls

have the same taint and do not add to the taint set.

(2) Avoid logging dead events. Tainting also allows ProTracer to handle the large number of

syscalls that do not have any permanent effects on the system. We call them the dead events.

For example, syscalls related to temporary files represent a large portion of a raw audit

log [40]. However, since these files are just used internally and never accessed by others,

their taint propagation usually does not reach any other file writes or network sends and

hence does not trigger any logging. Lets consider the FTP server example again. Assume

during the processing of the file upload request, the connection is lost. The FTP server will

eventually timeout and exit the execution unit without writing any data. In this case, the

taint source representing the data session with the client IP is not propagated to any updates

on the storage. Thus nothing needs to be logged.

Note that the aforementioned two kinds of reductions are different from the reduction

in LogGC [40], which is an offline log garbage collection technique. LogGC is based on

reachability so that all the events in the dashed area of Fig. 2.2 cannot be pruned as they are

reachable from the backdoor process. Furthermore, it requires first acquiring the entire log

file and then traversing the large file back and forth to identify unreachable items, incurring

high cost.

(3) Allow concurrent event processing. Introducing a new taint to represent a provenance

set allows out-of-order event processing. For example, by introducing a new taint when

the dashed region of Firefox in Fig. 2.2 is entered, the processing of the Firefox events

does not have to wait for the processing of the events in the sub-graph on the left of the

shaded area. This maximizes the utilization of the thread pool. More details can be found in

Section 2.4.
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Figure 2.4.: ProTracer architecture overview (Dashed lines: control flow; Solid lines: data flow;

Numbers: the order of the events.

2.3 System Architecture

The architecture of ProTracer is shown in Fig. 2.4. The system consists of two main

parts: a kernel module and a user space daemon process. The kernel module is responsible

for collecting syscall events and writing them to the ring buffer. The user space process

fetches and handles these events, including deciding to log the events or perform taint

propagation.

When a Linux application makes a syscall, the execution is trapped to the kernel space

and the application is blocked until the kernel finishes processing the syscall. It is hence

critical to ensure the kernel module is lightweight. ProTracer makes use of an existing

lightweight Linux kernel trace facility, Tracepoints [43]. In particular, we identify the set of
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kernel functions that handle syscalls that can induce causality with system objects or other

processes. They mainly fall into the following categories.

• All syscalls that operate on file descriptors (representing regular files, network sockets,

device files, pipes and so on), including creation, read, write, and close.

• Special syscalls that help trace taints on certain types of objects. For example, sys_bind

for sockets.

• IPC syscalls operating on pipes, semaphores, message queues, shared memory, and

UNIX domain sockets.

• Process manipulation syscalls including process creation, termination, and privilege

changes (escalation or degradation).

• Syscalls generated by program instrumentation to denote unit boundaries and inter-unit

workflow.

The syscalls that are not monitored are mainly for time management (e.g. timer_create),

fetching information from file system or kernel (e.g. getpid), and those not implemented

(e.g. getpmsg). To our knowledge, the set is complete for provenance tracing with certain

assumptions. Detailed discussion can be found in Section 2.6. Tracepoints are inserted at

the entry and exit points of the kernel functions. They are lightweight hooks that can hand

over the execution to our kernel module so that the syscall and its context can be copied to

the ring buffer. The trace points at the entries are to collect the parameters while those at

the exits are to collect the syscall results. We separate the two to allow better concurrency

in event processing. Our kernel module is also responsible for managing the ring buffer to

avoid any event loss.

ProTracer uses a user space daemon process to process the syscall events. To increase

throughput, the daemon process uses a pool of worker threads, which is different from most

existing works. All events are time-stamped so that we do not need to worry about the event

order in the buffer and in the log file. A general worker thread assignment policy is that

syscalls from the same application cannot be processed by more than one worker thread. In
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other words, event processing is in order for the same application. But it may be out-of-order

for events from different applications. For each event, the daemon process needs to decide to

log it or to perform taint propagation. More details are discussed in Section 2.4. All threads

share a log buffer that stores the log records. The log records are written to disk only when

the buffer is nearly full or the system is in a relatively idle state so that we can reduce the

number of disk I/O operations.

To achieve good performance, ProTracer uses a ring buffer to share data between the

kernel module and the user space daemon. The ring buffer is similar to the high performance

buffer in Hi-Fi [29], which is also memory-mapped to the user space so that it can be

accessed without any copy operations. However, we choose to use tracepoints for syscall

interception instead of LSM hooks, to support customized syscalls and to trace at the syscall

level instead of the lower kernel object access level.

Figure 2.5.: An abstract diagram to illustrate the logging and tainting run-time. The numbers

represent the order of the events. The logging/tainting behavior is highlighted in red on edges.UT (u)

and MT (a) are simplified representations of the taint set of a unit u and address a, respectively. P

denotes the current process and id0 an ID denoting a network session.

2.4 Tainting and Logging in the User Space Daemon

In this section, we explain the user space daemon that alternates between tainting and

logging. The basic scheme is intuitively illustrated by Fig. 2.5. When receiving a syscall

event, the daemon checks if it is a syscall that makes permanent changes to the external state

(e.g., a file write or a socket send). If so, it logs the current taint set of the event to disk,

which denotes the provenance of the associated object (e.g., the logging action in red on



22

O
T
∈
O
bj
ec
tT

a
in
tS

to
re

::
=

(I
P
C
|
F
il
e)
→

T
a
in
t

U
T
∈
U
n
it
T
a
in
tS

to
re

::
=

P
ro
ce
ss
→
P
(T

a
in
t)

M
T
∈
M

em
T
a
in
tS

to
re

::
=

A
d
d
re
ss
→
P
(T

a
in
t)

t
∈
T
a
in
t

::
=

(I
P
C
|
F
il
e
|
I
D
)
×

T
im

eS
ta
m
p

T
S
rc
∈
T
a
in
tS

ou
rc
e

::
=

I
D
→

(S
es
si
on
|
E
m
a
il
)

L
B
∈
L
og
B
u
f
f
er

::
=

(W
R

IT
E
×
(F

il
e
|
S
es
si
on
|
I
P
C
)
×
P
(T

a
in
t)
×
T
im

eS
ta
m
p
|

D
E

L
×
F
il
e
×
P
(T

a
in
t)
×
T
im

eS
ta
m
p
|

FO
R

K
×
P
ro
ce
ss
×
P
(T

a
in
t)
×

T
im

eS
ta
m
p
)

e
∈
E
v
en

t
::
=

F
il
eO

p
en

(P
ro
ce
ss
,F

il
e)
|
F
il
eR

ea
d
(P

ro
ce
ss
,F

il
e)
|
F
il
eW

ri
te
(P

ro
ce
ss
,F

il
e)
|

F
il
eD

el
(P

ro
ce
ss
,F

il
e)
|

I
P
C
R
ea
d
(P

ro
ce
ss
,I
P
C
)
|
I
P
C
W

ri
te
(P

ro
ce
ss
,I
P
C
)
|

S
es
si
on

C
re
a
te
(P

ro
ce
ss
,S

es
si
on

)
|
S
es
si
on

R
ea
d
(P

ro
ce
ss
,S

es
si
on

)
|

S
es
si
on

W
ri
te
(P

ro
ce
ss
,S

es
si
on

)
|

F
or
k
(P

ro
ce
ss
,P

ro
ce
ss
)
|

M
em

W
ri
te
(P

ro
ce
ss
,A

d
d
re
ss
)
|
M

em
R
ea
d
(P

ro
ce
ss
,A

d
d
re
ss
)
|

U
n
it
E
n
te
r(
P
ro
ce
ss
)
|
U
n
it
E
x
it
(P

ro
ce
ss
)
|

E
m
a
il
R
ec
v
(P

ro
ce
ss
,E

m
a
il
)

f
∈
F
il
e

c
∈
I
P
C

a
∈
A
d
d
re
ss

p
∈
P
ro
ce
ss

x
∈
S
es
si
on

m
∈
E
m
a
il

ts
∈
T
im

eS
ta
m
p

Fi
gu

re
2.

6.
:D

efi
ni

tio
ns

fo
rL

og
gi

ng
an

d
Ta

in
tin

g.



23

edge 1). When a new unit starts (i.e., the event handling loop starts to process a new and

independent request), the taint set associated with the unit is reset to only containing the

process itself (e.g., UT [u2] = {P} to the left of u2), meaning the provenance of the unit

only contains the current process.

Upon an input event, a new taint is created to denote the current provenance set of the

input object (e.g., the new taint F1 on edge 2 denoting the current provenance set of F1

and ID id1 on edge 3 denoting the network session). The taint is then added to the taint

set of the unit, denoting that now the unit is causally related to the corresponding input

source. Input syscalls only trigger taint propagation instead of logging. Upon a memory

write representing workflow, the current unit taint set is propagated to the memory (e.g., the

highlighted behavior on edge 8). Later, when another unit loads from the same memory

location, the memory taint set is propagated to the unit (e.g., the behavior on edge 9).

Eventually, when unit u3 writes to F3, the provenance of F3 is the current unit taint set. Note

that F3’s provenance set contains F1, implying a causal edge between this event and the

previously logged event about F1. In our implementation, we associate timestamps with

taints and events to facilitate recovery of such causality. It is worth noting that although

there are 10 syscall events, only two entries are logged, which are sufficient to disclose

both the what- and how-provenance of F1 and F3. In particular, the how-provenance is

represented by the causal graph.

Next, we discuss the details of our design using an abstraction of the system.

2.4.1 Definitions

The definitions related to our discussion are presented in Fig. 2.6. To support tainting,

three data structures are introduced to store taints for objects, units, and memory, respectively.

In particular, we use an ObjectTaintStore structure to associate a singleton taint to an object

of two possible kinds: Inter-Process Communication objects (IPCs) that are essentially a

special kind of sockets, and memory-mapped files. We use a UnitTaintStore structure to

associate a process with a set of taints, denoting the taints of the current execution unit,
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which is usually an iteration of the event handling loop. MemTaintStore associates a set of

taints with a memory address, which is to support intra-process taint propagation. ProTracer

selectively instruments a very small number of critical memory reads and writes that denote

the inter-unit workflow (i.e., high level data flow [26]) of the application, e.g. the reads and

writes of a task queue that is used to pass user requests across execution units. A taint can

be a time-stamped IPC, file, or an ID that represents a taint source, which can be either a

network session or an email received. In other words, we use IDs to denote external sources.

The mapping is maintained by a TaintSource structure. In contrast, for objects internal to

the system we may use a taint consisting of the object and a timestamp ts to denote the

provenance of that object at ts, which may represent a set of IDs (e.g., in event 2 in Fig. 2.5

F1 denotes the current provenance of file F1, which contains P and id0).

As mentioned in Section 2.1, we cannot capture all important provenance by taint

propagation alone, which does not record the history of an object or a process. As such, in

addition to taint propagation, we also log important events. More specifically, we log all the

permanent changes to the system, such as file writes, file deletes, outgoing network traffic,

and process creation, together with their taints. LogBuffer is a memory buffer to store these

changes. We use a memory buffer to avoid frequent disk accesses. More importantly, the

memory buffer allows us to easily avoid logging events related to temporary files, which are

often in a large number. More discussion can be found later.

As mentioned in Section 2.3, ProTracer intercepts all syscalls related to provenance,

including those related to units. We abstract these syscalls to a few representatives as shown

in Fig. 2.6. In particular, they denote file, IPC, network session, process spawn, memory

reads/writes denoting inter-unit workflow, unit enter/exit, and taint source related operations.

The run-time behavior corresponding to these events will be discussed next. Note that

although our implementation intercepts both the entry and the exit of a kernel function

that handles a syscall, our abstraction combines the two events into one abstract event for

discussion simplicity.
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2.4.2 Run-time Operation Rules

Table 2.1 describes the taint propagation and logging operations conducted by the threads

in the user space daemon. A worker thread (in the daemon) receives an event from the ring

buffer and processes it based on the rules in the table.

File Operations. Rules 1-4 are for file related event processing. For a file open event with

process p opening a file f , ProTracer creates a new taint that consists of the file object and

the current timestamp. The taint denotes the provenance set of the file at this moment, which

may include multiple external sources. The principle is that ProTracer uses a singleton taint

to represent a provenance set for a system object that can propagate information across

processes, including file and IPC. This is a critical design decision which will be further

explained. The taint is then associated with f through the ObjectTaintStore OT . Upon a file

read, the taint set of the current execution unit of p is enhanced with the taint of f , meaning

the current execution of p is also affected by the provenance of f . Upon a file write, a log

entry is inserted to the log buffer denoting the write operation and the associated taint set,

which is the union of the current unit taint set and the file taint (Rule 3). Intuitively, after

the write, the file inherits the taints of all the preceding input syscalls in the same unit. The

design choice of using a singleton taint to denote the provenance (taint) set of an object

on external storage has a few critical advantages over the design of directly propagating

provenance sets.

• An object may be transitively dependent on a large set of taint sources. It is expensive

to propagate taint sets, which entails allocating space and performing set unions.

Hence, ProTracer uses a singleton taint consisting of the object and a timestamp to

denote the current taint set of the object and propagates the taint.

• The design allows out-of-order processing of events in the ring buffer. As mentioned

earlier, the kernel inserts events with timestamps to the ring buffer and the user space

daemon retrieves and handles these events from the same buffer. Events from different

processes may be dispatched to different threads that execute concurrently. As such,

event processing across processes may be out-of-order. For example, assume two
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applications A and B. A writes to a file f and closes it before B reads it. The file

read event (in B) may be processed before the file write (in A) is processed. If we

directly propagate the taint set of f from A to B, we have to wait for the file write

to be processed before processing the file read, substantially limiting concurrency.

With the current design, the file read will use a fresh taint, without waiting for the

computation of the set. The timestamps of the taint set (recorded to the log buffer at

the write event) and the fresh taint (introduced at the file read) would allow ProTracer

to infer the proper mapping between the set and the new taint during the offline causal

analysis.

• The design allows us to record not only the what provenance, but also the how

provenance. Traditional techniques based on standard tainting [24] can only record

the set of taint sources associated with an object, missing the history about how the

object was created and updated. With the current design, each time an object is

updated (i.e. written to the permanent storage), a log entry representing the set of

taints of the object is recorded.

Upon deleting a file (Rule 4), ProTracer not only resets the taint of f , but also removes

all the log entries in the buffer related to f if the process p is the exclusive owner of f ,

meaning f is a temporary file that does not escape the lifespan of its owner. We say the p is

the owner of f if p creates f and f is never read by another process. If p is not the owner,

the log entries related to f cannot be removed as the history of f may still be of interest.

For example, an APT attack may remove a malicious library generated in an earlier phase of

the attack (by another process) to cover its trail. The history of the malicious library is still

valuable although it is deleted. In addition, the deletion event itself needs to be logged as it

is part of the malicious behavior. The log buffer is flushed to the disk when it is close to

full. It often takes a long time for the log buffer to reach its capacity so that most temporary

file deletes happen before the buffer is flushed, allowing the pruning of dead log events

(Section 2.2) such as temporary file reads and writes.

IPC Operations. Processes may use IPC (e.g. pipes) to communicate with each other.

Upon an IPC write (Rule 6), a log entry is added to denote the write and the provenance of



28

the write, which is essentially the current unit taint set. Following the design policy of using

singleton taints to allow out-of-order processing, upon an IPC read a new taint consisting

of the IPC object and the current timestamp is created and added to the unit taint set of the

receiver process (Rule 5).

Network Operations and Process Spawn. Network operations are handled similar to file

operations. We consider a network session as a unique taint source. As such, each time

a session is created, a new taint ID is created and associated with the session. When a

process p receives packets from a session, the taint of the session is added to the unit taint

set of p (Rule 8). When p sends a packet through a session, the provenance of the network

send is denoted by the unit taint set of p. A log entry containing the taint set is recorded.

Such entries allow ProTracer to construct causality across hosts. When a process p1 spawns

another process p2 (Rule 10), the provenance of the child is the unit taint set of its parent. A

log entry is added to record the fork and the corresponding taint set.

Execution Unit Related Operations. These events are generated by selective program

instrumentation [26]. Application executables are instrumented in a very small number of

places to emit special syscalls to indicate the beginning and the end of an execution unit,

and memory operations that denote the high level workflow between units. ProTracer needs

to propagate taints through the memory object involved. Upon a write to a memory object,

the unit taint set is propagated to the object (Rule 11). Later, when the same memory object

is read in another unit, its taint set is inserted to the taint set of the new unit (Rule 12). As

mentioned in Section 2.2, execution units are considered autonomous and their correlations

are only through the workflow related memory objects explicitly monitored by ProTracer.

Therefore, when the execution leaves a unit and enters a new unit, the unit taint set is reset

to only containing the process itself (Rule 13).

Taint Source Operations. Upon events such as receiving an email, a new ID representing

the source is created and inserted to the unit taint set (Rule 14). Note that these events

may be at a higher level than syscalls. In our implementation, the corresponding protocol

libraries are instrumented to generate these high level events.
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UnitEnter ();

MemWrite(q.tail( ))

UnitEnter( );

MemRead(q.head( ));

UnitEnter( );

MemWrite(buf);

MemRead(buf);

Program TimeStamp Event Rule OT[]/MT[] UT[] LB

1 UnitEnter(b) 13 UT[b]={OT[b]}={<b,->}

2 MemWrite(b,q[0]) 11 MT[q[0]]=UT[b]={<b,->}

3 UnitEnter(b) 13 UT[b]={OT[b]}={<b,->}

4 MemRead(b,q[0]) 12 UT[b]=UT[b] U MT[q[0]]={<b,->}

5 SessionCreate(b,x) 7 OT[x]=<t1,5>

6 SessionRead(b,x) 8 UT[b]=UT[b] U {OT[x]}={<b,->, <t1,5>}

7 FileWrite(b,f) 3 LB=<W,f,{<b,->,<t1,5>},7>

8 IPCWrite(b,c) 6

LB=<W,f,{<b,->,<t1,5>},7>; 

       <W,c,{<b,->,<t1,5>},8>

9 FileDel(b,f) 4 OT[f]=nil LB= <W,c,{<b,->,<t1,5>},8>

10 UnitEnter(r) 13 UT[r]={OT[r]}={<r,->}

11 IPCRead(r,c) 7 OT[c]=<c,11> UT[r]=UT[r] U OT[c] ={<c,11>,<r,->}

12 MemWrite(r,buf) 11 MT[buf]=UT[r]={<c,11>,<r,->}

13 UnitEnter(r) 13 UT[r]={<r,->}

14 MemRead(r,buf) 12 UT[r]=UT[r] U MT[buf]={<c,11>,<r,->}

15 FileWrite(r,o) 3

LB=<W,c,{<b,->,<t2,5>},8>;

       <W,o,{<c,11>,<r,->},15>

Browser

Reader

Figure 2.7.: Example for the logging and tainting run-time. The shaded statements correspond to

syscalls. The statements in red are those instrumented by ProTracer to generate special events.

Example. Consider the example in Fig. 2.7. We have two programs running in the system:

a browser and a PDF reader. Parts of the code snippets of the two applications are shown.

Although the code snippets simulate the workflow in a real-world browser and a real-

world PDF reader, they are substantially simplified and abstracted to be consistent with our

definitions in Fig. 2.6. Specifically, the browser has two threads: the UI thread that handles

UI events and the worker thread that performs background operations such as downloading

a file. The event handling loop dominates the execution of the UI thread. The beginning of

the loop is instrumented by a function UnitEnter() that will produce an event denoting

the start of a unit. In lines 8-11, if the UI event is the click of a hyper link, the URL is

added to the work queue. Since the queue operations denote the workflow across units, the

enqueue operation is instrumented to generate a memory write event (line 9). The worker
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thread execution is dominated by the loop in lines 22-36, which acquires a request from the

work queue and processes it. Lines 23-24 denote the unit instrumentation and the memory

read instrumentation. If the request is to access a URL, a temporary file “tmp” is created to

store the downloaded content. A session is created and used to download the resource (lines

28-29). The downloaded content is written to the file (line 30). An IPC object is created to

communicate with the PDF reader to display the PDF file (lines 32-33). The temporary file

is deleted at the end (line 34).

The PDF reader is also event driven. If it receives an IPC request to render a PDF file,

it acquires the file through IPC and saves it to buf (lines 56-57) before rendering it. If it

receives a UI request to save the PDF file, it creates a file and writes buf to the file (lines

62-64). ProTracer detects that buf carries workflow across units (i.e. the loop iterations

corresponding to the IPC and the save-as-a-file operations), the read and write of buf are

instrumented (lines 58 and 63).

Fig. 2.7 (c) shows a sample execution of the system, in which the user clicks a hyper

link denoting a remote PDF file, the file is then downloaded and rendered by the reader, and

finally the user further saves the file. The table shows the events generated by ProTracer

and how the run-time processes these events. The second column shows the timestamps;

the third column shows the events with process b and r denoting the browser and the reader,

respectively. The fourth column shows the rules applied and the last three columns show the

state of the various data structures.

Observe that in the first unit corresponding to the click of the hyper link, the UnitEnter

event causes the unit taint of b to be reset to {⟨b,−⟩}. Upon the MemWrite at 2, the taint of

the queue is updated to contain the taint of the current unit. The execution then proceeds to

the unit from the worker thread that downloads the file. At 3, the unit taint set is reset. At 4,

the taint set of the queue is unioned with the unit taint set. At 5, since a network session

is considered an external source, an ID t1 is generated to denote the source. The taint of

the session is inserted to the unit taint set at 6 due to the SessionRead event. At 7, the

downloaded content is saved to the temporary file f , and thus a log entry is inserted to the

log buffer LB to denote the write and the provenance. The file is further passed to the reader
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through an IPC c. The IPCWrite event leads to another log entry at 8. At 9, the deletion of

f leads to the removal of the first log entry as f is a temporary file.

Timestamps 10-15 correspond to the execution of the reader, which consists of two units.

The first one renders the file and the second one saves the file. At 11, a new taint is created

to denote the provenance set of the IPC object c at timestamp 11, which essentially denotes

the set {⟨b,−⟩, ⟨t1, 5⟩}. The taint is inserted to the unit taint set of r. The unit taint set

is propagated to buf at 13. In the second unit (timestamps 13-15), the taint set of buf is

retrieved and inserted to the unit taint set. When the file is written, another log entry is added

to denote the write.

There are three important things that we need to point out. (1) Although there are 15

events, ProTracer only needs to log two of them, which are the two in LB at the end. In other

words, on-the-fly taint propagation avoids storing a lot of events. (2) ProTracer introduced a

new taint ⟨c, 11⟩ to denote the provenance set of c at 11 such that the processing of the reader

events and the processing of the browser events can be performed concurrently by different

threads. And from the timestamp 11 and the log, we know that ⟨c, 11⟩ must represent the

taint set in the first log entry. (3) The log entries reflect the history of the file, whereas

existing techniques only track the sources of the file.

2.4.3 Handling Global File Accesses

A long running execution can often be divided to three parts. The first one is the

start phase, which is responsible for loading configurations, allocating resources like file

descriptors for application log files. The second one is the event handling loop, which

handles a large number of external requests. The third one is the closing phase, where all

resources are deallocated before the process terminates. In the previous sections, we mainly

focus on the event handling loops, which dominate and generate units. However, handling

the other two phases, especially file operations in those phases, is equally important. Files

opened in the start phase are often used throughout the whole execution. For example, the

Apache httpd server opens its application log files (e.g. access log and error log) in the
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start phase. The access log will be written within any unit that handles an external request.

This log file is a shared object across most of the units, which would cause unnecessary

dependence between units. To address this problem, we apply a special policy to objects

opened in the start phase. In particular, these objects are stated as global in the log. During

execution, they are not considered as shared objects and operations on these files are not

logged.

Unlike log files, which are opened in the start phase and not closed until the end phase,

some objects used in the start phase have a very short life time. They are usually opened,

read and then closed. Typical examples include configuration files and libraries used by

an application. Our policy is to log these events, because the data read from these files

can be possibly utilized for a malicious purpose. An example is that a malicious library

downloaded from a remote site is loaded by a normal application in the start phase.

Discussion: Completeness of ProTracer. As introduced in Section 2.1, we aim to capture

all the external and internal entities that affect a system object and their casual relations.

With the assumption that all the provenance related syscalls are intercepted by ProTracer,

we want to show that the alternation between tainting and logging and the pruning of events

(e.g., through file deletions) do not affect completeness. According to the rules in Table 2.1,

within a unit, all input events are captured and propagated to the taint set of the unit. With

the assumption that all the inter-unit workflows through memory accesses are captured1, the

taint set is properly propagated across units. Upon an outgoing syscall, the set is logged.

During offline analysis, causal edges are introduced by connecting a log entry containing

a taint (of an input file), such as taint F1 on edge 2 in Fig. 2.5, and a preceding log entry

containing the provenance set corresponding to the taint (e.g., the log entry generated by

the action on edge 1 in Fig. 2.5). This ensures not only that the set of external sources is

complete, but also the history of the object is captured (by the causal graph). The way that

ProTracer prunes log entries related to temporary files is safe because only the log entries

related to a file owned by the process are removed. When the file is owned, its information

cannot reach other processes. In the case that a temporary file is copied to another permanent

1We will discuss situations where our assumptions may not hold in Section 2.6.
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file, its provenance is completely inherited by the permanent file so that the temporary file

log entries are no longer useful. ProTracer also precludes syscalls caused by application

logging as they introduce bogus causality across units. Note that application log usually

records a subset of what ProTracer is already recording and is hence redundant.

2.5 Evaluation

In this section, we will show the evaluation results of ProTracer. The experiments were

conducted on five identical machines with four cores and 4GB RAM. Most of the binaries

in our experiment machines have been instrumented by BEEP [26].

2.5.1 Effectiveness

Daily Usage: In the first experiment, we emulated the daily (24 hours including break time)

usage of five computer users, and collected logs. To compare the space consumption, we

run both ProTracer and BEEP [26] at the same time during the experiment. After the logs

were generated, we also applied LogGC [40] to garbage collect the BEEP logs to acquire

the reduced logs. To create workload diversity, we emulated users exhibiting different

usage patterns: User 1 uses the system to run a web server for a group project. An FTP

server is also running in the same system; User 2 is new to Linux. He just tries out various

applications in the system and accesses his personal emails and the Internet; User 3 is

preparing for an exam. She is mainly reading documents and watching video lectures; User

4 uses vim a lot to finish his course project report besides accessing the Internet; User 5

mainly uses the system for watching movies and communicating with friends. In addition,

we performed an extended 3-month emulation of user 1, whose machine is used as a server;

and user 4, who actively uses client programs.

We compare the number of log entries and the log file sizes for BEEP, LogGC, and

ProTracer. The results are presented in Table. 2.2. Columns 8 and 9 show the ratios between

the ProTracer logs and the BEEP logs, whereas the last two columns show the same ratios

between the LogGC logs and the BEEP logs. Observe that ProTracer can significantly
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reduce the number of events that need to be logged. On average, ProTracer only needs to log

1.85%(Daily)/1.45%(3 months) of the entries in BEEP. Since ProTracer records taint IDs,

our log file format is slightly more efficient than BEEP and LogGC. On average, ProTracer’s

disk space consumption is only 1.28%(Daily)/1.02%(3 months) of BEEP’s. The results vary

for different users because of the different workloads and use patterns. Even in the worst

case (user 1 that hosted servers), ProTracer generated less than 4% of the log entries, and

consumed less than 2% of the disk space.

Compared to LogGC, ProTracer has better space efficiency in most cases. This is

reasonable because LogGC garbage-collects events based on their reachability from live

system objects. In other words, events that do not contribute to any live system objects

are removed. ProTracer not only avoids logging such dead events (Section 2.4), but also

precludes redundant events that affect live system objects (e.g. repetitive socket reads from

the same session and execution units that do not access any taint sources but rather serve

as part of the information flow path). In some cases, LogGC is more space efficient (e.g.

user 3). This is mainly due to temporary files. LogGC is an offline log reduction method,

which has sufficient information to precisely decide if a file is temporary. ProTracer uses

the log buffer to delay writing log entries to the disk, hoping that the temporary file related

entries will be removed by the time the buffer is flushed. However, some temporary files

related log entries will be flushed to disk if the files are not deleted by the time the buffer

is flushed. Besides, ProTracer also logs events that belong to the start and end phases of

an execution, whereas BEEP/LogGC ignores those events. For user 3, MPlayer and Xpdf

were frequently used and they produced a large number of temporary files. LogGC was able

to remove all the records that belong to these two programs, whereas ProTracer keeps some

of them. Also observe that on average, ProTracer only generates 13MB log per day, which

is very affordable.

Application Perspective: We also compare the space consumption of the different systems

on various applications. The logs specific to applications are extracted from the whole

system logs. The results are presented in the lower half of Table 2.2. Observe that the

ProTracer logs are significantly smaller compared to BEEP Logs. The number of records
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is reduced to less than 8%, and the log size shrinks to less than 7% for all programs. The

results vary across different applications due to the different behavioral patterns of the

applications. For browsers like Firefox, accessing a single web page can introduce many

taints as it may access the web server, advertisement server, image storage server and so on.

Since each resource request will cause a log entry, the log buffer is filled up much faster

and more frequently, compared to other applications. As a result, ProTracer records more

temporary files related events. Programs like Xpdf interact with files and the screen. There

is no outgoing information via sockets or other files. ProTracer only needs to record a small

number of events in the start and the end phases. For most programs, ProTracer occupies

less space than LogGC. But for some of them (e.g. Xpdf), LogGC performs better. This is

because LogGC ignores the events in the start and the end phases of a process. However,

the results also show that the overhead is minor for these applications.

2.5.2 Logging Overhead and Scalability

We also perform experiments to study the run-time overhead and scalability of ProTracer.

Fig. 2.8 shows the accumulated log size over time for user 1. The solid line shows the

growth of the BEEP log size over time, and the dashed line shows ProTracer’s. In general,

the growth is similar although the scales of the sizes are different. The sharpest growth

occurs in the 15th-20th hour, indicating the user was intensively using the system. Even in

this period, the growth of the ProTracer log is about 13MB, suggesting very good scalability.

There are some shape differences between the two lines near the 20th hour. This is mainly

because ProTracer has better log reduction for the applications used during that time period,

compared to other applications.

Fig. 2.9 and Fig. 2.10 show the run-time overhead comparison between ProTracer and

the default Linux Audit system, with the same set of syscalls monitored. Note BEEP is built

on the Linux Audit system and hence more expensive. We perform two sets of experiments.

The first one is for server programs. We use the Apache Benchmark [44] to test two

web servers Apache and MiniHttp, and ftpbench to test ProFTPD. We also test different
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Figure 2.8.: Accumulated log size from the one-day execution of BEEP and ProTracer. Note the

size of BEEP log is measured by megabytes, whereas the ProTracer log is measured by kilobytes.

concurrency configurations, with the number of requests sent at the same time being 1, 2, 4,

and 8. The results are shown in Fig. 2.9. The benchmarks tend to give the system a lot of

pressure, which would cause higher overhead than regular usage. The baseline we use is the

native Linux system without running the Linux Audit system. Observe that the overhead

of ProTracer is less than 7%, whereas the Linux Audit system has a much more significant

overhead (more than 5 times larger).

We also perform experiments for client programs. We use standard benchmarks if they

are available such as SunSpider for Firefox. Otherwise, we use the batch mode for

programs like vim or W3M. We perform the experiments with ProTracer and with the Linux

Audit system. The baseline we use here is the native Linux system without any logging

system running. The results are shown in Fig. 2.10. Observe that ProTracer has less than

3.5% run-time overhead for all these programs, whereas the overhead of the Linux Audit

system is 7-8 times larger.
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2.5.3 Attack Investigation Cases

In this section, we use a number of attack cases to show that the causal graphs generated

by ProTracer during attack analysis are smaller than those by BEEP, but equally informative,
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and the time taken to generate the graphs is much less. We reproduce a few realistic attack

scenarios for our experiment. With each scenario, we perform two what-provenance queries

to understand the sources and the ramifications of the attacks, and also the how-provenance

query to understand the attack path (Section 2.1). We compare the query results by BEEP

and ProTracer, and also cross-check with our prior knowledge. To emulate real-world attack

scenarios, each experiment lasted for a few hours with the attack performed in the middle.

The first case is a backdoor attack. The attacker detected that the running FTP server

was ProFTPD-1.3.3c, which had a backdoor command [45]. He compromised the server,

and was able to get a bash shell. He then downloaded a backdoor program using wget, and

started this backdoor to get permanent access. A few days later, the administrator got a

warning that the FTP server had a backdoor, and decided to check if the backdoor had been

exploited. If so, what damages have been inflicted.

The second scenario is information theft [26]. An employee had a under-the-table deal

with one competitor of his own company: he copied some information from the company,

and leaked it to the competitor by pasting it to a public page via vim. When the company

found that the information was leaked, they should be able to pair the file that contained

the information with the web page that leaked the information, among thousands of files.

ProTracer shall also allow them to prove that the attacker leaked it among all the other

employees that have the access to the file.

The third scenario is illegal storage [27]. One of the server administrators wanted to store

some illegal files on a server. However, he did not want the files to be in his own directory.

Instead he created a directory under another user’s home directory, and downloaded the

illegal files to the directory. He replaced the ls program to hide the existence of this

directory. When the files were eventually found, the victim user was considered a suspect

because of the presence of those files in his/her directory. The investigator should be able to

identify that the administrator was the one that committed the crime. Note here we assume

that the administrator cannot tamper with the log file generated by ProTracer.

The forth scenario is cheating student [46]. An instructor’s password was stolen by

a student. The student downloaded a file containing midterm scores from Apache, and
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uploaded a modified version. The instructor noticed that the average score became higher,

and started to suspect someone had modified the file. Luckily, students used static IP

addresses on campus and off-campus IPs were forbidden to connect to the server. So finding

the IP from which the current file was uploaded would help identify the student. Moreover,

the administrator should be able to find other suspicious activities of the student. In our case,

the student also downloaded a few files containing answers to future quizzes.

The fifth is phishing email [47] that was discussed in Section 2.2.

Parts of the results are shown in Table 2.3. The second column shows the experiment

duration. The next three columns show the size of the logs by different systems. Then we

show the time it takes to perform the queries. The last two columns show if BEEP and

ProTracer produce matched results for the two what-provenance queries (i.e., the backward

query for attack sources and the forward query for attack ramifications). For the first

scenario, the backward query is not applicable. Observe that ProTracer produces much

smaller logs and the query processing time is much shorter. The query results show no

qualitative differences and precisely disclose the provenance.

Table 2.3.: Effectiveness of ProTracer on Real-world Attack Scenarios

Scenario Duration
Log file size(KB) Run time(s) Investigation

BEEP LogGC ProTracer BEEP ProTracer Backward Forward

Backdoor attack 3h54min 832,753 174,693 79,834 74 11 - Match

Information theft 4h22min 587,494 94,759 13,938 39 5 Match Match

Illegal storage 2h58min 369,585 63,375 10,864 32 5 Match Match

Cheating student 1h17min 179,748 29,485 9,385 17 3 Match Match

Phishing email 4h36min 975,753 183,795 82,343 64 8 Match Match

Backward means backward what-provenance query; and forward means forward query; match means ProTracer

is able to precisely and concisely uncover the attack path.

To further compare the quality of the query results. We compare the causal graphs

generated by BEEP and ProTracer in answering the forward queries. The results are shown

in Table 2.4, which shows the number of taint sources, the number of processes (i.e. the

internal nodes along the attack path), the number of files affected by the attacks, and the

number of nodes in the graphs. Note that LogGC would produce the same graphs as BEEP.
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Table 2.4.: Causal Graph Comparison (BEEP/ProTracer).

Scenario #source #process #file #nodes

Backdoor 33/33 23/23 37/66 580/128

Infor theft 1/1 4/4 21/36 148/82

Illegal storage 24/24 6/6 56/72 388/208

Student hacker 2/2 2/2 67/85 432/226

Phishing email 5/5 8/8 12/12 864/305

Observe that the two systems produce the same set of taint sources and processes. The

differences in the files are due to the fact that BEEP does not log file accesses in the start

and the end phases (e.g. loaded libraries). In this sense, we argue that the ProTracer-induced

graphs are more complete. Finally, the ProTracer-induced graphs are much smaller than

graphs generated by BEEP, reducing the human inspection efforts.

To acquire an intuitive understanding of the differences between ProTracer graphs and

BEEP graphs, we present parts of the graphs by BEEP and ProTracer for the forward query

in the backdoor attack case. The query aims to find all the reachable items from the external

IPs connected to the FTP server. There are three connections. The one from a.a.a.a

downloaded and uploaded a file, and exploited the backdoor. The one from b.b.b.b simply

downloaded and uploaded a file. The one from c.c.c.c lost its connection. Observe that

the ProTracer graph is a lot more concise and clear. This is because using tainting, ProTracer

avoids logging many events and generating nodes for those events. For example, the box on

the bottom of the BEEP graph shows a zoom-in view of part of the graph. It is reduced to a

single node (FTP-a0) in our graph. And our graph is still equally informative. Moreover,

the events related to c.c.c.c are precluded from our log in the first place as the taints did

not propagate to any permanent changes.
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Figure 2.11.: Part of the graphs generated by BEEP and ProTracer for the backdoor case.

2.6 Discussion

In this section, we will discuss the limitations of ProTracer.

(1) While the execution of many programs can be divided autonomous units which are only

connected through workflow memory dependencies, this may not hold for all programs. For

programs that do not have unit structure (i.e., does not have event handling loops), ProTracer

treats the entire execution as a unit, which may cause dependence explosion.

(2) Similar to BEEP [26], ProTracer relies on training runs to identify unit loops and work-

flow dependencies. However, the training may not be complete. If unit loops cannot be

properly identified, ProTracer treats the entire execution as a unit. Once a unit loop is identi-

fied, the corresponding workflow dependencies can be identified as they rarely change [26].

In theory, however, ProTracer may miss such dependencies hence the corresponding memory

accesses are not instrumented, leading to broken causal paths.
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(3) Just like most audit logging systems, ProTracer requires that the kernel and the user

space daemon are not compromised. This limitation can be mitigated by porting ProTracer

to a hypervisor. Furthermore, if a system is clean to begin with and an attacker successfully

subverts the system at a later time, the initial subversion will be accurately captured by

ProTracer. But the log entries after the system’s subversion cannot be trusted.

(4) Similar to most logging systems, ProTracer excels at capturing provenance through

benign and commonly used applications, such as browsers and editors, as many attacks

leverage these applications. In contrast, malware usually makes use of various methods to

protect themselves such as obfuscation and self-modification, which may create trouble for

ProTracer’s analysis. As a result, ProTracer usually treats malware execution as a single

unit. We argue that this is reasonable because all malware actions are – by definition – of

interest (instead of noise) to attack investigation.

2.7 Related Work

System logging: Lots of works [24, 27, 48, 49, 50, 31, 51, 29, 30, 31, 52, 42, 10] have been

done in tracking provenance using system-level audit logs. However, many of them suffer

from dependence explosion and have high overhead. BEEP [26] and LogGC [40] are the

most closely related work. ProTracer uses similar unit partitioning to avoid dependence

explosion. Compared to BEEP and LogGC, ProTracer has much lower space and run-time

overhead, due to the new infrastructure and the integration of tainting and logging. The

graphs by ProTracer are also much more concise. Some of these techniques [29, 30, 31]

provide high performance. However, they do not perform any on-the-fly reduction but rather

simply store the whole traces. They may also be susceptible to dependence explosion.

Dynamic information flow tracking and tainting: Tainting and dynamic information flow

tracking [53, 54, 33, 55, 56, 57, 58, 59, 60, 61, 62] have been studied from different aspects

(e.g., file system, kernel object level, network flow) on different platforms (e.g., Linux,

Android) including some new operating system prototypes like Asbestos [53] or HiStar [54]

to precisely trace provenance. They can trace provenance with high precision. But their



44

run-time overhead tends to be on the high end, due to the heavy-weight instrumentation.

ProTracer borrows the basic concept of tainting, optimizes it at the unit level to avoid the

heavy-weight instrumentation used in existing approaches. Moreover, tainting alone cannot

answer how-queries.

Log storage and presentation: Provenance data can be represented as graphs, researchers

have done a lot of work [63, 64, 65] on reducing the size of these graphs by borrowing ideas

from Web graph compression and dictionary based encoding. In [66], researchers leverage

Mandatory Access Control (MAC) policies to reduce the storage cost of provenance based on

the Hi-Fi [29] system. We envision such policies can also be adopted in ProTracer to achieve

more sophisticated reduction. G2 [67] stores logs in databases, and provides execution

graphs that can be analyzed using LINQ queries or user-defined programs. However, it

depends on printed messages by the applications. Some techniques [40, 52] try to reduce

events offline. Since ProTracer performs online reduction, the whole trace is not visible to

ProTracer. Some reduction that is easy for offline analysis cannot be applied online. In other

words, these offline reduction techniques are complementary to ProTracer.

Log integrity: In [68], researchers proposed a real-time server/client audit model. The

client sends integrity-assured log to the server side for post-mortem detection of infections.

ProTracer can provide pre-analyzed logs with small size, which help [68] gain more accurate

results and better performance with lower network traffic. In [69], researchers proposed

a primitive that provides the integrity of execution trace. It works on instruction-level

execution traces. The same idea can be applied in ProTracer to guarantee the integrity of

the log and provide better attack resilience. Recently in [70], researchers propose a novel

generic framework for the development of provenance-aware systems based on LSM to

secure such systems. Other researchers also try to enhance the storage system to provide the

integrity of the provenance data. For example, [71] suggests using an isolated versioning

system – working at the disk level – to store provenance; [72] develops a storage system

that allows repetitive reads but only a single write to guarantee data integrity.
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3 MPI: MULTIPLE PERSPECTIVE ATTACK INVESTIGATION WITH SEMANTIC

AWARE EXECUTION PARTITIONING

Traditional auditing techniques generate large and inaccurate causal graphs. To overcome

such limitations, researchers proposed to leverage execution partitioning to improve analysis

granularity and hence precision. However, these techniques rely on a low level programming

paradigm (i.e., event handling loops) to partition execution, which often results in low

level graphs with a lot of redundancy. This not only leads to space inefficiency and noises

in causal graphs, but also makes it difficult to understand attack provenance. Moreover,

these techniques require training to detect low level memory dependencies across partitions.

Achieving correctness and completeness in the training is highly challenging. In this

paper, we propose a semantics aware program annotation and instrumentation technique

to partition execution based on the application specific high level task structures. It avoids

training, generates execution partitions with rich semantic information and provides multiple

perspectives of an attack. We develop a prototype and integrate it with three different

provenance systems: the Linux Audit system, ProTracer and the LPM-HiFi system. The

evaluation results show that our technique generates cleaner attack graphs with rich high-

level semantics and has much lower space and time overheads, when compared with the

event loop based partitioning techniques BEEP and ProTracer.

3.1 Introduction

Provenance tracking is critical for attack investigation, especially for Advanced Persistent

Threats (APTs) that are backed by organizations such as alien governments and terrorists.

APT attacks often span a long duration of time with a low profile, and hence are difficult

to detect and investigate. A provenance tracking system records the causality of system

objects (e.g. files) and subjects (e.g. processes). Once an attack symptom is detected, the
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analyst can utilize the provenance data to understand the attack including its root cause and

ramifications. Such inspection is critical for timely response to attacks and the protection of

target systems. Most existing techniques [25, 11, 30, 58, 28] entail hooking and recording

important system level events (e.g. file operations), and then correlating these events during

an offline investigation process. The correlations have multiple types: between two processes

such as a process creating a child process through sys_clone(); between a process and a

system object, e.g., a process reads a file through sys_read(). However, these techniques

suffer from the dependence explosion problem, especially for long running processes. The

reason is that a long running process may have dependencies with many objects and other

processes during its lifetime although only a small subset is attack related. For instance, a

Firefox process may visit numerous pages over its lifetime while only one page is related to

a drive-by-download attack.

Researchers proposed to partition execution to units so that only the events within a unit

are considered causally related [26, 11]. For instance, the execution of a long running server

is partitioned to individual units, each handling a request. Although existing execution

partitioning based systems such as BEEP [26] and ProTracer [11] have demonstrated great

potential, they partitioned execution based on event handling loops. That is, each iteration of

an event handling loop is considered a unit. Despite its generality, such a partitioning scheme

has inherent limitations. (1) Event loop iterations are too low level and cannot denote high

level task structure. For instance, in UI programs, an event loop iteration may be to handle

some user interaction. (2) There are often inter-dependencies across units. Therefore, BEEP

and ProTracer rely on a training phase to detect such dependencies in the form of low level

memory reads and writes. Achieving completeness in training is highly challenging. Note

that the problem could not be addressed even when source code is provided because there

are typically a lot of program dependencies across event loop iterations and only a subset

of them are important. (3) A high level task is often composed of many units (e.g., those

denoting event loop iterations in multiple worker threads that serve the same high level task).

Ideally, we would like to partition execution based on the high level task structure.
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Note that high level task structure is application specific. Therefore, developers’ input

on what denotes a task/unit is necessary. We observe that a high level task/unit has its

corresponding data structure in the software. Our proposal is hence to allow the devel-

oper/user to inform our system what task/unit structure they desire by annotating a small

number of data structures (e.g., the tab data structure in Firefox). Our system MPI1 takes the

annotations and automatically instruments (a large number of) program locations that denote

unit boundaries through static program analysis. The analysis handles complex threading

models in which the executions of multiple tasks/units interleave. The instrumentation

emits special syscalls upon unit context switches so that the application specific task/unit

semantics is exposed to the underlying provenance tracking systems. MPI allows anno-

tating multiple task/unit structures simultaneously so that the forensic analyst can inspect

an execution from multiple perspectives (e.g., tab and domain perspectives for Firefox).

This is highly desirable for attack investigation as we will show later in the paper. Asking

for developers/users input in audit logging is a strategy adopted in practice. For example,

the audit system on Windows, Event Tracing for Windows (ETW) requires the developers

to explicitly plant auditing API calls in their source code if they would like to perform

any customized logging. Nonetheless, reducing manual efforts is critical to the real world

deployment of the technique. MPI is highly automated as the user only needs to annotate a

few data structures and then the invocations to logging commands are automatically inserted

through program analysis. Most of the programs we use in our experiment require only 2-3

annotations for each perspective. In addition, MPI provides a data structure profiler, called

the annotation miner, to recommend the potential data structures to annotate. As shown

in §3.4.3, it makes the correct recommendations in most cases.

MPI is a general execution partitioning scheme orthogonal to the underlying OS-level

provenance collection system. We integrate it with three different provenance collection

systems: the widely adopted Linux audit framework, and two state-of-the-art research

1MPI is short for “Multiple Perspective attack Investigation”
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projects, ProTracer [11]2 and the LPM [70] enabled HiFi [29] system (LPM-HiFi) which

features secure audit logging.

In summary, we make the following contributions:

• We propose the novel idea of partitioning execution based on data structures to support

different granularities and facilitate multi-perspective, application-semantics-aware

attack investigation.

• We develop program analysis and runtime techniques to enable such partitioning.

Given a small number of annotations on data structure definitions, program analysis is

conducted to identify places that need to be instrumented to emit events at runtime

that denote unit boundaries and unit inheritance. The number of such places may be

very large, rendering manual instrumentation infeasible.

• We develop an annotation miner that can recommend the data structures to annotate

with high accuracy, substantially alleviating the manual efforts.

• We develop a prototype based on LLVM. The evaluation on a set of commonly used

Linux applications and three different provenance systems shows that our approach

can effectively partition program execution in different granularities. We also use a

number of case studies that simulate real-world attacks to demonstrate the strength of

the proposed technique, in comparison with BEEP [26] and ProTracer [11].

3.2 Motivation

In this section, we use an example to illustrate the differences between the classic

provenance tracking systems [30, 58, 29, 70], the existing event loop based execution

partitioning approaches [26, 11], and the proposed approach. This example simulates an

important kind of real-world attacks, watering hole attack [73],

2ProTracer is based on BEEP, we replace the BEEP with MPI.
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3.2.1 Motivating Example

Watering hole is a popular attack strategy targeting large enterprises such as Apple [74]

and Google [75]. The adversaries do not directly attack the enterprise networks or websites,

which are well protected. Instead, they aim to compromise the websites that are frequently

visited by the employees of the target enterprise, which are usually much less protected.

Recently, there have been a number of real incidents of watering hole attacks, e.g., by

compromising Github [76] and CSDN [77]. There are exploit kits (e.g., BeEF [78]) to make

it easy to conduct such attacks.

In our example case, a developer in an enterprise opens Firefox, and then uses Bing to

look for a utility program for file copying. The search engine returns a number of relevant

links to technical forums, blogs, wikis and online articles. Some of these links further lead

to other relevant resources such as pages comparing similar programs. Some pages host

software for download. In many cases, the software was uploaded by other developers. After

intensive browsing and researching, the developer settles down on a forum that hosts not

only the wanted software, but also many other interesting resources, including torrents for

a few tutorial videos. The developer downloads the program and also a few torrents from

the forum. After the download, he starts to use the program. He also uses a p2p software

Transmission to download the videos described by the torrents.

Unfortunately, the forum website was compromised, targeting enterprises whose devel-

opers tend to use the forum for technical discussion and information sharing. The program

downloaded, fcopy, is malicious. In addition to the expected functionality, the malware

creates a reverse TCP connection and provides a shell to the remote attacker. The malware

causes unusual network bandwidth consumption and is eventually noticed by the administra-

tor of the enterprise. To understand the attack and prepare for response, the administrator

performs forensic analysis, trying to identify the root cause and assess the potential damage

to the system. At the very beginning, the binary file fcopy is the only evidence. Hence, the

creation of the file is used as the symptom event.



50

3.2.2 Traditional Solutions

Traditional techniques such as backtrackers [79, 25], audit systems [80] and provenance-

aware file systems [29, 30] track the lineage of system objects or subjects without being

aware by the applications. These techniques collect system subjects (e.g. processes and

threads) and objects (e.g. files, network sockets and pipes) information at run time with

system call hooking or Linux Security Modules (LSM) [81], and construct dependency

graph or causal graph for inspection. Note that these two terms are interchangeable in this

paper. While they use different approaches to trace system information, the graphs generated

by these systems are similar.

A general workflow for these techniques is as follows. Starting from the given symptom

subject or object, they identify all the subjects and objects that the symptom directly and

indirectly depends on using backtracking. They also allow identifying all the effects induced

by the root cause using forward tracking. For the case mentioned in §3.2.1, the administrator

identifies the Firefox process and all its data sources by backtracking, and then discloses

the downloaded files and the operations on these files with forward tracking. Figure 3.1

shows the simplified graph generated. In this graph and also the rest of the paper, we use

diamonds to represent sockets, oval nodes to represent files, and boxes to represent processes

or execution units. In Figure 3.1, many network sockets point to the Firefox process, and

the process points to a large number of files including the torrent files and others like fcopy,

which reflect the browsing and downloading behaviors of Firefox.

Firefox

t0.torrent t1.torrent t2.torrent t3.torrent t4.torrent obama.mp4.torrent fedora.iso.torrent ubuntu.torrent fcopy

Tranmission

m0.mp4 m1.mp4 m2.mp4 m3.mp4 m4.mp4 obama.mp4 Fedora.iso ubuntu.iso

a.a.a.a

Figure 3.1.: Simplified causal graph for case in §3.2.1 generated by traditional solutions

While we only show part of the original graph in Figure 3.1 for readability, the original

graph contains more than 500 nodes in total, with most files and network socket accesses
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being (undesirably) associated with the Firefox and Transmission nodes. These bogus

dependencies make manual inspection extremely difficult.

3.2.3 Loop Based Partitioning Solutions

It was observed in [26] that the inaccuracy of traditional approaches is mainly caused

by long running processes, which interact with many other subjects and objects during

their lifetime. Traditional approaches consider the entire process execution as a node so

that all the input/output interactions become edges to/from the process node, resulting in

considerably large and inaccurate graphs. Take the Transmission process as an example.

It has dependencies with many torrent files and network sockets, obfuscating the true

causalities (e.g., a torrent file and the corresponding downloaded file).

Event loop based partitioning techniques [26, 10, 11] leverage the observation that

long running processes are usually event driven and the whole process execution can be

partitioned by the event handling loops (through binary instrumentation). They proposed

the concept of execution unit, which denotes one iteration of an event handling loop. This

fine-grained execution abstraction enables accurate tracing of dependency relationship. It

was shown that these techniques can generate much smaller and more accurate dependency

graphs. However, these techniques still have the following limitations that hinder their

application in the real-world.

Units Are Too Low Level. Assume the administrator applies BEEP/ProTracer to the

motivation case in §3.2.1. He constructs the causal graph starting from the file fcopy. He

acquires the download event in Firefox, which is associated with the web socket a.a.a.a.

Then, he traces back to the forum website, and eventually the search engine. As part of

the investigation, the administrator applies forward tracking from the search engine page

to understand if other (potentially malicious) pages were accessed and if other (potentially

malicious) programs were downloaded and used. Since the developer visited many links

returned by the search engine, the forward tracking includes many web pages and their

follow-ups in the resulting graph. The simplified graph is shown in Figure 3.2.
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In this case, Firefox is used for 5 minutes with 11 tabs containing 7 websites. There are

thousands of nodes in the graph. This is because all user interactions like scrolling the web

pages, moving mouse pointer over a link and clicking links are processed by unique event

loop iterations, each leading to a unit/node. Moreover, Firefox has internal events including

timer events to refresh pages. As these events operate on DOM elements, they are connected

in the dependency graph due to memory dependencies, making the graph excessive.

The root cause of the limitation lies in that BEEP exposes very low level semantics (i.e.,

event loop iterations) in partitioning. The onus is on the user to chain low level units to

form high level tasks. Unfortunately, BEEP graphs have little information to facilitate this

process as they lack high level semantic information such as which high level task (e.g., tab)

a low level unit belongs to.

Figure 3.2.: Simplified backtracking causal graph for the case in §3.2.1 with event loop based

partitioning technique. It only shows the causal relationship within the Firefox process (runs for 5

minutes with 11 tabs and 7 websites)

Depending on Training. BEEP and ProTracer are training based due to the difficulty

of binary analysis. It requires intensive training to identify the event handling loops and

memory accesses that disclose dependencies across units (e.g., one event loop inserts a task

to the queue which is later loaded and processed by another event loop). The completeness

of the training inputs is hence critical. Otherwise, there may be missing or even wrong causal

relations. Note that providing source code does not address this problem as identifying event

handling loops and cross-unit dependencies requires in-depth understanding of low level

program semantics, which is much easier through dynamic analysis by observing concrete

states than static analysis, in which everything is abstract. Specifically, there are a large

number of loops in a program. Statically determining which ones are event handling loops
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1 int main( int argc, char ** argv ) {

2 // parse options and session, load torrents

3 torrents = tr_sessionLoadTorrents(mySession, ctor, NULL);

4 // event loop

5 while( !closing ) {

6 tr_wait_msec( 1000 ); /* sleep one second */

7 // update and log and so on

8 }

9 // close program and sessions

10 return 0;

11 }

Figure 3.3.: Event handling loop of Transmission (version 2.6)

is difficult. Furthermore, while static analysis can identify memory dependencies, a lot of

cross-unit dependencies should be ignored as they have nothing to do with the high level

work flow (e.g., those caused by memory management or statistics collection).

In our motivating example, we did not use the “Go back" button in the initial training of

Firefox. As a result, we were not able to get the full causal chain in Figure 3.2, which was

broken at one web page that contains a lot of clicking-link and going-back actions. We had

to enhance our training set by providing a going-back case.

Excessive Units. Partitioning based on event handling loops works nicely for server pro-

grams, in which one event loop iteration handles an external request and hence corresponds

to a high level task. However, in many complex programs, especially those that heavily use

threads to distribute workloads or involve intensive UI operations, event loop iterations do

not align well with the high level tasks. As a result, it generates excessive small units that

do not have much meaning. For example, in GUI programs, units are generated to denote

the large number of GUI events (e.g., key strokes), even though all these events may serve

the same high level task.

Consider the p2p program Transmission. Figure 3.3 shows its event handling loop in

the main function of the daemon process. After parsing options, loading settings and torrent

files (line 2-3), the daemon goes to a loop which exits only when the user closes the program
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(i.e., set closing to TRUE). In each iteration of the loop, it waits for 1 second (line 6), updates

the torrent status and logs some information (line 7). Due to the nature of p2p protocol,

downloading a single file requires thousands of loop iterations, leading to thousands of units

in BEEP.

In many situations, there may not be any system events within these small units. For

example, GUI programs monitor and handle frequent events such as page scroll. However,

not all of them lead to system calls. Thus BEEP ends up with many “UNIT_ENTER” and

“UNIT_EXIT” events without any system calls in between. These useless units waste a lot

of space and CPU cycles. While existing techniques [40, 11, 66, 82] can remove redundant

events, they cannot prevent these events from being generated in the first place.

These limitations are rooted at the misalignment between the rigid and low level execu-

tion partitioning scheme based on event loops. Ideally, the units generated by a partitioning

scheme would precisely match with the high level logic tasks. MPI aims to achieve this

goal.

3.2.4 Our Approach

The overarching idea of this paper is that high level tasks are reflected as data structures.

MPI allows the user to annotate the data structures that correspond to such tasks. It

then leverages program analysis to instrument a set of places that indicate switches and

inheritances of tasks to achieve execution partitioning. Note that there may be multiple

perspectives of the high level tasks involved in an execution, denoted by different data struc-

tures. Hence, MPI allows annotating multiple data structures, each denoting an independent

perspective. To reduce the annotation efforts, MPI provides a profiler that can automatically

identify the critical data structures ( Figure 3.3.2). Note that allowing developers/users to

insert logging related annotations/commands to software source code is a practical approach

for system auditing. The Windows auditing system, Event Tracing for Windows (ETW),

requires the developers to explicitly plan customized events to their software before deploy-

ment [83, 84]. These commands generate system events at runtime. In our design, we only
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require the developer to annotate (a few) task oriented data structures, MPI automatically

instruments a much larger number of code places based on the annotations.

7: Process

6: Window

One Tab

3: Website Instance

1: Same Source

ElementElement

Page

Website Instance

PagePage

5: One Tab

Website Instance

PagePage

4: Website

Element

2: Page

6: 
Window

Figure 3.4.: Different perspectives of Firefox partitioning

Figure 3.4 presents a few possible perspectives of Firefox execution. By annotating

the appropriate data structures, we can partition a Firefox execution into sub-executions of

various windows (perspective 6), tabs (perspective 5), websites/domains (perspective 4),

website instances (perspective 3), individual pages (perspective 2), and even the sources

of individual DOM elements (perspective 1). Observe that some of the perspectives are

cross-cutting. For instance, a tab may show pages from multiple domains whereas pages

from the same domain may appear in multiple tabs. A prominent benefit of such partitioning

is to expose the high level semantics of the application to the underlying provenance tracking

system.
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Figure 3.5.: Simplified MPI causal graph for the case in §3.2.1 (Firefox in tabs)
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Figure 3.6.: Simplified MPI causal graph for the case in §3.2.1 (Firefox in websites)

Figure 3.5 shows the causal graph for the attack example when we partition the execution

of Firefox by its tabs and Transmission by the files being downloaded. Each rectangle

represents the life time of a tab. Observe that the Bing tab leads to the wordpress tab, which

also shows the forum main page. A number of forum pages are displayed on separate

tabs, each of which leads to the download of a torrent file through a Transmission unit. In

contrast Figure 3.6 shows the causal graph when we partition the execution of Firefox by

the websites/domains it visits. Observe that all the forum tabs are now collapsed to a single

forum node. It clearly indicates that fcopy and the torrent files are downloaded from the

same domain. Compared to the BEEP graph in Figure 3.1, these graphs are much smaller

and cleaner, precisely capturing the high level workflow of the execution. Note that these

graphs cannot be generated by directly querying/operating-on the BEEP log, which has

only very low level semantic information (i.e., event loop iterations).

Advantages Over Event Loop Based Partitioning. We can clearly see data structure based

partitioning system MPI addresses the limitations of event loop based partitioning. 1 Units

are no longer based on low level loop iterations. The inspector does not need to manually

chain many such low level units to form a high level view of the execution. 2 Dependency

identification is made easy. Training is no longer needed. The memory dependencies that

are needed to chain the low level event loop units are no longer necessary because these

low level units are automatically classified to a high level unit in MPI. The incidents of

missing causality due to incomplete training can be avoided. For instance, Firefox uses

multiple threads to load and render the many elements on a page, which induces lots of
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memory dependencies across event loop units. But if we look at the execution from the tab

perspective, these memory dependencies are no longer inter-unit dependencies that need to

be explicitly captured. 3 Excessive (small and non-informative) units are prevented from

being generated. All nodes representing timer event for Transmission will be merged into

one node. Moreover, MPI provides great flexibility for attack investigation by supporting

multiple perspectives. Enabling these perspectives is impossible if the appropriate semantic

information is not exposed through MPI.

One may argue that event loop based partitioning can be enhanced by annotating event

loops and cross-unit memory dependencies. However, such annotations are so low-level

that (1) they require a lot of human efforts due to the large number of places that need to be

annotated (e.g., the memory dependencies), and (2) they expose low-level and sometimes

non-informative semantics such as mouse moves and timer events. In addition, the partition-

ing is solely based on event handling and hence cannot provide multiple perspectives.

3.3 Design

3.3.1 Overview

The overall process of analysis and instrumentation is shown in Figure 3.7. The user first

annotates the program source code to indicate unit related data structures under the help of

the annotation miner, which is essentially a data structure profiler. The analysis component,

implemented as a LLVM pass, takes the annotations and analyzes the program to determine

the places to instrument (e.g., data structure accesses denoting unit boundaries). The graph

construction is using a standard algorithm, and details can be found in §3.3.6.

3.3.2 Annotations

Basic Annotations. Let us review how the Linux kernel conducts context switching

internally, which inspires our approach to unit switching. Specifically, 1 a task_struct with

a unique pid identifies an individual process; 2 a variable current is used to indicate the
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Figure 3.7.: MPI workflow

current active process. Processes can communicate through inter-process communication

(IPC) channels like pipes. In order to perform unit switching, we need to identify the unit

data structure that is analogous to task_struct and used to store per-unit information, a

field/expression that can be used to differentiate unit instances as the identifier, and a variable

that stores the current active unit. Note that there may not be an explicit task data structure in

a program. Any data structure that allows us to partition an execution to disjoint autonomous

units can serve as a unit data structure. Also, we need to know the variables that serve as

communication channels between different unit instances. Thus we need the following types

of annotations.

1 @indicator annotates the variable/field that is used to indicate the possible switches

between different unit data structure instances (similar to the variable current in Linux

kernel). The user can choose to annotate multiple indicator variables/fields, one for each

perspective. A unique id is assigned to each type of indicator.

2 @identifier is an expression used to differentiate the instances of a unit data structure

(similar to the data field pid). This expression can be a field in the data structure or

a compound operation over multiple fields. Since an identifier must be paired up with

the corresponding indicator, we allow providing an indicator id as part of the identifier

annotation.
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3 @channel annotates the variables/fields that serve as “IPC channels” between two

different unit data structure instances (similar to pipes). It contains a unique id number, and

a parameter indicating which field stores the data that induces inter-unit dependencies.

□ Example. Vim is a tabbed editor with each tab containing one or multiple windows. Each

window is a viewpoint of a buffer, with each buffer containing the in-memory text of a

file [85]. A file buffer can be shared by multiple windows in the backend, and buffers are

organized as a linked list. A natural way to partition its execution is to partition according to

the file it is working on, each represented by a file_buffer data structure. Figure 3.8 shows a

piece of code which demonstrates our annotations. Vim uses the variable curbuf to represent

the current active buffer. Consequently, we use curbuf as our indicator variable. Line 2

shows the indicator annotation. The annotation has an id to distinguish different indicators

for various granularities/perspectives. The id is used to match with the corresponding

@identifier annotation. Vim creates a buffer for each file. We can hence use the absolute

file path in the OS to identify each file buffer instance. Line 8 shows the @identifier

annotation. It has two parts: 1 an expression used to differentiate instances; and 2 an

indicator id used to match with the corresponding @indicator annotation. In this case, field

b_ffname is the identifier with id 1. Vim maintains its own clip board to support internal

copy(cut)-and-paste operations. When the user cuts or copies data from a file_buffer, it sets

the field y_current→array. When the user performs a paste operation, it reads data from

the variable and puts the data to the expected position. In this case, y_current→array can

be considered as the IPC channel between the two different file_buffer instances. Line 25

shows the channel annotation. It contains a unique id for the channel (analogous to a file

descriptor), and the reference path to the field. Note that this is to support communication

using the Vim clip board. Our system also supports inter- or intra-process operations through

the system clip board by tracking system level events.

Threading Support. In order to improve responsiveness, modern complex applications

heavily rely on threads to perform asynchronous sub-tasks. More specifically, the main

thread divides a task into multiple subtasks that can proceed asynchronously and dispatches

them to various (background) worker threads. A worker thread receives sub-tasks from
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1 // in file src/globals.h

2 @indicator=1

3 EXTERN buf_T*curbuf INIT(= NULL);

4

5 // in file src/structs.h

6 typedef struct file_buffer buf_T;

7 // buffer: structure that holds information about one file

8 @identifier=b_ffname, indicator=1

9 struct file_buffer{

10 // associated memline

11 memline_T b_ml;

12 // buffers are orgnized as a linked list

13 buf_T *b_next;

14 buf_T *b_prev;

15 char_u *b_ffname; // full path file name

16 // TRUE if the file has been changed and not written out

17 int b_changed;

18 // variables for specific commands or local options

19 char_u *b_u_line_ptr; // for 'U' command
20 int b_p_ai; // 'autoindent', local opts
21 // other data field like change time or so

22 }; /* file_buffer */

23

24 // in file src/ops.c

25 @channel=channelID, data=(y_current->array)

26 static struct yankreg *y_current;

27

28 while(True) {

29 e = fetch_pending_event();

30 switch(e) {

31 case MouseMove:

32 ...

33 break;

34 case MouseClick:

35 ...

36 break;

37 ...

38 }

39 }

Figure 3.8.: Vim data structure and our annotations
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the main thread and also other threads and processes them in the order of reception. It can

also further break a sub-task to many smaller sub-tasks and dispatch them to other threads,

including itself. This advanced execution model makes partitioning challenging because we

need to attribute the interleaved sub-tasks to the appropriate top level units. In event loop

based partitioning techniques [26, 11], all the event handling loops from various threads

need to be recognized during training. More importantly, multiple event loop iterations

(across multiple threads but within an application) may be causally related as they belong

to the same task. The correlations are reflected by memory dependencies. As such, the

training process needs to discover all such dependencies. Otherwise, the provenance may be

broken. Unfortunately, memory dependencies are often path-sensitive and it is very difficult

to achieve good path coverage. It is hence highly desirable to directly recognize the logic

tasks, which are disclosed by corresponding data structures, instead of chaining low level

event loop based units belonging to a logic task through memory dependencies.

……..

Main Thread

DNS 

Thread
Tab1: DNS(http://a.com)

Tab2: DNS(http://b.com)

Tab1: load(ImageA)
...

Tab1: JS snippet

Tab1: AsmJS-1

……

DNS(http://a.com)

DNS(https://b.com)

ImgDecode

Thread……

Decode(ImageA)

Socket 

Thread
……

get(a.com)

get(b.com)

JS Helper

Thread……

DO(AsmJS-1)

Tab1: Fetch(ImgA, JS, CSS) 

Tab2: Fetch(ImgB, JS, CSS)

...

...

...

1

2
3

4

5

6

7

...

Tab1: CSS Animation CA1
Compositor

Thread……

Draw(CA1)
8

Figure 3.9.: Simplified Firefox execution model

□ Example. Figure 3.9 illustrates a substantially simplified example of the Firefox execu-

tion model. It corresponds to an execution that loads two pages (in two respective tabs).

Specifically, each box represents a thread and each colored bar (inside a box) denotes an
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iteration of the event handling loop (and hence a unit in BEEP/ProTracer). Observe that

at step 1 , the loading of tab1 first dispatches a Domain Name Server (DNS) query to a

DNS thread, and then (step 3 ) posts a connection request to the socket thread to download

the page. At step 4 , the socket thread informs the main thread that the data is ready. The

main thread leverages other threads such as the image decode thread, JS helper thread,

and compositor thread to decode/execute/render the individual page elements. Note that

every thread has interleaved sub-tasks belonging to various tabs. Edges denote memory

dependencies across sub-tasks that need to be disclosed during training and instrumented at

runtime in BEEP/ProTracer. □

Different from BEEP/ProTracer, our solution is to leverage annotations and static analysis

to partition directly according to the logic tasks (e.g. tabs). In order to precisely determine

the membership of a sub-task. We introduce the @delegator annotation. This annotation

is associated with a data structure to denote a sub-task (e.g., the HTTP connection request

posted to the socket thread). Intuitively, it is a delegator of a top level task (e.g., the HTTP

connection request delegates the unit of its owner tab). At runtime, upon the dispatching of

a delegator data structure instance (e.g., adding a sub-task to a worker thread event queue),

it inherits the current (top level) unit identification. Later when the delegator is used (in

a worker thread), the system knows which top level unit the current execution belongs to.

There could be multiple layers of delegation. Similar to a unit, a delegator data structure

also has an indicator, which is a variable like current whose updates may indicate delegation

switches. More details can be found in Section 3.3.3.

□ Example. Consider the Firefox execution model. The user can annotate a tab, a window,

and/or an iframe as a top level unit. Internally, these are all represented by the same

nsPIDOMWindow class. They are differentiated by the internal field values. Hence, we

provide multiple perspectives by annotating the nsPIDOMWindow data structure and using

different expressions in the identifier annotations to distinguish the perspectives. Figure 3.10

shows the annotations for tabs and windows. The indicator id 1 is for tabs and 2 for windows.

Any tab or window changes must entail the change of the mDoc field, which is used as the

indicator. The expressions in the corresponding identifier annotations mean that we can
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1 @identifier=this->GetOuterWindow(2)->mWindowID, indicator=1

2 @identifier=this->GetTop()->mWindowID, indicator=2

3 class nsPIDOMWindow {

4 @indicator=1

5 @indicator=2

6 nsCOMPtr<nsIDocument> mDoc;

7 // Tracks activation state

8 bool mIsActive;

9 virtual already_AddRefed<nsPIDOMWindow> GetTop() = 0;

10 nsPIDOMWindow *GetOuterWindow()

11 { return mIsInnerWindow ? mOuterWindow.get() ? this; }

12 // The references between inner and outer windows

13 nsPIDOMWindow *mInnerWindow;

14 nsPIDOMWindow *mOuterWindow;

15 // A unique (64-bit counter)

16 // id for this window.

17 uint64_t mWindowID;

18 /* other methods and data fields */

19 };

Figure 3.10.: Tab and window annotations in Firefox

acquire the tab of any given window by getting the second layer outer window, and the top

level window by calling GetTop().

The connection request data structure (in the SocketThread), the image data structure (in

the image decoder thread), etc. are annotated as delegators. As such, when a connection

request is created in the main thread, the request inherits the current tab/window id. When

the request is used/handled in a SocketThread, the execution duration corresponding to the

request belongs to the owner tab/window of the request. An example is shown in Figure 3.11.

In Firefox, all delegator data structure classes have the same base class nsRunnable. As

such, we only need to annotate nsRunnable as the delegator class (box A). When the main

thread tries to load a new URI (step 1), it posts an nsConnEvent to the SocketThread (step 2)

by calling the PostEvent method (box C). Since nsConnEvent is a sub-class of nsRunnable

(box B), the delegator class, the newly created nsConnEvent inherits the tab/window id.

The nsRunnable class provides a function Run(), which is implemented by its child classes
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to perform specific tasks. And each thread maintains its own work queue containing all

such class instances. Thus the size of the worker queue is annotated as the indicator of the

delegator. Whenever it changes, there may be a unit context switch. □

Main Thread Socket Thread

nsDocShell::LoadURI(string)

nsHttpConnectionMgr::PostEvent

nsresult nsHttpConnectionMgr::PostEvent(...) { 
  …

  nsCOMPtr<nsIRunnable> event =
    new nsConnEvent(this, handler, iparam, vparam);
  rv = mSocketThreadTarget->Dispatch(event, 
                               NS_DISPATCH_NORMAL);
  
  …
}

class nsConnEvent:  public nsRunnable  {};     

ProcessNextEvent

B

C

1

2

@delegator

class nsRunnable {};     

A

@delegator.indicator
workQueue.size;

D

3

Figure 3.11.: Firefox main thread and socket thread communication example

Annotation Miner. We develop an annotation miner to recommend unit and delegator data

structures to annotate. The miner works as follows. The user provides a pair of executions

to denote an intended unit task, one execution containing one unit and the other containing

two units. Then, differential trace analysis is performed to prune data structures that are

common in both traces and hence irrelevant to the unit (e.g., global data structures). The

miner leverages the points-to relations between data structures to narrow down to the top

data structures (i.e., those that are not pointed-to by other data structures). PageRank is

further used to determine the significance of individual top data structures. A ranked list of

data structures is returned to the user. Note that this mining stage is much less demanding

than the training process in BEEP/ProTracer, which requires extracting code locations that

induce low level memory dependencies. Since we focus on identifying high level data
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structures, which are covered by the provided inputs, completeness is not an issue for us in

practice.

Test 1: Google

Test 2: GDrive

Test 3: LocalFile

TA TB=2TA ΔT: { e | TB.numberOf(e) = 2*TA.numberOf(e) }

T1 T1’ ΔT1: { SocketIO, Tabs, ScrollPos, LogItem… }

T2 T2’ ΔT2: { SocketIO, DiskIO, Tabs, ScrollPos, LogItem… }

T3 T3’ ΔT3: { DiskIO, Tabs, ScrollPos, LogItem… }

Intersection(ΔT)

{ Tabs,
ScrollPos,
LogItem,

… }

Figure 3.12.: Example of annotation miner in MPI

Next, we show how to mine the tab data structure in Firefox ( Figure 3.12). We first

use a pair of runs to visit the Google main page. T1 has one tab and T1’ has two tabs.

∆T shows the data structures in the trace differences. Note that there are data structures

specific to the page content but irrelevant to the intended unit, such as SocketIO. To further

prune those, we use another two pairs of executions that visit Google Drive and a local

file, respectively. The miner then takes the intersection of the trace differences to prune out

SocketIO and DiskIO. The resulting set contains the top level data structures and their

supporting meta data structures (e.g., the ScrollPos data structure to support scrolling

in a tab). The trace-based points-to analysis then filters out the low level supporting data

structures. There may be multiple top level data structures remained, many not related to

units (e.g., for logging). Hence in the last step, PageRank is used to rank the several top data

structures. In our case, the tab data structure is correctly ranked the top.

3.3.3 Runtime

Unit Context. At runtime, each thread maintains a vector called the unit context. Each

element of the vector denotes the current unit instance for each unit type (or each perspective).

Note that MPI allows partitioning an execution in different ways by annotating multiple

unit data structures. If the user has annotated n unit data structures (with n indicators and

n identifiers), there are n elements in the vector. Each time the indicator of a unit data
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structure is updated, the identifier of the data structure is copied to the corresponding vector

element.

Delegation. MPI runtime provides a global hash map that is shared across all threads,

called the delegation table. The delegation table projects a delegator data structure instance

to a unit context vector value, denoting the membership of the delegator. Upon the cre-

ation/initialization of a delegator data structure instance, MPI inserts a key-value pair into

the delegation table associating the delegator to the current unit context. Upon an update

of the indicator of a delegator data structure (in a worker thread that handles the subtask

represented by the delegator), the unit context of the current thread is set to the unit context

of the delegator, which is looked up from the delegation table. Intuitively, it means the

following execution belongs to the unit of the delegator until a different delegator is loaded

to the indicator variable. The optimization of this process can be found in §3.3.5.

□ Example. Let us revisit the Firefox example in Figure 3.9. We want to attribute all

subtasks to their corresponding tabs (shown in different colors). In Figure 3.11, we show a

detailed workflow of the main thread posting the connection event to the socket thread. The

main thread first calls the LoadURI method (step 1), which invokes the PostEvent method.

Within PostEvent (box C), it creates an nsConnEvnet and posts it to the socket thread. Since

data structure nsRunnable (box A) is annotated as a delegator and the HTTP connection

request nsConnEvent (box B) is a subclass of nsRunnable, MPI propagates the current

unit id in the main thread to the worker thread, namely, the socket thread. Specifically, the

request is associated with the current unit context of the main thread in the delegation table.

Inside the socket thread that receives and processes the request (i.e., step 3), loading the

request from the task queue causes the change of the queue size indicating a possible unit

context switch. As a result, the current unit context of the socket thread is set to that of the

request, namely, tab1. With a chain of delegations, MPI is able to recognize all the tab1

subtasks performed by different threads, namely, all the red bars in Figure 3.9 belong to the

same tab1 unit. □
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3.3.4 Analysis

The analysis component of MPI is a pass in LLVM responsible for adding instrumen-

tation to realize the runtime semantics mentioned earlier. It takes a program with the four

kinds of annotations mentioned in §3.3.2, and produces an instrumented version of the

program that emits additional syscall events denoting unit context switches and channel

operations.

MPI needs to identify the following a few kinds of code locations: (1) all the updates

(i.e., definitions) to indicator variables, including unit indicators and delegator indicators,

to add instrumentation for unit context updates; (2) all the creation/initialization locations

of delegator data structures to add instrumentation for the inheritance of unit context; (3)

reads/writes of channel variables/fields to add instrumentation for channel event emission

and redundancy detection; (4) all the system/library calls that may lead to system calls

to add instrumentation for unit event emission and redundancy detection. We use a type

based analysis to identify (2) and (3). For (4), we pre-define a list of library functions

(e.g., libc functions) that may lead to system calls of interest and then scan the LLVM

bitcode to identify all the system calls and the library calls on the list. Details are elided.

A naive solution to (1) is to perform a walk-through of the LLVM bitcode to identify all

definitions to indicator variables or to their aliases (using the default alias analysis in LLVM).

However, this may lead to redundant instrumentation. Specifically, an indicator may be

defined multiple times and there may not be any system calls (or library calls that can lead

to system calls) in between. As such, the unit context switch instrumentations for those

definitions are redundant.

□ Example. The function im_regexec_multi() in Figure 3.13 searches for a regular expression

in Vim. The indicator variable is updated at line 6, and then again at line 8. The operations

inside function vim_regexec_both() are all on memory. In other words, it does not make any

system calls directly or indirectly. As such, the instrumentation for line 6 is redundant. □

The problem is formulated as a reaching-definition problem, which determines the set of

definitions (of a variable) that can reach a program point. We say a definition of variable x
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1 /* Match a regexp against multiple lines. */

2 long im_regexec_multi(...) {

3 buf_T *save_curbuf = curbuf;

4 // initilize local variables

5 // switch to buffer "buf" to make vim_iswordc() work

6 curbuf = buf;

7 r = vim_regexec_both(NULL, col, tm);

8 curbuf = save_curbuf;

9 return r;

10 }

Figure 3.13.: Instrumentation example (Vim, op_yank function)

can reach a program point ℓ, if x is not redefined along any paths from the definition to ℓ. In

our context, we only instrument the definitions that can reach a system call or a library call

that can lead to a system call. In Figure 3.13, the definition at line 6 cannot reach any point

beyond line 8. Since line 7 does not denote any system call, line 6 is not instrumented. §3.3.6

discusses how to construct attack graphs from MPI logs. The algorithm is elided.

3.3.5 Run Time Optimization

MPI emits special syscall events to denote unit context switches, and channel read-

s/writes. During causal graph construction §3.3.6, the unit context switch events are used

to derive unit boundaries and the channel events are used to derive inter-unit dependencies.

Note that channel operations are essentially memory reads and writes that need to be exposed

as system events. Otherwise, they are invisible to MPI. Inter-unit communication through

system resources such as files, sockets, and the system clipboard can be captured by the

default underlying system event tracking module without the intervention of MPI.

A naive solution is to emit a unit context switch event upon any indicator update and

a channel event upon any channel read/write. However in practice, we observe that (1) an

indicator update may not imply the change of the unit context and (2) even though the unit

context changes, there may not be any system events that happen in between the two unit
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context switches. Both cases lead to redundant unit context switch events. Similarly, there

are often multiple accesses to the same channel object within the same unit. These accesses

must induce the same causality and hence cause redundancy. Since emitting an event entails

a system call and hence a context switch, preventing redundant event emission is critical to

the efficiency of MPI. We have two approaches to address this problem. One is through the

static analysis ( §3.3.4) and the other is runtime optimization. MPI does not emit any event

upon an indicator update. Instead, it simply updates the current unit context (in memory),

which has much lower overhead compared to a system call. Upon a regular system call (e.g.,

file read), it checks if the current unit context is the same as the previous context that was

emitted. If not, it emits a unit context switch event right before the system call. Otherwise,

it does not emit. Similarly, upon a channel operation, MPI checks if a channel operation by

the same unit was logged before. If so, it avoids logging the channel operation.

3.3.6 Causal Graph Construction

In this section, we discuss the causal graph construction algorithms for backward

tracking starting from a symptom event and forward tracking starting from a root cause

event. Algorithm 1 shows how to generate the backward tracking causal graph for a

specific perspective with a given log file and a symptom event. Generating the graphs for all

perspectives only requires an easy extension.

We use an objs set to represent the system objects, subjects, and channels between

units that are directly or indirectly related to the symptom event. The overall procedure

of the algorithm is to traverse the log in a reverse order to populate the set and identifies

events causally related to the symptom by correlating to some entity in objs. At line 1, the

algorithm initializes the set to contain the system object accessed by the symptom event and

the system subject (i.e., the process of the event). It also marks the current unit as correlated

to the symptom (line 2). Then it traverses all the events in the log file in a reverse order,

starting from the symptom event (lines 3-17). If the current event e is not a unit context

switch event, the algorithm saves it in a temporary list of events for the current unit (line
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Algorithm 1 Backward Causal Graph Construction

Input: L - the event log

l - unit type (i.e., perspective) given in the @indicator annotation

es - symptom event

Output: Gl - the generated causal graph for perspective l

Variable: objs - system objects/subjects relevant to es

se, pide - the system object/pid of event e

bUnit - if the current unit causally related with es

eventUnit[pid] - the events in the current unit of process pid

1: objs← { pides , ses}

2: bUnit← true

3: for each event e ∈ L in reverse order, starting from es do

4: if e is not a unit context switch event then

5: eventUnit[pid].add(e)

6: if e updates any object or subject in objs then

7: bUnit← true

8: if e is a unit context switch event then

9: if e does not switch to a l unit then

10: continue

11: else

12: if bUnit then

13: add events in eventUnit[pide] to Gl

14: add accessed objects/subjects in eventUnit[pide] to objs

15: eventUnit[pide]← ∅

16: bUnit← false

17: return Gl

4-5). If e updates an object (e.g., file and pipe) or spawns a subject (i.e., process) that was

identified as related to the symptom (and hence in the objs set), a flag is set to indicate that

the current unit is correlated (lines 6-7). If e is a unit context switch, the algorithm further

tests if e switches to a unit in the given perspective. If not, the switch event is irrelevant and

simply skipped (lines 9-10). Otherwise, it indicates a unit boundary of our interest. The

algorithm checks the flag to see if the current unit is causally related to the symptom (lines
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11-12). If so, it adds all the events in the current unit to the result graph. It also updates

objs with all the objects read by any event in the current unit and all the subjects spawned

in the unit (lines 13-14). The temporary event list and the flag are then reset (lines 15-16).

Note that when the events are added to the graph, nodes are created and further connected

to existing nodes in the graph by the dependencies implied by the events. For example, a

file read event entails connecting to the (previously created) file node. Details are elided for

brevity.

□ Example. Figure 3.14 shows an example of constructing the backward causal graph. The

simplified log entries are shown on the left while the generated graph is shown on the right.

The graph is also annotated with events to explain why nodes/edges are introduced. The

algorithm generates the graph starting from the symptom event at line 8, which is a write

event to the socket a.a.a.a. It traverses back and reaches line 7, which is a unit context

switch (UCX) event whose indicator is 5 and the identifier value is 7. Two nodes are hence

created representing that a process (node) wrote to a socket (node) whose value is a.a.a.a.

Going backward, the algorithm further identifies another unit represented in lines 4-6 with

the indicator value 5 and the identifier value 3. This is a different unit instance of the same

type and it has no causal relation with the object set that currently contains the socket object

and the process. Therefore, all the events in this unit are dropped. The algorithm continues

to traverse backward and encounter another unit in lines 1-3. Line 2 indicates that it reads

file index.html, so the subgraph for lines 1-3 is file index.html being read by the process.

Note that the value of identifier indicates lines 1-3 and lines 7-8 belong to the same unit

(instance), which means that the application is working on the same task. Hence, the global

causal graph is updated by joining the two subgraphs. The result graph is shown on the right

hand side.

The forward graph construction algorithm is similar and hence omitted.

Essence of MPI and Memory Dependencies. From the graph construction Algorithm 1,

one can observe that all the events in a unit are considered correlated. If there is a single

event (within a unit) that has any direct/indirect dependency with the symptom, all the

events in the unit are added to the graph and all the objects/subjects accessed by the unit
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UCX: IND=5, ID=7

FDR: index.html

……

UCX: IND=5, ID=3

FDR: about.html

……

UCX: IND=5, ID=7

SKW: a.a.a.a

1:

2:

3:

4:

5:

6:

7:

8:

Process

index.html

8: SKW

2: FDR

1: UCX

a.a.a.a

Process

index.html

8: SKW

2: FDR

1:UCX

7:UCX

a.a.a.a

Process7:UCX

Figure 3.14.: An example of constructing backward causal graph. (UCX is short for Unit Context

Switch, FDR is short for File Descriptor Read, and SKW is short for Socket Write.)

are considered correlated. As such, MPI does not need to track any fine-grained (memory)

dependencies within a unit. Dependencies across units are either captured through system

level dependencies (e.g., file/socket reads and writes) or explicitly indicated by the user

through the channel annotation.

3.4 Evaluation

In this section, we present the evaluation results including the annotation efforts needed,

the runtime and space overheads of the prototype, and a number of attack cases to show

the advantages of MPI compared to the event loop based partitioning technique in BEEP

[26] and ProTracer [11]. For comprehensive comparison, we integrate both MPI and event

loop based partitioning with three underlying provenance tracking systems, the Linux Audit

system, ProTracer and LPM-HiFi.

3.4.1 Overhead

Space overhead: We measure the space overhead of MPI and compare it with the

overhead of event loop based partitioning, on the aforementioned three provenance tracking

systems. We measure the overhead of MPI and BEEP on Linux Audit and LPM-HiFi

by comparing the logs generated by the original binaries and the instrumented binaries.

ProTracer requires unit information to eliminate redundant system events (e.g., multiple reads
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of a file within a unit). Therefore, it needs to work with an execution partitioning scheme.

We hence compare the ProTracer logs by BEEP and by MPI. Note that BEEP+ProTracer

is equivalent to the original ProTracer system [11] and in MPI+ProTracer we retain the

efficient runtime of the original ProTracer but replace the partitioning component with MPI.

Since BEEP supports only one low-level perspective, we only annotate one perspective in

MPI during comparison. The overhead of multiple perspectives is in §3.4.2.

The results are shown in Table 3.1. The table contains the following information (column

by column): 1) Application. 2) Perspective for partitioning. 3) Overhead of BEEP on Linux

Audit, i.e., comparing the Linux Audit log sizes with and without BEEP. 4) Overhead of

BEEP on LPM-HiFi with the raw log format. 5) Overhead of BEEP on LPM-HiFi with its

Gzip enabled user space reporter tool. 6-8) Overhead of MPI on BEEP and LPM-HiFi. 9)

Log size of BEEP on (original) ProTracer. 10) Log size of MPI on ProTracer. Note that

Linux Audit and LPM-HiFi have different provenance collection mechanisms, i.e. system

call interception for Linux Audit and LSM for LPM-HiFi. This leads to different space

overheads. LPM-HiFi provides different user space reporters, and the Gzip enabled reporter

has less space overhead.

Observe that for most programs our approach has less overhead on all the three platforms.

For programs like document readers and video players, both approaches show very little

overhead. These programs do not need to switch between different tasks frequently, which

means they rarely trigger the instrumented code. Our approach shows significant better

results for many programs like web browsers, P2P clients, HTTP and FTP programs

including servers and clients due to a few reasons. Firstly, in these programs, the events

handled by the event handling loop are at a very low level, whereas MPI can partition

execution at a much higher level. Thus there are fewer unit context switches in our system,

and multiple execution units in BEEP are grouped into one in our system without losing

precision. For example in Apache, a remote HTTP request can lead to redirection, and the

Apache server needs a few BEEP execution units to handle it. This triggers the instrumented

code several times. But in MPI, multiple requests, including their redirections, of a same

connection are grouped together. Thus, the instrumentation (for unit context switch) is



75

triggered less frequently. Another reason is that we avoid meaningless execution units.

For example in benchmark Transmission, BEEP execution units are based on time events,

leading to many redundant units. This is avoided in MPI. Firefox has high overhead in

both systems. When multiple tabs are opened, Firefox processes them in the background

with threads. Since most of the requests involve network or file I/O, a lot of system/unit

context switches are triggered, leading to the overhead. Despite this, the overhead of our

system is about one third of that of BEEP. Note that there is another advantage of MPI that

cannot be quantified –MPI does not require extensive training to detect low level memory

dependencies. During our experiments, we had to add test inputs to the training sets of

BEEP to ensure the provenance was not broken for a number of applications (e.g., Firefox).

We want to point out that with MPI, we can even reduce space overhead for the highly

efficient ProTracer system and the reduction is substantial for a few cases. This is because

MPI produces higher level execution units (compared to BEEP/ProTracer), leading to fewer

units, more events in each unit and hence more redundancies eliminated by the ProTracer

runtime. Also note that all the advantages of MPI over BEEP (e.g., without requiring

extensive training and rich high-level semantics) are also advantages over ProTracer as the

original ProTracer system relies on BEEP. We have ran MPI for 24 hours with a regular

workload. The generated audit log has 680MB with 80MB by MPI. Details can be found in

§3.4.2.

Run time overhead: We measure the run time overhead caused by our instrumentation.

For server programs, we use standard benchmarks. For example, for the Apache web server,

we use the ab [44] benchmark. For programs that do not have standard test benchmarks, but

support batch mode (e.g., Vim), we translate a number of typical use cases to test scripts to

drive the executions. We preclude highly interactive programs.

For each application, we choose the same perspectives as the previous experiment, and

the results are shown in Figure 3.15. For each program, we have eight bars. 1 MPI-Native:

the overhead of MPI without any provenance system over native run. 2 MPI-ProTracer:

the overhead of MPI over ProTracer. 3 MPI-LPM: the overhead of MPI over LPM-HiFi.

4 MPI-Audit: the overhead of MPI over Linux Audit. The other four bars denote the
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Figure 3.15.: MPI: Run-time overhead for each application

overhead of BEEP. As we can see from the graph, most applications have less than 1% run

time overhead for all situations, which is acceptable. Comparing with BEEP, MPI shows

less overhead in all cases. The low run time overhead is due to the following factors. Firstly,

compared with the original program, the number of instrumented instructions is quite small.

Secondly, most of the instructions are rarely triggered. Thirdly, our instrumentation mainly

contains memory operations like comparing the newly assigned identifier value with the

cached value.

3.4.2 More Overhead Experimental Results
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Figure 3.16.: MPI: Run-time overhead for different partitioning perspectives

We also conduct experiments to measure space overhead for the same application with

different partitioning choices, and the results are shown in Figure 3.16. We select two
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programs, Firefox and Apache. For Firefox, we choose three different ways to instrument:

windows, i.e., a unit for a top level residence window for tabs (note that multiple windows

may be driven by the same Firefox process internally); tabs and elements (inside a page).

We do not show the numbers for each web site instance, because the instrumentations are

similar to those of tabs, and the only difference lies in the expressions used in the @identifier

annotation (see §3.3). For Apache, we use two ways to instrument: each connection

(each client instance), and each request. The results show that with different levels of

instrumentation, the overhead is significantly different. Instrumenting the applications at a

higher level causes less overhead. For both cases, a lower level suggests 2-3 times overhead

increase.
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Figure 3.17.: MPI: Space overhead for a whole day

The last space overhead experiment we did is to run the instrumented applications on our

machine for a whole day with Linux audit system enabled and measure the events generated

by MPI. The workload includes regular uses such as web surfing, checking and responding

emails. The result is shown in Figure 3.17. The black solid line shows the log size generated

by the Linux audit system, and the dashed blue line shows the log size generated by MPI.

From the graph, we can see that the log size generated by the Linux audit is more than 600

MB while our instrumentation issues less than 80 MB.
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Table 3.2.: MPI Annotation Efforts

Application LOC
Annotation

Inst
ID IND Chann DEL

Vim 313,283 3 3 2 0 878

Yafc 22,823 2 3 0 1 111

Firefox 8,073,181 3 32 0 1 6,867

TuxPaint 41,682 2 2 0 0 121

Pine 353,665 2 2 2 0 746

Apache 168,801 2 2 0 1 2,437

MC 135,668 2 2 1 0 3,332

ProFTPd 307,050 3 3 0 1 4,905

Transmission 111,903 2 4 0 1 66

W3M 67,291 2 2 0 1 3,718

3.4.3 Annotation Efforts

In this experiment, we measure the effectiveness of the annotation miner and the number

of annotations eventually added. The annotation results are shown in Table 3.2. We only

show some representative programs as the others have similar results. We present the

applications in the first column, and their sizes (measured by SLOCCount [86]) in the

second column. In the next four columns, we show the number of annotations needed for

@identifier, @indicator, @channel, and @delegator. For each program, we provide two or

more perspectives, as denoted by the number of @identifier annotations. In the last column,

we show the instrumentation places automatically identified by our compiler pass. Less than

20% of these places were covered by our profiling runs. In other words, a training based

method like that in BEEP/ProTracer would not be able to cover all these places.
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3.4.4 Annotation Miner

To evaluate the annotation miner, we use the 20 programs in Table 3.1. For each program,

we report the ranking of the unit/delegator data structures that we eventually choose to

annotate. There are totally 52 of them. All the 6 delegator data structures are correctly

ranked the top. That is because they are mainly used in worker threads, which have relatively

fewer data structures. For the 46 unit data structures that we eventually annotate, 36 of

them are ranked at the first place, 8 at the second place, and the remaining 2 at the third

place. Figure 3.18 shows the reported data structures for Vim, Firefox and HTTPd. Each

plane denotes the results for a perspective. The highlighted data structures are the ones that

we eventually choose to annotate. The reason why we do not always annotate the top data

structures is that they are typically the shadow data structures of the real unit data structures.

They usually store meta-data related to units, causing them to have higher ranks than the

real unit data structure. With the help of the miner, we spent minutes to hours to finalize

the annotations. We argue that such efforts are manageable. More importantly, they are

one-time efforts.
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Figure 3.18.: Annotation miner results

3.4.5 Attack Investigation

To evaluate MPI’s effectiveness in attack investigation, we apply it on 13 realistic attack

cases used in previous works [27, 26, 40, 11]. The results show that MPI is able to correctly

identify the root causes with very succinct causal graphs for all cases. Moreover, MPI



80

generates fewer execution units using the perspectives in Table 3.1, when compared to

BEEP/ProTracer. On average, the number of units generated by MPI is only 25% of that

by BEEP/ProTracer. For attacks involving GUI programs (e.g., Firefox), the number is 8%,

and in an extreme attack case involving Transmission, it is less than 1%. In terms of the

generated attack graphs, MPI can reduce the number of nodes to 92% and the number of

edges to 83% on average. Note that it is because these attacks have simple propagation

paths such that the BEEP/ProTracer graphs are quite succinct. For complicated cases, MPI

can reduce the graphs to 76%(nodes)/62%(edges). In addition, we evaluate it on a few other

realistic attack cases. Next, we show one such case. Two more cases are presented in §3.4.6

to demonstrate the advantages of MPI over BEEP/ProTracer in an insider threat and in

tracking complex browsing behaviors in Firefox.

Case: FTP Data Leak. Exploiting system misconfiguration to acquire valuable sensitive

information is a common attack vector [87, 88]. It is important to assess and control damages

once the problem is noticed. In the following incident, an FTP administrator accidentally

configured the root directory of many users to a folder containing classified files, and gave

them read accesses. After noticing the problem, he shut down the server and then conducted

investigation to figure out the significance of the potential information leak. In the duration

of the misconfiguration, there are thousands of connections from a large number of users.

The number of classified files is also large.

3: FTP Process

2: Session Session

4: Directory

download 1: CommandHelp download

 Session

5: User

Figure 3.19.: FTP server partitioning perspectives

In Figure 3.19, we show a number of possible investigation perspectives for the FTP

server application. Event loop based partitioning techniques are based on each command or

user request (box 1), and traditional auditing approaches are based on the whole process (box
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3). MPI provides choices that align better with the logical structures of the application, such

as the session perspective (box 2), i.e., all the commands/requests from a session belong

to a unit, the directory perspective (box 4), i.e., all the commands on a given directory are

considered a unit, and the user perspective (box 5), i.e., all commands/requests from a user

(not limited to an IP address) belong to a unit. Note that all FTP commands are associated

with some file or directory as part of its context, and hence we can partition FTP execution

based on this information.
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Figure 3.20.: FTP server partitioned by BEEP
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Figure 3.21.: FTP server partitioned by each connection

Part of the BEEP graph is shown in Figure 3.20. Observe that each user command

is captured as a unit. The simplified graph by MPI with connection based partitioning is

shown in Figure 3.21, and user based partitioning in Figure 3.22. The connection perspective

alleviates the inspector from going through the individual commands. The user perspective

can aggregate all the behaviors from a specific user over multiple sessions so that the

inspector can hold individual users for responsibilities. Note that a user can use various

IP addresses to connect to the server. Without MPI, such semantic information cannot be

exposed to the provenance tracking system. The number of nodes in the BEEP, connection

(MPI), and user (MPI) graphs are 962, 224, and 78, respectively. We want to point out that

the MPI graphs cannot be generated from the BEEP graph by post-processing because of
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the subtask delegation in this program, i.e., it is difficult to attribute a sub-task to the top

level unit that it belongs to with only the low level semantic information in the BEEP graph.
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Figure 3.22.: FTP server partitioned by users

3.4.6 Case Studies

We have presented a watering hole attack through Firefox and Transmission in §3.2.

Next, we will present more attack cases and one scenario with complex user behaviors to

show the advantages of MPI. These are attacks simulating real stories. Note that since APT

attacks are staged (and hence last for a long time), involve many (vulnerable) applications

with some cannot be found any more, and rely on human mistakes, it is very difficult to

apprehend or reproduce real APT attacks. Therefore, we simulate attacks following the

same strategies used in real incidents. based on attack stories by repeating the similar

human behaviors (e.g., clicking phishing emails) and replacing unavailable apps with apps

with similar functionalities. This is consistent with the experiments conducted by existing

works [26, 11, 27].

Case: Insider Threat. In attacks such as watering hole and phishing emails, the adversaries

apply external influences and wait for the employees to make mistakes. However, it is also

very common that attacks are launched from inside the enterprise (e.g., by malicious or

former employees). In fact, a large number of such cases had been reported [89, 90, 91, 92].

Next, we simulate such an attack.

A computer game development company noticed that the graphical design of a to-be-

announced game was leaked on an online gaming forum. The company started investigation,

trying to understand how this design was leaked and who should be held responsible. The
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investigator first conducted forward tracking from the design file but found that the file

was neither sent outside by any email nor copied by any employee to their own devices.

She further suspected that some old version of the file was leaked instead of the current

version. Even though the old versions of the design file did not explicitly exist any more, the

provenance of the file was tracked by the audit system.

She first conducted backward tracking to disclose all the past versions (with the name

“p_v” plus the version number) and then forward tracking to see how these versions were

propagated/used. Assume that she used BEEP first. She quickly noticed a number of

problems in the BEEP graph that makes manual inspection difficult.

p_v0.png

p_v12.png p_v13.png

p_v14.png

slogan.txt

title.txt

p_v19.png p_v20.png

p_v47.png

Figure 3.23.: Causal graph for insider attack using BEEP

The resulting graphs by BEEP are shown in Figure 3.23. White boxes represent units

for TuxPaint [93], gray boxes are for the editor, Vim, and red boxes are for other apps.

First of all, the graph is very large (containing 1832 nodes). This is because many people

had contributed to the file in the past using TuxPaint, a graph drawing tool. There were a

lot of interactions (e.g., copy & paste) among multiple image files, some of which were

from Internet. The various historic versions of the design file were propagated to other

places. Second, there are many “empty” execution units, which are execution units just

have boundary events. This is because many operations in UI intensive program TuxPaint

have no real effects on the provenance. These operations include, but are not limited to,

switching painting tools (frequently), clicking menu bars and so on. Third, she found that

most execution units for TuxPaint only have memory dependency events. This is because
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TuxPaint stores the image buffers in memory, and flushes them to disk only when the

user clicks the save button. In the editing units (e.g., choosing tools and drawing figures),

TuxPaint only operates on the image buffers. These units are only connected by memory

dependency and do not invoke any system calls. However, these units are important as they

are responsible for chaining up the important behaviors.

After inspecting such a large graph, the inspector still could not spot any suspicious

behavior. The reason is that there are broken links in the graph such that some updates to

the design file are missing from the graph. Specifically, some of the editing actions were not

in the BEEP training set such that the corresponding memory dependencies are not visible,

leading to broken provenance, e.g., “p_v14.png” and “p_v20.png”.
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Figure 3.24.: Causal graph for insider attack using MPI

The inspector switched to MPI. She used individual image files as the perspective.

The resulting (simplified) graph is in Figure 3.24. Now each white box represents all the

editing operations on a single file. It can be clearly seen that a version of the design file,

“p_v20.png”, was read by a TuxPaint unit that operated on file “p_s.png”, which was later

archived with a number of text files. The archive was renamed and sent through an email.

The link from the design file to file “p_s.png” was missed by BEEP because the attacker

opened the design file, conducted a few editing actions whose memory dependencies are

missed by BEEP such that the later save-as unit is disconnected from the file read unit. Note

that all these actions are individual units in BEEP that need to be chained up by memory

dependencies, whereas they belong to the same unit in MPI. Overall, the MPI graph is

precise, much smaller (152 nodes) and cleaner. We also want to point out that a graph similar
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Figure 3.25.: Firefox in page perspective

to the MPI graph cannot be generated by post-processing the BEEP graph as the missing

links cannot be inferred and it is difficult to determine which low-level nodes belong to an

image file.

Case: Complex Browsing Behavior in Firefox. In this case study, we show how MPI

precisely captures the causality of complex browsing behavior of Firefox. During browsing,

the user first opened Bing from the bookmark bar, and searched a key word, and then used

different ways to open new pages including clicking links, choosing “open page in a new

tab/window” in the right-click menu, going back to the previous page, and opening new

pages from Javascript code automatically. In the end, the user downloaded a PDF file. We

collected the log with the page perspective and generated a causal graph by conducting

backward traversal starting from the PDF file. The graph is shown in Figure 3.25. Observe

that the entire browsing history is precisely captured by the graph, including visiting the

LinkedIn page from the search result page and then going back to the search result page. In

contrast, the BEEP’s graph only includes the page hosting the PDF file, missing all the other

pages along the causal chain, due to missing memory dependencies.

3.5 Discussion

Similar to many existing works [26, 40, 11, 70, 29], MPI trusts the Linux kernel and

the components associated with the audit logging system. Attacks that can bypass the

security mechanisms of these systems may cause problems for MPI. Moreover, attacks

that target the underlying audit system, such as audit log blurring and log filling, may

inject noise to logs, making log inspection difficult. As our system is built on top of



86

existing provenance and operating systems, MPI leverages existing features provided by

these systems to mitigate some of the problems. For example, operating systems like

Ubuntu now leverages Ubuntu Software Center to deliver trustworthy software which can be

used to protect the MPI binaries for benign software. Provenance systems like Hi-Fi uses

reference monitor guarantees to protect audit logs, and LPM provides a general framework

for trustworthy provenance collection. We argue these are orthogonal challenges to all

existing provenance tracking techniques and a complete solution to all these challenges is

not the focus of our paper. Instead, the emphasis of MPI is to address dependence explosion

caused by long running processes with accuracy and flexibility.

MPI is essentially an add-on service to the OS-level provenance collection system (e.g.

the Linux Audit system, LPM-HiFi, and ProTracer). System calls can be too coarse-grained.

Fine-grained events, such as library calls or even instruction level dependencies, may need

to be captured for some sophisticated attacks. We argue that the multiple perspective

partitioning enabled by MPI is orthogonal. It is independent of the granularity of the events

captured by the underlying provenance system. It can be easily integrated with systems of

various granularities.

MPI requires program source code. We believe that the semantic information needed

to enable multiple perspective partitioning is difficult to acquire through binary analysis

for complex programs such as Firefox. If it is necessary to partition the execution of a

binary, training and event loop based approaches such as BEEP could be used together with

MPI. In the worst cases, MPI treats the entire process execution as a unit. Note that this

approximation is only problematic for long running processes. Many malware executables

are likely not long running such that treating a whole process as a unit does not introduce a

lot of bogus dependencies. Also note that such approximation does not miss provenance so

that the attack path is still captured. It is just that more efforts may be needed to go through

the causal graph.

MPI relies on source code annotations, which are widely used in practice. Windows

developers explicitly plant logging commands in their software source code to customize

ETW auditing. Both GCC and LLVM provide advanced language features [94, 95, 96] that
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are triggered by annotations. For example, Firefox has 926 different types of annotations.

The stack-only class annotation “NS_STACK_CLASS” has 406 uses through out the code

base. In contrast, we only introduce 36 annotations (of 4 types) in Firefox. As MPI is based

on source code level annotation and compiler instrumentation, it cannot find units within

dynamic code. However, in practice, we find that unit boundaries mostly lie in static code.

For example, JavaScript code can be grouped into different tabs. Thus, dynamic code can be

attributed to tab units.

3.6 Related work

Many approaches have been proposed for system level provenance tracking. Detailed

comparison of MPI with existing audit systems [10, 26, 40, 42, 80] can be found in §3.2.

Another important approach is to monitor the internal kernel objects (e.g., the file system [30,

52, 58, 28, 50, 71, 97], or LSM objects [27, 29, 70]) to track lineages. The capabilities of

these techniques are similar to those of the audit systems. Thus MPI is complementary

to such systems. For example in §3.4, we showed the integration of MPI and LPM-HiFi.

System wide record-and-replay techniques [79, 25, 49, 98] can also track provenance. These

systems record the inputs for all programs, and replay the whole system execution when

needed. Such systems require deterministic record-and-replay techniques, which are open

research problems, and cause more space overhead. Whole system tainting [31, 51, 54, 24]

is another method of tracking provenance. By tainting all inputs to a system and tracking

their propagation, such systems can record the needed provenance data. These techniques

need to deal with the granularity problem as the taint set may be explosive for a long living

system objects/subjects. MPI can be applied to such systems to overcome the dependency

explosion problem and enable multiple perspective inspection.

In [99], researchers propose to develop provenance aware applications. Muniswamy-

Reddy et. al. [58] provide a library with provenance tracking APIs so that programmers can

develop provenance aware applications. Such an approach relies on the programmers to
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intensively modify their code to leverage the APIs. In contrast, MPI aims to address the

partitioning problem. Provenance tracking is through the underlying audit system.

Many works [40, 52, 66, 82] are proposed to reduce the space overhead of provenance

tracking based on reachability analysis, Mandatory Access Control (MAC) policies and

so on. Provenance visualization [100, 101, 102, 103, 104] and graph compression [63, 64,

65, 105, 67, 106] are also proposed to correlate events and reduce graph size to facilitate

investigation. These approaches work on generated graphs to compress them for better

visualization. As such, they are complementary to MPI, and can be directly applied

to MPI, its provenance logs and graphs. Researchers proposed many machine learning

methods [107, 108, 109, 110, 111, 112, 113] to investigate provenance data to find abnormal

behaviors. We envision that the multiple perspectives provided by MPI may substantially

improve their effectiveness.
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4 NIC: DETECTING ADVERSARIAL SAMPLES WITH NEURAL NETWORK

INVARIANT CHECKING

Deep Neural Networks (DNN) are vulnerable to adversarial samples that are generated by

perturbing correctly classified inputs to cause DNN models to misbehave (e.g., misclassifi-

cation). This can potentially lead to disastrous consequences especially in security-sensitive

applications. Existing defense and detection techniques work well for specific attacks under

various assumptions (e.g., the set of possible attacks are known beforehand). However,

they are not sufficiently general to protect against a broader range of attacks. In this paper,

we analyze the internals of DNN models under various attacks and identify two common

exploitation channels: the provenance channel and the activation value distribution channel.

We then propose a novel technique to extract DNN invariants and use them to perform

runtime adversarial sample detection. Our experimental results of 11 different kinds of

attacks on popular datasets including ImageNet and 13 models show that our technique can

effectively detect all these attacks (over 90% accuracy) with limited false positives. We also

compare it with three state-of-the-art techniques including the Local Intrinsic Dimensionality

(LID) based method, denoiser based methods (i.e., MagNet and HGD), and the prediction

inconsistency based approach (i.e., feature squeezing). Our experiments show promising

results.

4.1 Introduction

Deep Neural Networks (DNNs) have achieved very noticeable success in many applica-

tions such as face recognition [114], self-driving cars [115], malware classification [116],

and private network connection attribution [117]. However, researchers found that DNNs are

vulnerable to adversarial samples [118]. Attackers can perturb a benign input (i.e., correctly

classified input) so that the DNN would misclassify the perturbed input. Existing attack
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methods use two types of perturbation strategies: gradient based approach and content

based approach. In the gradient based approaches, attackers view generating an adversarial

sample as an optimization problem and conduct gradient guided search to find adversarial

samples [119, 120, 121, 122, 123] (§4.2.3). In the content based approaches, attackers craft

patches to inputs that are consistent with real world content of the inputs such as watermarks

on images and black spots caused by dirt on camera lens to perturb the inputs [5, 124]

(§4.2.3).

Real world applications, including many security critical applications, are trending to

integrate DNNs as part of their systems. For example, iPhone X uses a face recognition

system for authentication (unlocking phone, authenticating purchase, etc.). Many companies,

e.g., Google and Uber, are developing self-driving cars that use DNNs to replace human

drivers. However, the existence of adversarial examples is a fatal threat to the thriving

of these applications because misbehaved DNNs would incur severe consequences such

as identity theft, financial losses, and even endangering human lives. Thus detecting or

defending against DNN adversarial samples is an important and urgent challenge.

There are existing works aiming to defend against or detect adversarial samples. Defense

techniques try to harden DNNs using various methods such as adversarial training [119] and

gradient masking [125]. The former tries to include adversarial samples in the training set so

that the hardened models can recognize them. This technique is effective when the possible

attacks are known beforehand. The latter aims to mask gradients so that attackers can hardly

leverage them to construct adversarial samples. Recently, attackers have developed more

advanced attacks against this type of defense. Some other works [126, 127, 128, 129, 130]

do not aim to harden or change the models but rather detect adversarial samples during

operation. For example, Ma et al. [131] proposed to use the Local Intrinsic Dimensionality

(LID), a commonly used anomaly detection metric to detect adversarial samples. Xu et

al. [127] proposed to examine the prediction inconsistency on an original image and its

transformed version with carefully designed filters. MagNet [126] and HGD [132] propose

to train encoders and decoders to remove the added noises of the adversarial samples. More
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detailed discussion of recent advances in defending and detecting adversarial samples is

presented later (§4.2.4).

In this paper, we analyze the internals of individual DNN layers under various attacks

and summarize that adversarial samples mainly exploit two attack channels: the provenance

channel and the activation value distribution channel. The former means that the model

is not stable so that small changes of the activation values of neurons in a layer may lead

to substantial changes of the set of activated neurons in the next layer, which eventually

leads to misclassification. The latter means that while the provenance changes slightly, the

activation values of a layer may be substantially different from those in the presence of

benign inputs. We then propose a method NIC (Neural-network Invariant Checking) that

extracts two kinds of invariants, the value invariants (V I) to guard the value channel and the

provenance invariants (PI) to guard the provenance channel. Due to the uncertain nature

of DNNs, neural network invariants are essentially probability distributions denoted by

models. Constructing DNN value invariants is to train a set of models for individual layers to

describe the activation value distributions of the layers from the benign inputs. Constructing

provenance invariants is to train a set of models, each describing the distribution of the

causality between the activated neurons across layers (i.e., how a set of activated neurons

in a layer lead to a set of activated neurons in the next layer). At runtime, given a test

input which may be adversarial, we run it through all the invariant models which provide

independent predictions about whether the input induces states that violate the invariant

distributions. The final result is a joint decision based on all these predictions.

We develop a prototype and evaluate it on 11 different attacks (including both gradi-

ent based attacks and content based attacks), 13 models, and various datasets including

MNIST [133], CIFAR-10 [134], ImageNet [135] and LFW [136]. The experimental results

show that we can effectively detect all the attacks considered on all the datasets and models,

with consistently over 90% detection accuracy (many having 100% accuracy) and an ac-

ceptable false positive rate (less than 4% for most cases and less than 15% for ImageNet,

a very large dataset). We also compare our approach with state-of-the-arts, LID [131],

MagNet [126]/HGD [132], and feature squeezing [127]. The results show that our proposed



92

method can achieve consistently high detection accuracy with few false positives, while the

other three detectors can achieve very good results on some attacks but cannot consistently

detect all different types of attacks. We make the following contributions:

• We analyze the internals of DNNs under various attacks and identify the two main

exploit channels: the provenance channel and the value channel.

• We propose a novel invariant based technique to detect adversarial samples, including

novel methods of extracting value invariants and provenance invariants.

• To the best of our knowledge, we are the first one to explore detecting content based

adversarial samples, which have significant different attack patterns.

• We also evaluate the robustness of our technique by designing a strong white-box

adaptive attack, in which the attacker has full knowledge of our technique. Compared

to existing techniques, NIC significantly increases the difficulty of constructing

adversarial samples, with 1.4x larger mean L2 distortion and 1200x longer construction

time for MNIST.

• We implement a prototype [137]. The evaluation results show that our method can

detect the 11 types of attacks considered with over 90% accuracy (many 100%) and

limited false positives. Comparing with three state-of-the-art detectors, NIC shows

consistently good results for all these attacks whereas other techniques perform well

on a subset.

4.2 Background and Related Work

4.2.1 Neural Networks

A DNN can be represented as a function F : X → Y , where X denotes the input

space and Y the output space. It consists of several connected layers, and links between

layers are weighted by a set of matrices, wF . The training phase of a DNN is to identify

the numerical values in wF . Data engineers provide a large set of known input-output

pairs (xi, yi) and define a loss function (or cost function) J(F (x), y∗) representing the
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differences between a predicted result F (x) and the corresponding true label y∗. The

training phase is hence to minimize the loss function by updating the parameters using the

backpropagation technique [133]. The training phase is governed by hyper-parameters such

as the learning rate. In our settings (detecting adversarial inputs), models are given and

thus the hyper-parameters are fixed. In the testing phase, a trained model is provided with

unseen inputs Xt, and for each input xt ∈ Xt, the classification model assigns its label to be

C(xt) = argmaxiFi(xt), where Fi(xt) represents the probability of xt being recognized as

class i. The classification result is correct if the predicated result C(xt) is the same as the

correct label C∗(xt).

In this paper, we focus on m-class DNN classification models. For such models, a model

output is a vector with m elements, and each of them represents the probability of the input

being in a specific class. We use notations from previous papers [138, 122] to define a neural

network:

y = F (x) = softmax(Z(x))

, where x ∈ X and y ∈ Y . In such models, Z(x) is known as the logits and the softmax

function normalizes the values such that for an output vector y ∈ Rm, yi ∈ (0, 1) and∑
yi = 1, where yi represents the probability of the input being class i. The final output

will be the class with the highest probability.

4.2.2 Adversarial Samples

DNNs are vulnerable to adversarial samples [118]. Intuitively, an adversarial sample

is an input that is very similar to one of the correctly classified inputs (or benign inputs),

but the machine learning model produces different prediction outputs for these two inputs.

Existing works try to generate adversarial samples in two different kinds of approaches:

gradient based approach and content based approach.

Gradient based approach. Formally, given a correctly classified input x ∈ X with class

C(x) (notice that C∗(x) = C(x)), we call x′ an adversarial sample if

x′ ∈ X ∧ C(x′) ̸= C(x) ∧∆(x, x′) ≤ ϵ
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, where ∆(·) denotes a distance function measuring the similarity of the two inputs and

ϵ is the adversarial strength threshold which limits the permissible transformations. The

equation means that x′ is a valid input (x′ ∈ X) which is very similar to x (∆(x, x′) ≤ ϵ),

but the model gives a different prediction output (C(x′) ̸= C(x)). Such adversarial samples

are usually referred to as untargeted adversarial samples. Another type of attack is known

as the targeted attack. In such attacks, the output of the adversarial sample C(x′) can be a

particularly wanted class. For a given correctly classified input x ∈ X (C(x) = C∗(x)) and

a target class t ̸= C(x), a targeted adversarial sample x′ satisfies

x′ ∈ X ∧ C(x) ̸= C(x′) ∧ C(x′) = t ∧∆(x, x′) ≤ ϵ.

Thus, finding/generating adversarial samples can be viewed as optimization problems:

min ∆(x, x′) s.t. C(x′) = t ∧ x′ ∈ X (Targeted)

min ∆(x, x′) s.t. C(x′) ̸= C(x) ∧ x′ ∈ X (Untargeted).

Recent and popular adversarial attacks usually use the Lp-norm distance metric as the

∆(·) function. Three p values are commonly used in adversarial attacks, leading to L0, L2

and L∞ attacks. Previous works [122, 127, 126] have detailed comparison between them. In

summary, (1) L0 distance limits the number of dimensions an adversarial sample can alter,

but does not limit the degree of change for each dimension. As a result, such adversarial

samples tend to have fewer perturbation regions, but the change of each region is significant.

(2) L∞ distance limits the maximum change in any dimension, but does not limit the number

of altered dimensions. That is to say, the generated adversarial samples tend to have a large

number of altered regions, but the change of each region is not substantial. (3) L2 distance

(Euclidean distance) bounds the accumulated change to achieve a balance of the number of

altered dimensions and the degree of change in each dimension.

Content based approach. Another way of generating adversarial samples is to leverage

the input content and provide semantically consistent/restrained perturbations on an original

input to simulate real world scenarios. For example, images may have black spots because

of dirt on camera lens and attackers can intentionally add multiple black spots to an image
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(a) Original (b) FGSM (UT, L∞) (c) BIM (UT, L∞) (d) CW∞ (T, L∞)

(e) CW2 (T, L2) (f) CW0 (T, L0)

(g) JSMA (T, L0) (h) DeepFool (UT, L2) (i) Trojan (T, CB) (j) Dirt(UT,

CB)

(k) Lighting (UT, CB) (l) Rectangle Patching

(UT, CB)

Figure 4.1.: Adversarial images of different attacks on MNIST. T: targeted. UT: untargeted. L0,

L2 and L∞ stand for different distance metrics (gradient based attacks) and CB stands for content

based attacks. Captions are the attack names. For gradient based attacks, Figure 4.1(a) is the

original image. For each attack, the first image is adversarial and the second image highlights the

perturbations. For content based attacks, red boxes highlight the added contents.

to simulate this. Under such assumptions, the attackers do not need to calculate the ∆(·)

distance value, and avoid optimizing the distance. As such, many such adversarial samples

are human recognizable but have large ∆(·) distances. There are a number of such recent

attacks [124, 5, 139, 140].
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4.2.3 Existing Attacks

In this section, we discuss 11 existing representative attacks for DNN models, including

both gradient based attacks and content based attacks. Note that while there are adversarial

attacks for machine learning models in general [141], we focus on adversarial samples on

DNN models in this paper. In Figure 4.1, we show sample images of various attacks using

the MNIST dataset [133] to facilitate intuitive understanding. For gradient based attacks, we

show the generated adversarial samples as well as the perturbations made (i.e., the colored

regions). We use yellow to highlight small changes and red to highlight large changes. The

lighter the color, the less the perturbation. For the content based attacks, the boxed regions

represent the newly added elements to the original image.

Fast Gradient Sign Method (FGSM): Goodfellow et al. proposed the fast gradient sign

method to efficiently find adversarial samples [119]. Existing DNNs usually use piece-wise

linear activation functions such as ReLU. These functions are easy to optimize, making it

feasible to train a DNN. For such models, any change of the input is propagated to later

hidden layers till the output layer. As such, errors on inputs can accumulate and lead to

misclassification. The FGSM attack is based on this analysis and assumes the same attack

strength at all dimensions and hence an L∞ attack. Also, it is an untargeted attack. Formally,

an adversarial sample is generated by using the following equation:

x′ = x− ϵ · sign(∇xJ(F (x)))

, where ∇ represents the gradient and J(·) is the cost function used to train the model.

Essentially, it changes all pixels simultaneously at a fix scale along the gradient direction. It

can quickly generate adversarial samples as it only needs the gradient sign which can be cal-

culated by backpropagation. An adversarial sample for the attack is shown in Figure 4.1(b).

Observe that it makes small changes to many pixels.

Basic Iterative Method (BIM): The basic iterative method [120] is an improved version

of the FGSM attack. It generates adversarial samples with many iterations, and in each

iteration it updates the generated sample with the following equation:

x′
i = x′

i−1 − clipϵ(α · sign(∇xJ(F (x′
i−1)))
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, where x′
0 represents the original correctly classified input. In FGSM, a single step is taken

along the direction of the gradient sign. BIM takes multiple steps, and in each iteration,

it performs clipping to ensure the results are in the L∞ ϵ-neighborhood of the original

input. As such, it is also known as the Iterative FGSM (IFGSM). In practice, it can generate

superior results than FGSM (Figure 4.1(c)).

DeepFool: Moosavi et al. designed the DeepFool attack [123] by starting from the assump-

tion that models are fully linear. Under this assumption, there is a polyhedron that can

separate individual classes. Composing adversarial samples becomes a simpler problem,

because the boundaries of a class are linear planes and the whole region (for this class) is a

polyhedron. The DeepFool attack searches for adversarial samples with minimal perturba-

tions within a specific region by using the L2 distance. The authors also adopt methods from

geometry to guide the search. For cases where the model is not fully linear, the attack tries

to derive an approximated polyhedron by leveraging an iterative linearization procedure, and

it terminates the process when a true adversarial sample is found. In Figure 4.1(h), observe

that the changes are in the vicinity of the original object. It is an untargeted attack.

Jacobian-based Saliency Map Attack (JSMA): Papernot et al. proposed the Jacobian-

based Saliency Map Attack [121] which optimizes L0 distance using a greedy algorithm.

The attack is an iterative process, and in each iteration, it picks the most important pixel to

modify, and terminates when an adversarial sample is found. To measure the benefits of

changing pixels, the attack introduces the concept of saliency map, which calculates how

much each output class label will be affected when individual pixels are modified by using

the Jacobian matrix. The attack then changes the pixel with the largest benefits (getting the

target label). As an L0 attack, JSMA modifies a very small number of pixels as shown in

Figure 4.1(g), but the perturbation is more substantial than L∞ attacks such as FGSM or

BIM. In the mean time, it has very high computation cost (due to the need of computing the

Jacobian matrix), making it impractical for high dimension inputs, e.g., images from the

ImageNet dataset.

Carlini and Wagner Attack (CW): Carlini and Wagner proposed three different gradient

based attacks using different Lp norms, namely, L2, L∞ and L0. We refer to them as CW2,
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CW∞ and CW0 attacks, respectively. In the CW2 attack, Carlini and Wagner are also

solving the (targeted) optimization problem using the L2-norm as the distance measurement.

However, it features a few new designs to make it very effective. First of all, they use the

logits Z(·) instead of the final prediction F (·) in the loss function. This design was shown

to be critical for the robustness of the attack against defensive distillation methods [122].

Secondly, they introduced a variable α (also known as the optimal constant) to control

the confidence of the adversarial samples so that they can get a better trade-off between

the prediction and distance values. Another key design in this attack is that it maps the

target variable to the argtanh space and then solves the optimization problem. This design

enables the attack to use modern optimization solvers such as the Adam solver [142]. These

techniques allow the CW2 attack to very efficiently generate superior adversarial samples as

shown in Figure 4.1(e). Comparing with the other L2 attack DeepFool, CW2 perturbs fewer

regions with smaller changes on most pixels. Most adaptive attacks are based on similar

approaches (see §4.4.5 and §4.5).

DeepXplore Attack: In [124], Pei et al. observed that not all neurons are activated during

testing, and these (inactivated) neurons can contain unexpected behaviors. Thus they

proposed a systematic way of generating adversarial samples to activate all neurons in the

network so that it can uncover unexpected behaviors in DNNs. The proposed attacks are

leveraging semantic information (known as domain-specific constraints) to perform the

perturbation. Specifically for the image type of inputs, they propose three methods: the

Lighting attack, Rectangle Patching attack and the Dirt attack.

In the Lighting attack, the attackers change all the pixels’ values by the same amount to

make them darker or brighter. This action simulates the images taken under different lighting

conditions (Figure 4.1(k)). In the Rectangle Patching attack, a single small rectangle patch

is placed on the original image to simulate that the camera lens are occluded. Notice that

in this attack, the content in the rectangle region are controlled by the adversary, and can

be different for different images (Figure 4.1(l)). The Dirt attack adds multiple tiny black

rectangles to the image for simulating the effects of dirt on camera lens (Figure 4.1(j)).
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Trojan Attack and Adversarial Patch Attack: Liu et al. [5] proposed a systematic way to

perform Trojan attacks on DNNs. The attacker first reverse-engineers the DNN to generate a

well-crafted image patch (known as the Trojan trigger), and then retrains a limited number of

neurons with benign inputs and trojaned inputs (i.e., benign inputs patched with the Trojan

trigger, marked with the target output label) to construct the trojaned DNN. The trojaned

DNN will perform the trojaned behavior (i.e., misclassifying images to the target label)

for trojaned inputs, while retaining a comparable (sometimes even better) performance on

benign inputs. This attack essentially simulates many real world scenarios such as images

patched with watermarks or stamps.

Brown et al. [139] presented a method to create adversarial patches (conceptually

similar to Trojan triggers) which achieves similar effects with the Trojan attack mentioned

above. The difference is that it does not require retraining. From the perspective of detecting

adversarial samples, there is no difference between this attack and the Trojan attack, as we

are not aware if a model is trojaned and what the trigger is. Thus we consider them as the

same type of attack.

4.2.4 Existing Defense and Detection

Existing Defense. Defense techniques try to harden the NN models to prevent adversarial

sample attacks [143, 144]. Papernot et al. [145] comprehensively studied existing defense

mechanisms, and grouped them into two broad categories: adversarial training and gradient

masking. Goodfellow et al. introduced the idea of adversarial training [119]. It extends

the training dataset to include adversarial samples with ground truth labels. There are also

similar ideas that try to integrate existing adversarial sample generation methods into the

training process so that the trained model can easily defend such attacks [146]. However, it

requires prior knowledge of the possible attacks and hence may not be able to deal with new

attacks.

The basic idea of gradient masking is to enhance the training process by training the

model with small (e.g., close to 0) gradients so that the model will not be sensitive to
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small changes in the input [125]. However, experiments showed that it may cause accuracy

degradation on benign inputs. Papernot et al. introduced defensive distillation to harden

DNN models [138]. It works by smoothing the prediction results from an existing DNN to

train the model and replacing the last softmax layer with a revised softmax-like function to

hide gradient information from attackers. However, it was reported that such models can be

broken by advanced attacks [122, 147, 148]. Athalye et al. [149] also shows that hardening

or obfuscating gradients can be circumvented by gradient approximation. Papernot et

al. [145] concluded that controlling gradient information in training has limited effects in

defending adversarial attacks due to the transferability of adversarial samples, which means

that adversarial samples generated from a model can be used to attack a different model.

Existing Detection. Adversarial sample detection is to determine if a specific input is

adversarial. Many previous researches have studied to build detection systems [150, 151,

152, 129, 130, 153, 154, 155, 156]. We classify existing state-of-the-art works into three

major categories.

Metric based approaches. Researchers have proposed to perform statistical measurement

of the inputs (and activation values) to detect adversarial samples. Feinman et al. [128]

proposed to use the Kernel Density estimation (KD) and Bayesian Uncertainty (BU) to

identify adversarial subspace to separate benign inputs and adversarial samples. Carlini

and Wagner [157] showed this method can be bypassed but also commented this method

to be one of the promising directions. Safetynet [158] quantizes activations in late-stage

ReLU neurons and use SVM-RBF to find the patterns that distinguish adversarial and natural

samples. This approach is only tested on FGSM, BIM and DeepFool and requires adversarial

samples to find the patterns. Inspired by ideas from the anomaly detection community, Ma

et al. [131] recently proposed to use a measurement called Local Intrinsic Dimensionality

(LID). For a given sample input, this method estimates a LID value which assesses its

space-filling capability of the region surrounding the sample by calculating the distance

distribution of the sample and a number of neighbors for individual layers. The authors

empirically show that adversarial samples tend to have large LID values. Their results

demonstrate that LID outperforms BU and KD in adversarial sample detection and currently
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represents the state-of-the-art for this kind of detectors. A key challenge of these techniques

is how to define a high-quality statistical metric which can clearly tell the difference between

clean samples and adversarial samples. Lu et al. [159] have shown that LID is sensitive to

the confidence parameters deployed by an attack and vulnerable to transferred adversarial

samples. Our evaluation in §4.5 also shows that although LID is capable of detecting many

attacks, it does not perform well for a number of others.

Denoisers. Another way of detecting adversarial samples is to perform a pre-process

(denoiser) step for each input [126, 125, 160]. These approaches train a model or denoiser

(encoders and decoders) to filter the images so that it can highlight or emphasize the main

component in the image. Doing so, it can remove the noises of an image including those

added by attackers and thus correct the classification result. For example, MagNet [126]

uses detectors and reformers (trained auto-encoders and auto-decoders) to detect adversarial

samples. The method has been shown to work well on many attacks. But it is only tested on

small datasets like MNIST and CIFAR-10. Liao et al. [132] argued that these pixel guided

denoisers (e.g., MagNet) do not scale to large images such as those in the ImageNet dataset.

Thus they proposed a high-level representation guided denoiser (HGD) for large images

and achieved state-of-the-art results on ImageNet. A limitation of this kind of techniques

is that denoisers are essentially trained neural networks. Training them remains a highly

challenging problem (e.g., very time-consuming). Also, they are end-to-end differentiable,

making them potentially vulnerable to white-box attacks [127, 161]. Moreover, the quality

of denoisers depends on the training dataset and collecting a high-quality training set is also

very demanding.

Prediction inconsistency based approaches. Many other works are based on prediction

inconsistency [162, 163, 164]. Tao et al. [164] propose to detect adversarial examples by

measuring the inconsistency between original neural network and neural network enhanced

with human perceptible attributes. However, this approach requires human defined attributes

for detection. The state-of-the-art detection technique Feature Squeezing [127] achieves

very high detection rates for various attacks. The authors pointed out that DNNs have

unnecessarily large input feature space, which allows an adversary to produce adversarial
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samples. They hence proposed to use squeezing techniques (i.e., reducing the color depth of

images and smoothing the images) to generate a few squeezed images based on the seed

input. Feature squeezing essentially limits the degree of freedom available to an adversary.

Then the DNN model takes all the squeezed images and the original seed image, and

makes predictions individually. Adversarial samples are detected by measuring the distance

between the prediction vectors of the original seed input and each of the squeezed images.

If one of the distances exceeds a threshold, the seed input is considered malicious. However,

according to [127] and our experiments in §4.5, the technique does not perform well on

FGSM, BIM and some content based attacks on CIFAR and ImageNet. This is because its

performance highly depends on the quality of the designed squeezers, which remains an

open research challenge.

Furthermore, most existing works focus on detecting gradient based attacks. It is unclear

if they can detect content based attacks such as DeepXplore and Trojaning.
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4.3 Observations

In this section, we first explain existing attacks are essentially exploiting two channels

(§4.3.1). Then we discuss that guarding these channels can be achieved by invariant checking

(§4.3.2). Finally, we introduce our design details (§4.4).

4.3.1 Observations about DNN Attack Channels

We study the internals of individual layers of DNNs under the various kinds of attacks

discussed in §4.2.3. We identify they mostly exploit two channels in the models: the

provenance channel and the activation value distribution channel.

Exploiting the Provenance Channel. In our discussion, we say a neuron is activated if its

activation function (e.g., ReLU) returns a non-zero value. A (hidden) layer of a DNN can be

considered as a function that takes the activated neurons from the previous layer, performs

matrix multiplication with the weight values in the layer, and then applies an activation

function to determine what neurons are activated in the layer. We consider the relation that

the activated neurons in the preceding layer lead to the activated neurons in a given layer

the provenance of the layer.

Many attacks entail changing provenance. Intuitively, given an adversarial sample x′

that is similar to x of class A, if the goal is to make the model to misclassify x′ to B, the

provenance of x′ is often different from the typical provenance of A or B. This is usually

due to the internal instability of the model such that small changes lead to a different set of

activated neurons.

Figure 4.2 and Figure 4.3 present normal operations of a DNN. For simplicity, we only

show three layers, two hidden layers L1 and L2 and the output layer (that classifies A and B).

Figure 4.2 shows an input belonging to A and Figure 4.3 to B. The colored nodes represent

activated neurons, and white nodes represent the inactivated neurons. Darker colors denote

larger values. Observe that some neurons are only activated by inputs belonging to a certain

class [118, 165], such as nodes 1 and 6 for class A and nodes 4 and 8 for class B. There are

also a lot of neurons that are activated by both kinds of inputs such as neurons 2, 3, and
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7. The gray regions across the first two layers denote the provenance. Observe that for A,

neurons 1, 2, and 3 in L1 lead to 6 and 7 in L2; for B, neurons 2, 3, 4 lead to 7 and 8. Note

that there are many possible provenance relations even for the same class. Our example is

just for illustration.

Figure 4.5 shows the operation of an adversarial sample which is very similar to A

although it is misclassified as B. Observe neurons 1, 2, 3 in L1 lead to 7 and 8 in L2 and

eventually the misclassified label B. Namely, the provenance is different from a typical

B provenance as in Figure 4.3. The root cause is that the model is very sensitive to small

changes of neuron 1.

Trojan attack [5] is an example attack that exploits the provenance channel. The objective

of the attack is that a trojaned model must not have performance degradation for benign

inputs and the model should misclassify any input with a Trojan trigger to the target class.

As such, it changes weight values at specific layers so that the provenance has substantial

deviation in the presence of the Trojan trigger. A case study can be found in §4.5.7. L0

attacks also tend to exploit the provenance channel. These attacks introduce substantial

changes to a limited number of elements in an input (see §4.2.3). As a result, different

neurons (features) got triggered but they are not typical neurons (features) for the target

class.

Exploiting Activation Value Distribution. Some attacks may not exploit the provenance

channel. In other words, the provenance of an adversarial sample is no different from that of

a benign input. In such cases, to cause misclassification, the activation value distribution of

the activated neurons has to be different from that of a benign input. The exploitation can be

illustrated by Figure 4.6, in which the adversarial input has the same provenance as a benign

B input (Figure 4.3). However, the substantially different activation values in L2 lead to the

output value of class A larger than B.

L∞ attacks (e.g., FGSM attack in Figure 4.1(b)) limit the change degree made to

individual dimensions but do not limit the number of changed dimensions. For example,

they tend to alter a lot of pixels, but the change of each pixel is small as shown in Figure 4.1.

Thus they lead to substantially different value distributions in the first few layers. Note that
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in the first few layers, many neurons tend to be activated for both benign and adversarial

inputs so that their provenance relations do not differ much.

Some adversarial samples exploit both channels such as L2 attacks, which do not limit

the number of perturbations or the degree of each perturbation, but rather constrain the

total change using the Euclidean distance. Depending on the search procedure of an L2

attack, it may exploit either value or provenance. Some attacks (e.g., DeepXplore) even

exploit neurons that do not represent unique features for any class, leading to unique value

distribution.

4.3.2 Detection As Invariant Checking

The aforementioned DNN exploit channels are analogous to the ways that traditional

attacks exploit software defects. Exploiting the provenance channel shares similarity to

control flow hijacking [166], in which a regular execution path is hijacked and redirected

to malicious payload. Exploiting the activation value distribution is analogous to state

corruption [167], which represents a prominent kind of defective software behaviors that

cause incorrect outputs but not necessarily crashes.

A classic approach to detecting software attacks is invariant checking. Specifically, to

detect control flow hijacking, control flow integrity (CFI) techniques check control flow

invariants (i.e., the control flow predecessor of an instruction must be one of a predetermined

set of instructions). To detect state corruption, programmers explicitly add assertions to

01: def fib(n):

02:   assert(n>=0)

03:   assert(from line 6 or 10)

04:   if n == 0 or n == 1:

05:     return n

06:   return fib(n-1)+fib(n-2)

07:

08: def main():

09:   x = input('Input a number:')

10:   print fib(x)

01: def dnn(x, M): # input:x, model:M

02:   L = M.layers

03:   for i in range(1, L.size): 

04:     L[i] = L.w[i]*L[i-1]+L.b[i]

05:     for j in range(1, L[i].size):

06:     if L[i][j] < 0:

07:     L[i][j] = 0

08:     assert(PI, L[i], L[i-1])

09:     assert(VI, L[i])

10: return M

Figure 4.7.: Program invariant and DNN invariant
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check pre- and post-conditions of individual program statements. Figure 4.7 shows an

example of program invariants. It is a program that computes Fibonacci number. Observe

that at line 2, the programmer uses an assert to ensure n cannot be negative. Line 3 ensures

that there are only two possible statements that can invoke the fib() function, namely,

statements 6 and 10. Note that in many cases, such invariants are merely approximation due

to various difficulties in program analysis (e.g., dealing with variable aliasing).

DNN computation is essentially a process of taking a model input and producing the

corresponding classification output, which has a program structure like the one on the right

of Figure 4.7. It iterates through the individual layers (lines 3 to 9). For each layer, it

computes the activation values (line 4) from those of the previous layer, the weight of this

layer (i.e., L.w[i]) and a bias factor L.b[i]. After that, an activation function (we use

ReLU as an example, line 6-7 in Figure 4.7) is applied and a conditional statement is used

to determine what neurons are activated in this layer (lines 5-7). Observe that exploiting

the provenance channel is essentially altering the branch outcome of the conditional (line 6)

while exploiting activation values is changing the distribution of the computed values at line

4.

Therefore, our overarching idea is to check invariant violations during DNN computation

(lines 8 and 9 on the right). Our invariants are approximate as they cannot be precisely

specified due to the uninterpretability of DNN. They are essentially probabilistic distributions

constructed through learning. Different from other learning based techniques that require

both benign and adversarial samples, our invariants are only learned from benign samples

and their computation, and hence can provide general protection against a wide spectrum of

attacks.

Intuitively, we define the distribution of the activation values of two consecutive layers

as the provenance invariant (PI) of the layers. Later in §4.4, we show that learning such

a distribution is too expensive so that we learn a reduced model. We further define the

activation value distribution of a given layer as its value invariant (V I). Figure 4.4 shows

the PIs and V Is for the sample DNN (derived from benign inputs). Observe that the PI

of L1 and L2 is denoted as two vectors, representing neurons 1, 2, 3 leading to neurons
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6, 7 (for class A), and neurons 2, 3, 4 leading to 7 and 8 (for class B). In Figure 4.5, the

observed provenance (OP ) for the adversarial input x′, which is misclassified as B, violates

the provenance invariant (i.e., does not fit the distribution). In Figure 4.6, the observed

values (OV ) for layer L1 is substantially different from V IL1 (denoted by their different

colors), even though the OP is consistent with PI . Note that our V I technique is different

from estimating LID [131]. The estimated LID measures the distances between a sample and

a number of its neighbors whereas V I trains models to explicitly describe activation value

distributions. More importantly, as shown in the evaluation section, our PI and V I methods

are complementary, together constituting an effective and robust solution outperforming

LID.

4.4 System Design

4.4.1 Overview

Figure 4.8 shows the overview of our approach. It is a training based approach, and we

do not make any modification to the original trained model so that it does not affect the

performance of the original model. We only use the benign inputs as our training data so that

our technique is not specific to a certain attack. In step A (Figure 4.8), we collect activation

values in each layer for each training input. We then train a distribution for each layer for all

benign inputs. These distributions (e.g., V IL1 and V IL2) denote the value invariants.

Ideally for PIs, we would train on any two consecutive layers to construct distributions

of a concatenation of the activation values of the layers. However, a hidden layer may have

many neurons, (e.g., 802,816 in one of our evaluated models). Such a distribution is often

of high dimension (e.g., 2*802,816), very sparse and hence has limited predictive precision.

Thus we train a reduced model that is of lower dimension and denser. Particularly, in B , for

each layer l (e.g., L1, L2), we create a derived model by taking a sub-model from the input

layer to l and appending a new softmax layer with the same output labels as the original

model. Observe that L1’s derived model has the input layer, L1 of the original model and a

new softmax layer (dashed arrows). Then we freeze the sub-model weights, and re-train the
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softmax layer in the derived model. As it only trains one layer, it usually takes very limited

amount of time to train a derived model. Intuitively, a derived model of layer l is to predict

the output class label based on the features extracted at l. Hence, a derived model of an

earlier layer (e.g., L1) uses more primitive features while a derived model of a later layer

(e.g., L2) uses more abstract features.

In step C , we run each benign training input through all derived models, we collect

the final outputs of these models (i.e., the output probability values for individual classes).

For each pair of consecutive layers, we train a distribution for classification results of their

derived models. The trained distribution is the PI for these two layers. Essentially, we

leverage the softmax functions in derived models to reduce the dimensions of the PI models.

Intuitively, we are computing an approximate notion of the provenance, namely, how the

prediction results may change from using features in a specific layer to using features in the

next layer.

For example, assume in a model that predicts a bird, bat, or a dog, an early layer extracts

low level features such as beak, wing, tooth, feather, fur, tail, and claws whereas its next

layer extracts more abstract features such as four-leg and two-wing. The derived model of

the early layer would have a softmax that introduces strong connections from beak, feather,

claws to bird; from wing, tooth, fur to bat; and from tooth, fur, claws, tail to dog. The

derived model of the next layer associates four-leg to dog and two-wing to both bird and

bat. The PI model of the two layers hence would associate the prediction results of the

two respective layers such as ⟨bat, bat⟩ (meaning the derived models of both layers predict

bat), ⟨bat, bird⟩, and ⟨dog, dog⟩. Note that while the early layer may classify an input as

bat and then the next layer classifies it as bird, the PI model tells us that it is unlikely the

early layer says dog whereas the later layer says bird. Essentially, the PI model provides a

way of summarizing the correlations between the features across the two layers. Ideally, we

would like to train the PI models to associate the primitive features to the corresponding

abstract features (e.g., beak, feather to two-wing). However, such models would have input

space of very high dimensions, much higher than our current design. Our results in §4.5

indicate our design is very effective.
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At runtime (step D ), for each test input t (e.g., the image of 4 in Figure 4.8), besides

running the input through the original model, we also run it through all the derived mod-

els. We collect the activation values of each layer in the original model as the observed

values (OV ) (e.g., OV (L1, t) on the bottom of Figure 4.8) and the classification results

of derived models of consecutive layers (in pairs) as the observed provenance (OP ) (e.g.,

OP (L1, L2, t)). Then (step E ), we compute the probabilities D that OV s and OP s fit the

distributions of the corresponding V Is and PIs. All these D values are aggregated to make

a joint prediction if t is adversarial.

In the remainder of the section, we discuss more details of individual components.

4.4.2 Extracting DNN Invariants

We extract two kinds of invariants: provenance invariants (PI) and activation value

invariants (V I) from the internals of the DNN on the benign training inputs. These invariants

are probabilistic, represented as distributions.

Recall that each layer of a DNN model is a function. We use fk to represent the k-th

layer, and fk = σ(xk · wT
k + bk) where σ is the activation function, wk is the model weight

metrics, bk is the bias and xk is the input to this layer. Using these notations, a DNN with

n+ 1 layers can be written as:

F = softmax ◦ fn ◦ . . . ◦ f1.

The output of layer l is denoted as fl(xl). The value invariant of layer l is a function

that describes the distribution of the activation values at l for benign inputs. Hence, 0 ≤

V Il(x) ≤ 1 predicts if a model input x is benign based on the activation values at layer

l . Hence, learning the weight w of the V Il model is to solve the following optimization

problem:

min
∑
x∈XB

J(fl ◦ fl−1 ◦ . . . ◦ f2 ◦ f1(x) · wT − 1)

, where XB represents the benign inputs and J(·) an error cost function. Intuitively, we aim

to maximize the chance that V Il(x) predicts 1 for a benign input x.
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As mentioned in §4.4, to compute PIs, we leverage derived models to reduce learning

complexity and improve prediction accuracy. A derived model is constructed by taking the

first few layers of the original model and then appending them with a new softmax layer.

Thus the derived model Dl for layer l is the softmax layer, and Dl can be defined as follows:

Dl = softmax ◦ fl ◦ fl−1 ◦ . . . ◦ f2 ◦ f1.

P Il,l+1(x) predicts the probability of x being benign based on the classification outputs

of the derived models of l and l + 1 layers. Thus, training PIl,l+1 (i.e., deriving its weights

w) is an optimization problem as follows.

min
∑
x∈XB

J(concat(Dl(x), Dl+1(x)) · wT − 1)

, where concat() concatenates two vectors to a larger one.

4.4.3 Training Invariant Models

An important feature of our technique is that the invariant models (i.e., V Is and PIs) are

trained from only benign inputs, which makes our technique a general detection approach

different from existing training based approaches (see §4.2.4) that require adversarial

samples in training and hence prior knowledge about the attack(s).

We model the training problem without adversarial samples as a One-Class Classification

(OCC) problem. In OCC, most (or even all) training samples are positive (i.e., benign inputs

in our context), while there will be all types of inputs (e.g., adversarial samples from various

attacks in our context) during testing. OCC is a well studied problem [168, 169, 170]. Most

existing classification algorithms can be extended for OCC. While OCC in general is not

as accurate as techniques that leverage both positive and negative samples, it is sufficient

and particularly suitable in our context as we use multiple invariant models to make joint

decisions, which allows effectively mitigating inaccuracy in individual OCC models.

We use the One-class Support Vector Machine (OSVM) algorithm [169], which is the

most popular classification algorithm for OCC problems and has a lot of applications [171].

The basic idea of OSVM is to assume a shape of the border between different classes
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Figure 4.9.: Effects of using different SVM kernels

(represented by different kernel functions), and calculate the parameters describing the

border shape. Figure 4.9(a) uses a linear kernel function and the border of a class is assumed

to be a line. Figure 4.9(b) uses a polynomial kernel and Figure 4.9(c) uses a radial basis

function kernel (RBF). For OSVMs, the most widely used kernel is RBF. In our case, since

most values in the input space are invalid (e.g., most random images are not realistic) and

the valid inputs cluster in small sub-spaces, using the RBF kernel to achieve good accuracy.

Moreover, although RBF is expensive, we train models for individual layers and consecutive

layer pairs, which essentially breaks the entire invariant space into sub-spaces that have

more regularity. While standard OSVM outputs a single number 0 or 1 to indicate if an

input belongs to a group, we change the algorithm to output the probability of membership.

In other words, we use the trained OSVM models to measure similarity.

During production runs, given an input x, we compute V Il(x) and PIl,l+1(x) for all

possible l. In other words, we collect the probabilities of any invariant violations across all

layers. A standard OSVM classifier is further used to determine if t is an adversarial sample

based on these probabilities and report the results. Details are elided.

4.4.4 Randomization

Adversarial samples may be transferable, meaning that some adversarial samples gener-

ated for a model may cause misclassification on another model as well [172, 173]. Such a
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property makes it possible to attack a black-box system (assuming no knowledge about train-

ing data, method, process, hyper-parameters and trained weights). For example, Papernot et

al. [173, 148] proposed to use synthesized data that are labeled by querying the target model

to train a substitute model, and demonstrated that the generated adversarial samples for

the substitute model can be used to attack the target model. Moosavi-Dezfooli et al. [174]

found the existence of a universal perturbation across different images and demonstrated

that such images can transfer across different models of ImageNet. Liu et al. [175] proposed

an ensemble-based approach to generate transferable adversarial examples for large datasets

such as ImageNet. Intuitively, a DNN model is an approximation (or fitting) of the real

distribution. There is always a discrepancy between the approximation (the trained DNN

model) and reality, which is the space of adversarial samples.

While our invariant checker essentially prunes the adversarial space, the fact that our

checker is training based suggests that it is still an approximation. In other words, it is

susceptible to transferable adversarial samples just like other detection techniques. Note

that even proof-based techniques [176] suffer the same problem as they can only prove that

inputs must satisfy certain conditions. They cannot prove a model is precise as having a

precise model itself is intractable.

An effective and practical solution is to introduce randomization in the detectors. For

example, MagNet [126] trains multiple encoders beforehand, and at runtime, they randomly

select one encoder to use. In feature squeezing, Xu et al. also introduce random clip

operations in their squeezer to make the attack harder. Even though theoretically such

randomization mechanisms cannot prevent all possible attacks (especially when facing

adaptive adversaries), they were shown to be very effective in practice. With randomization,

attacks take much longer time and generate human unrecognizable inputs [126, 127].

As an integral part of our system, we also use randomization. Our randomization is based

on the observation that DNNs make decisions by looking at all activated neurons rather than

a subset of them [118, 165]. Due to the large number of contributing neurons, benign inputs

are more robust to small neuron value changes than adversarial samples. Thus when we train

V Is and PIs, we first apply a transformation function. It means that we use gl ◦ fl instead
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of fl as the input to train V Is and PIs. We prefer non-differentiable gl functions. Because

if the attacker wants to craft adversarial samples under the assumption that the adversary

knows the presence of detector, non-differentiable functions would significantly increase the

difficulty [177] due to the lack of gradient information. In contrast, our technique directly

uses the output of gl ◦ fl to train V Is and PIs, thus the introduction of gl does not affect our

training. In this paper, typical gl functions include random scaling combined with discrete

floor and ceiling functions. At runtime, we randomly select a set of gl functions and the

corresponding trained invariant models in our detector. The results of randomization are

shown in §4.5.

4.4.5 Threat Model

We assume that the adversary knows everything about the original classifier including

the trained weights so that they can construct strong attacks such as the CW attacks, and the

detector is not aware of the methods used for generating the adversarial samples. Depending

on the information of the detector exposed to the adversary, there are multiple scenarios.

The weakest attack scenario is that the adversary knows nothing about the detector. In

this case, the adversary generates the attack purely based on the original classifier. In §4.5,

we show that our detector can successfully detect a wide spectrum of such attacks.

The strongest adversary has full knowledge of our detector. Since the detector itself is

also a classifier, this makes it vulnerable to adversarial samples too [178]. Note that this

limitation is not specific to our technique as other existing detection techniques suffer the

same problem too. Under such a strong threat model, our technique has better resilience

compared to other techniques. In particular, as discussed in §4.4.4, we introduce random-

ization in our detector to improve its robustness. During training of the detectors, we first

apply different transform functions gl on activated neurons to generate multiple randomized

activation vectors. This allows us to have the flexibility of generating multiple detectors. At

runtime, we can use different detectors (or their combinations) to detect adversarial samples.

This substantially elevates the difficulty level of generating adversarial samples. In §4.5,
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we show the effects of using the randomization technique. Note that complete prevention

of adversarial samples is intractable for approximate models to which almost all practical

DNNs belong. Our goal is to have a general and practical solution to substantially raise the

bar for attackers.

4.5 Evaluation

In this section, we discuss the results of a large scale evaluation. Most experiments

were conducted on two servers. One is equipped with two Xeon E5-2667 2.3GHz 8-core

processors, 128 GB of RAM, 2 Tesla K40c GPU, 2 GeForce GTX TITAN X GPU and 4

TITAN Xp GPU cards. The other one has two Intel Xeon E5602 2.13GHz 4-core processors,

24 GB of RAM, and 2 NVIDIA Tesla C2075 GPU cards.

4.5.1 Setup

Datasets. For gradient based attacks, we performed our experiments on three popular image

datasets: MNIST [133], CIFAR-10 [134] and ImageNet [135]. MNIST is a grayscale image

dataset used for handwritten digits recognition. CIFAR-10 and ImageNet are colored image

datasets used for object recognition. For the ImageNet dataset, we used the ILSVRC2012

samples [179]. We chose these datasets because they were the most widely used datasets for

this task and most existing attacks were carried out on them.

For content based attacks, Liu et al. evaluated Trojan attack on different datasets [5]

(e.g., face recognition on LFW [136]). Besides using their face recognition data in our

case study, we also ported the attack to two MNIST models, one Carlini model [122] and

one Cleverhans model [180]. The trojaned Carlini model achieves 93% test accuracy on

normal images and 100% attack accuracy, and the trojaned Cleverhans model has around

95% test accuracy on the original dataset with 100% attack accuracy. The evaluation of

DeepXplore were conducted on their provided datasets (i.e., MNIST and ImageNet), their

pre-trained models (i.e., LeNet-1, LeNet-4 and LeNet-5 for MNIST, and VGG16, VGG19

and ResNet50 for ImageNet), and their pre-generated adversarial samples on Github [124].
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Attack. We evaluated our detection method on all the eleven attacks described in §4.2.3.

For FGSM, BIM, and JSMA attacks, we used the implementations from the Cleverhans

library [180] to generate adversarial samples, and for the other attacks, we used implementa-

tions from the authors [122, 123, 124, 5]. For the four targeted gradient based attacks (JSMA

and three CW attacks), we evaluated on two different target settings: the next-class setting

(denoted as Next in result tables) in which the targeted label is the next of the original label

(e.g., misclassify an input of digit 2 to digit 3); and the least-likely class setting (denoted as

LL), in which the target label is the most dissimilar to the original label (e.g., misclassify 1

to 8). Besides the four targeted attacks, the other seven included three untargeted gradient

based attacks (FGSM, BIM and DeepFool) and four content based attacks (Trojaning, Dirt,

Lighting and Rectangle Patching, with the last three from DeepXplore).

By default, we reused the same attack parameters used in feature squeezing [127] to

construct attack images for gradient based attacks. DeepFool attack generates unrecogniz-

able adversarial examples for the MNIST dataset and it is ignored by feature squeezing.

As discussed in §4.2.3, the JSMA attack requires heavyweight computation and does not

scale to large datasets like ImageNet. Thus we cannot test it on ImageNet. To generate

Trojan triggers for the Trojan attack, we used the same configurations (e.g., size, shape and

transparency) in their original paper [5]. DeepXplore targets to cover inactivate neurons,

and it does not have extra attack parameters. For each dataset, we randomly partitioned the

whole dataset to training data (60%, for training the detector), validation data (20%, for

evaluating the detector with various g functions mentioned in §4.4.4) and test data (20%, to

test performance). For each attack, we generated 100 adversarial samples for each model.

Models. We evaluated our technique on thirteen popular models. These models are repre-

sentatives of their kinds and used in the attacks under study [122, 124, 5]. For the MNIST

dataset, we have collected six models from the work by Carlini et al. [122], the Clever-

hans library (2 models) [180], and three different DNNs in the LeNet family [133], i.e.,

LeNet-1, LeNet-4 and LeNet-5. For the CIFAR-10 dataset, we used two models, one from

Carlini and Wagner [122] and the other from DenseNet [181, 182]. For ImageNet, we
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Table 4.1.: Performance of NIC on Gradient Based Attacks

Dataset Model OH FP FGSM BIM
CW∞

DF
CW2 CW0 JSMA

Next LL Next LL Next LL Next LL

MNIST

Cleverhans 4% 2.5% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%

Cleverhans2 3% 3.8% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%

Carlini 4% 3.7% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%

CIFAR
Carlini 9% 4.2% 100% 100% 100% 100% 91% 96% 100% 98% 100% 94% 100%

DenseNet 8% 3.8% 100% 100% 100% 100% 93% 97% 100% 97% 100% 92% 99%

ImageNet

ResNet50 28% 14.6% 100% 100% 99% 100% 92% 96% 100% 95% 100% - -

VGG19 19% 9.9% 100% 100% 97% 100% 89% 93% 100% 100% 100% - -

Inceptionv3 21% 13.8% 100% 100% 99% 100% 90% 96% 100% 100% 100% - -

MobileNets 18% 7.2% 100% 100% 100% 100% 100% 100% 100% 100% 100% - -

used five models, ResNet50 [183], VGG16 [184], VGG19 [184], Inceptionv3 [185] and

MobileNets [186, 187].

Comparison. We also compared NIC with other state-of-the-art detectors. For the metric

based approach, we compared with LID [131]. Denoisers require a lot of parameter turning.

Thus we chose to compare with well-tuned models, MagNet [126] for MNIST and CIFAR-

10, and HGD [132] for ImageNet. For prediction inconsistency based techniques, we chose

to compare with feature squeezing [127]. This paper only shows part of the comparison

results due to the space limit. The remaining results are similar. For gradient based attacks

on ImageNet, we used the Inceptionv3 model, and for MNIST and CIFAR-10, we adopted

the same model used by Carlini and Wagner [122]. The Trojan attack on MNIST was also

based on this model and the one from Cleverhans, and the attack on LFW was evaluated on

the VGG19 model provided by the original authors. For DeepXplore attacks, the paper only

shows the results for LeNet-4 and LeNet-5 on MNIST and VGG19 on ImageNet.

4.5.2 Detecting Gradient Based Attacks

Table 4.1 shows the detection accuracy of our approach on gradient based attacks.

Columns 1 and 2 show datasets and models. Column 3 shows the runtime overhead. It is
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Table 4.2.: Performance of NIC on Content Based Attacks

Dataset FP Model Dirt Lighting RP

MNIST

3.4% LeNet-1 100% 100% 100%

2.5% LeNet-4 100% 100% 100%

2.5% LeNet-5 100% 100% 100%

ImageNet

13.8% ResNet50 100% 100% 100%

15.2% VGG19 100% 100% 100%

15.9% VGG16 100% 100% 100%

Dataset FP Model Trojan - -

MNIST
3.7% Carlini 100% - -

2.5% Cleverhans 100% - -

LFW 2.4% VGG19 100% - -

measured by the average time used to run through the whole test dataset and adversarial

samples (over 10 runs). Note that since we reuse the inner layer activation values of the

original model when computing the results of V Is and PIs, invariant checking can be

largely parallel with the original model execution. Thus the overhead is not significant. As

shown in the table, for simple models (e.g., MNIST and CIFAR-10), we have less than 10%

overhead. For complex models (e.g., ImageNet), it is less than 30%. Considering that the

inference time for each image is very short (usually within a second), this is reasonable.

Column 4 presents the false positive rates (FP) using default settings on each model, i.e., the

number of benign inputs that are incorrectly detected as adversarial samples. The remaining

columns show the detection results for each attack.

As shown in Table 4.1, for the three MNIST models, NIC can detect all gradient based

attacks with 100% accuracy with less than 3.8% false positive rate on benign inputs. Also

the false positive rates of NIC on CIFAR-10 models are 3.8% and 4.2%, and the detection

rates are all over 90%. For L∞ attacks on CIFAR-10, our approach can get 100% detection

rates for all attack settings. For L2 attacks, NIC can achieve nearly 100% detection rate on

CW2 attacks, and 91%/93% detection rates on DeepFool. The results of DeepFool are not

100% because it is an untargeted attack, which has much smaller perturbations compared
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to targeted attacks. For L0 attacks, we can detect CW0 and JSMA attacks with over 92%

success rate.

For the ImageNet dataset, the detection rates show a similar pattern as the CIFAR-10

dataset. The images have a larger size and are more diverse, which makes the detection

harder. For different models, the false positive rates range from 7.2% to 14.6%. In terms of

detection rate, our detector can still achieve very high accuracy (over 90% for most cases).

4.5.3 Detecting Content Based Attacks

We also evaluated our approach on content based approaches, namely the Trojan and

DeepXplore attacks. The results are summarized in Table 4.2. The above part shows the

results of DeepXplore attacks, and the bottom part shows the results of the Trojan attack.

The table has the same structure with Table 4.1. The runtime overhead is similar and hence

elided.

As shown in the table, NIC is able to detect all adversarial samples generated by the

Trojan attack and DeepXplore attacks (100% for all cases) with a relatively low false positive

rate (less than 4% on MNIST and LFW, less than 16% on ImageNet). More details of how

they can be detected are described in §4.5.4. Similar to the gradient based attacks, NIC has

relatively high false positive rate on ImageNet than other datasets (e.g., MNIST), because of

the large image size and content diversity. The results show that NIC is capable of detecting

such content based attacks with high confidence and effectiveness.

4.5.4 NIC Invariants and Comparison

In Table 4.3, we show the comparison between NIC and other detectors (with gray

background). Each row represents a detection method and the columns contain the results

for different types of attacks (including both gradient based and content based attacks). For

NIC, we also studied the effects of using only PIs or V Is on each attack to understand how

they work. The rows are marked as PI and V I in Table 4.3. From the table, we make the

following observations.
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NIC Invariants. For most L∞ attacks, using V Is alone has better results than using PIs

alone, and using both produces the best results. This is because these attacks try to modify

a lot of pixels with a small degree of change. As a result, the OV s in the first few layers

violate V Is significantly, which makes it easy to detect. On the other hand, as the features

extracted by the first few layers are still very primitive, the generated PIs are not of high

quality. For most L0 attacks where the perturbations happen for a very limited number

of pixels, but the per-pixel change is more substantial, using PIs alone produces good

results. Using V Is are not as good because the number of activated neurons in each layer

is large but the ones perturbed are in a small number. As such, the distance between V Is

and OV s may not be sufficiently large. On the other hand, these perturbed neurons alter

the set of activated neurons in later layers, leading to PI violations. L2 attacks bound the

total Euclidean distance. As such, using PIs or V Is alone has mixed results, depending on

which channel is being exploited. Our results indicate that either of them is (or both are)

violated. Overall, using one kind of invariants alone is often not enough, and both kinds of

invariants are very important to detecting adversarial samples.

For the Trojan attack, the adversarial samples tend to have the same activation pattern

before the trojaned layer, and substantially change the prediction results at the trojaned layer,

allowing them to be detected by PIs. Thus, Trojan attacks often lead to substantial invariant

violations, which will be illustrated by a case study later in §4.5.7. The DeepXplore attacks

are designed to generate adversarial samples that try to activate inactivated neurons to

uncover hidden behaviors. Thus, it often significantly violates the invariants. In most cases,

such changes significantly alter the prediction results and violate the PIs. In the Lighting

and Rectangle Patching attacks, the perturbations are substantial, leading to significant

changes in the activation value distributions. Thus using V Is can detect most of them. In

contrast, the Dirt attack adds a limited number of black dots to the image, and some changes

are not significant. Thus using V Is alone cannot achieve very good performance.

Denoisers. Denoisers (i.e., MagNet and HGD) work well for L∞ attacks on all three

datasets. In the mean time, we found that they do not perform well on L0 attacks. This is

because these denoisers are not guaranteed to be able to remove all the noise in an image,
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and the L0 constraint limits the number of modified pixels and lowers the chance of being

denoised. For most L2 attacks, its performance is also not very good due to the same reason.

As NIC also considers the effects of such noises (e.g., a few noisy pixels will change the

activation pattern and violate the PIs), it can detect them as adversarial samples when the

effects are amplified in hidden layers.

For content based attacks, this approach can detect all adversarial samples on MNIST

and the RP attacks on ImageNet. But it does not perform well on other attacks. For Dirt

attack which modifies relatively limited number of pixels, denoisers cannot remove some

of the noises. For the Lighting attack, the whole color scheme is shifted with the same

degree and denoisers do not perform well. In many cases they actually remove parts of

the real objects. We believe it is because these parts have color patterns that are rare in the

original training set, leading to some random behaviors of the denoisers. Denoisers show

relatively good performance on the Trojan attacks as they transform the trigger to another

representation, which lowers the chance to trigger the trojaned behaviors.

Denoisers tend to have relatively high false positive rates in most cases, meaning that

the trained encoders and decoders affect the clean images especially for the colored datasets

like ImageNet. Recall that denoisers are trained models. Training them is challenging and

time-consuming. It may take more time than training the original classifier. One advantage

of NIC is that it breaks the problem into small sub-problems. The detector consists of many

small models and training them is much easier, making it more practical.

LID. For the gradient based attacks, the results of LID show that it is an effective approach

for MNIST and CIFAR-10 with 93% and 90% average detection rates, respectively. However,

it does not scale well on ImageNet, with 82% average detection rate. For the content based

attacks, LID achieves relatively good results for both the Trojan attack and the DeepXplore

attacks on the MNIST dataset, but relatively bad results on ImageNet. This is because

images in ImageNet contain more noises and the clean images also have relatively large

distances. This makes it more difficult identifying the boundaries between clean images and

adversarial images. In the mean time, we observed that its false positive rates are relatively
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high for all cases (highest on ImageNet and LFW), meaning that it tends to mis-identify

clean images as adversarial samples, which makes the detection results less confident.

Feature Squeezing. For gradient based attacks, feature squeezing achieves very good

results for a set of attacks, but does not perform very well for FGSM, BIM and DeepFool

attacks on colored datasets (CIFAR-10 and ImageNet). For extreme cases like FGSM attacks

on CIFAR-10, the detection rate of feature squeezing is about 20%. According to [127], this

is likely because that the designed squeezers are not suitable for such attacks on colored

datasets. It illustrates a limitation of feature squeezing: requiring high quality squeezers for

various models. To this end, our approach is more general.

Feature squeezing does not perform well on the Trojan attack with the detection rate

ranging from 67% to 82%, which is much lower than using our method. Through manual

inspection, it appears that after applying the squeezers, the effects of the Trojan triggers

(which lead to mis-classification) are degraded but not eliminated. As a result, many

adversarial samples and their squeezed versions produce the same (malicious) classification

results. For DeepXplore attacks, feature squeezing can detect almost all the adversarial

samples generated by the Dirt attack, which adds black dots to the images to simulate

the effects of dirt. This attack is very similar to L0 attacks, on which feature squeezing

performs very well. It cannot handle the Lighting attacks and Rectangle Patching (RP)

attacks very well. The Rectangle Patching attack is very similar to the Trojan attack except

that it generates a unique rectangle for each adversarial sample. Lighting attacks are similar

to FGSM attacks but they change pixel values more aggressively. The changes can hardly

be squeezed away.

We notice that the false positive rates of feature squeezing is relatively low. This shows

that the designed squeezers are carefully chosen to avoid falsely recognize clean images as

adversarial samples, which makes its results more trustworthy.
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4.5.5 Adaptive Adversaries

The experiments in the previous sections are to detect adversarial samples under the

assumption that the attacker is not aware of the existence of the detector (black-box attack).

As discussed in §4.4.4, we need to deal with a stronger threat model, in which the attacker

knows everything of the dataset, the trained model and the trained detector including the

method used to train them as well as the model parameters after training. Our method

against this attack model is to train multiple detectors using different g functions (§4.4.4).

At runtime, NIC randomly chooses the detector(s) to use for the final decision. During this

evaluation, we use three detectors and perform majority voting for the final decision.

We designed a CW2 based white-box attack. The basic idea is to view the two classifiers

(i.e., the original model and the detector) as a whole. In other words, we consider the output

of the detector as part of the loss function to generate adversarial samples. The original

CW2 attack tries to minimize the L2 distance of the generated adversarial sample and the

original benign image such that the two images will lead to different prediction results. With

the presence of NIC, the new attack modifies the optimization objective function. Now

we minimize the L2 distance of the two images as well as the L2 distance of the activation

neurons of the two images in each hidden layer and the prediction output vectors of the two

images from all derived models (intuitively, minimizing V I and PI violations). We choose

to make the attack untargeted, which tends to have less perturbation compared with targeted

Figure 4.10.: Adversarial Samples. 1st line shows seed inputs, 2nd line shows without detector,

3rd line shows with 1 detector. Gray boxes mean no adversarial samples found in 1000 iterations.
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Table 4.4.: NIC: Effects of Different OCC Algorithms

Detector FGSM BIM \cwi Next \cwi LL DF \cwt Next \cwt LL \cwo Next \cwo LL JSMA JSMA

5NN 14% 11% 9% 10% 4% 5% 4% 3% 1% 1% 2%

Linear 22% 20% 17% 19% 8% 12% 15% 8% 12% 22% 24%

Poly 89% 86% 79% 82% 85% 88% 89% 84% 85% 84% 86%

RBF 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%

Detector Trojan Dirt Lighting RP

5NN 26% 12% 2% 24%

Linear 32% 34% 93% 45%

Poly 94% 89% 99% 95%

RBF 100% 1005 100% 100%

attacks. As the g functions are not differentiable, we leverage a random process to find an

adversarial sample that cannot be detected before the start of the optimization procedure.

If we limit the optimal constant (used to balance the amount of perturbation and the

adversarial strength) to a rationale range, [10−3, 106], the same settings used in LID [131],

the attack fails to generate adversarial images for all cases. This demonstrates that NIC is

robust to such normal confidence attacks even under such strong white-box attack model.

Without such limits, the attack can achieve 97% success rate on MNIST and CIFAR-10. The

mean L2 distortion of successful samples is 3.98 for MNIST and 2.76 for CIFAR-10, which

is higher compared with other detectors (e.g., the L2 distortion of feature squeezing is 2.80

on MNIST for adaptive, untargeted attacks [127]). This shows that our technique increases

the difficulty of constructing adversarial samples.

Because of the complexity of the optimization objective function, it takes significantly

longer time to generate adversarial samples. We performed an experiment on a desktop

equipped with an i7-3770 3.40GHz CPU and 28 GB of RAM. Specifically, generating

a normal adversarial sample (without a detector) takes about 1 second, while generating

an attack image takes about 420 seconds on average in the presence of one detector and

around 1200 seconds on average in the presence of three detectors. This shows that such

randomization approaches do increase the difficulty of generating adversarial samples. This

result is also consistent with the findings in [177, 127]. Furthermore, the adversarial samples
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generated in the presence of a randomized detector usually have low confidence and are

human unrecognizable. Figure 4.10 shows some generated attack images. The first row is

the seed inputs, the second row shows the attack images without any detector and the last

row shows the attack images to bypass one NIC detector. We can see that many of the last

row images are not human recognizable.

4.5.6 Choice of One Class Classifiers

In this part, we evaluated the effects of using different OCC algorithms. We compared

four algorithms using the Carlini model on MNIST dataset: KNN-OCC (k=5), OSVM with

linear kernel, OSVM with poly kernel and OSVM with the RBF kernel. The results are

shown in Table 4.4. As we can see, KNN-OCC performs badly for this task, and the more

complex the kernel is, the better results the OSVM algorithm can achieve. This is because

complex kernels are more expressive and can identify the differences between clean images

and adversarial samples. Potentially, the model accuracy may be further improved with

better one-class classification algorithms.

4.5.7 Case Study

We use the Trojan attack on a face recognition model (with 2622 output labels) to

demonstrate invariant violations. The pre-trained VGG-face recognition model can be found

at [5]. We use the same datasets (VGG and LFW) to generate adversarial samples to be

consistent with the original paper [5]. Figure 4.11 shows the benign images (on the left

of each subfigure) and the image patched with the Trojan trigger (on the right of each

subfigure). The captions show the ground truth label. The trojaned model misclassifies all

the images with the Trojan trigger to the target label A.J. Buckley. The attack triggers

both value and provenance invariant violations at layer L18. The scale of the provenance

invariant violation is more substantial. Table 4.5 shows part of the PI for layers L17 and

L18 (rows 3,4), and the three OP s for the three images with the Trojan trigger (i.e., the

three rows on the bottom). Each row consists of the classification results of the derived
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(a) Mark Pellegrino (b) Steven Weber (c) Carmine Giovinazzo

Figure 4.11.: Adversarial samples for the Trojan attack

A.J.

Buckley

Mark

Pellegrino

Steven

Weber

Carmine

Giovinazzo

PI

L17 0.0001 0.8857 0.0001 0.0004

L18 0.0001 0.9023 0.0001 0.0004

OP

L17 0.001 0.8734 0.0001 0.0004

L18 0.9273 0.0001 0.0001 0.0001

L17 0.0001 0.0001 0.7234 0.0001

L18 0.9736 0.0001 0.0001 0.0001

L17 0.0001 0.0001 0.0001 0.9243

L18 0.9652 0.0001 0.0001 0.0004

Table 4.5.: NIC: PI and OP s Figure 4.12.: NIC: V I and OV s

model of L17 and the results of L18. Since it is difficult to visualize PI , we show a typical

vector value in the PI instead. Observe that the OP s are substantially different from the PI

with the differences highlighted in red. Intuitively, the PI indicates that if L17 predicates

Mark with a high confidence, L18 very likely predicts Mark with high confidence (slightly

higher or lower than the previous layer result, no significant change) too. However, the first

OP says that L17 predicts Mark with a high confidence but L18 predicts A.J. Buckley

with a high confidence. This is a clear violation. The three adversarial samples cause value

invariant violations as well (Figure 4.12). The brown region describes the V I distribution

for L18. The adversarial samples (red dots) are clear outliers. However, NIC is not able to

distinguish Trajoned models from those are simply vulnerable.
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4.6 Related Work

We have covered many adversarial sample attacks, defense and detection works in §4.2.

There are other types of attacks on machine learning models especially DNNs [188, 189, 190,

191, 192, 193]. Liu et al. [194] noticed that existing works study the perturbation problem

by assuming an ideal software-level DNN, and argued this is not enough. They investigated

adversarial samples by considering both perturbation and DNN model-reshaping (used by

many DNN hardware implementations). Xiao et al. [195] utilized generative adversarial

networks (GANs) to learn and approximate the distribution of original inputs so as to gen-

erate adversarial samples. Some works focus on applying poisoning attacks on machine

learning models [196, 197, 198, 199]. Poisoning attacks aim at downgrading or compro-

mising machine learning models by providing malicious training instances. Researchers

have also proposed attacks to steal the parameters or hyper-parameters of machine learning

models from open online services [200, 201]. Some works focus on studying the potential

privacy leakage issues of machine learning [189, 190, 202, 203, 204, 205]. Fredrickson

et al. [206, 207] proposed membership inference attacks on machine learning models by

reverse engineering models to infer information of training data. Sharif et al. [208] focused

on facial biometirc systems. They defined and investigated attacks that are physically realiz-

able and inconspicuous, and allow an attacker to evade recognition or impersonate anther

individual.

Recently, researchers proposed a few DNN verification frameworks [176, 209] that can

verify DNN properties. Katz et al. [209] proposed an SMT-solver based solution, Reluplex,

which can prove a network is δ-local-robust at input x, namely, for every x′ such that

||x− x′||∞ ≤ δ, the network always assigns the same output label. And Gehr et al. [176]

proposed AI2 based on abstract interpretation and over-approximation, and they also used

a similar local robustness property, namely, the network must assign the same label for a

region and the region is defined for the Lighting attack in DeepXplore [124]. While these

works demonstrate the potential of DNN verification, they aim to defend specific attacks.

For example, the δ-local-robustness property proposed by Reluplex may not handle attacks
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beyond the L∞ attack category whereas the local robustness property used in AI2 was

mainly for the Lighting attack in DeepXplore. To prove the aforementioned properties, the

techniques require the knowledge of attack parameters, such as δ for Reluplex and the degree

of change in Lighting attacks in DeepXplore, which may not be feasible. Moreover, these

techniques prove that DNN does not misbehave for a specific given input. In practice, it is

difficult to enumerate all possible benign inputs. Due to the cost of verification, experiments

have been conducted on small datasets. It remains unclear if such techniques can scale to

larger sets such as the ImageNet. In contrast, our technique is more general and practical.

We use one class classification (OCC) in our technique. Researchers have extensively

studied OCC [168, 169, 210, 211, 212, 213]. The most widely used method is OSVM [169,

210]. The basic idea of OSVM is to fit the data into Support Vector Machine classifiers

to find the correct boundary between positive and negative samples. There are also many

works that try to use other classifiers for OCC, such as decision trees [211], k-nearest-

neighbors [212, 213] and neural networks [170].
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5 CONCLUSION

Provenance collection and analysis is one of the most important methods for computer

forensic tasks and analyzing AI systems. In computer forensics analysis, recent APT

attacks are becoming more and more persistent and sophisticated, which calls for the new

provenance collection and analysis techniques to improve the effectiveness and efficiency of

such systems. In AI systems, deep learning model internal neuron activations potentially

can be used for adversarial sample detection. In this dissertation, I propose effective and

efficient computation system provenance tracking techniques to reduce the space and runtime

overheads and improve the dependency analysis results for enterprise environment cyber

attack forensics especially for APTs, and detecting adversarial samples in AI systems by

using internal neuron activation patterns as provenance.

In particular, we develop ProTracer, a cost-effective provenance tracing system that

features the capabilities of alternating between logging and unit-level taint propagation,

and event processing through a lightweight kernel module and a sophisticated concurrent

user space daemon. Our evaluation results show that ProTracer substantially improves

the state-of-the-art. In our experiments, it only generates 13MB audit log per day, and

0.84GB(Server)/2.32GB(Client) in 3 months with less than 7% overhead, while the generated

logs do not lose any attack-related information.

Also, we analyzed execution partitioning which is important for addressing dependency

explosion in audit logging. However, existing techniques are event loop based. They

generate too many small units, require training to detect dependencies across units, and

lack information about high level logic tasks. We propose MPI, a technique that partitions

based on high level tasks. It allows the user to annotate the data structures corresponding to

these task, and leverages compiler to instrument operations of the data structures in order to

capture unit context switches and delegations. We implemented a prototype and evaluated it

on three existing systems: Linux Audit, ProTracer and LPM-HiFi. The results show that
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MPI generates much smaller graphs with lower overhead comparing to the state-of-the-art,

and avoids broken provenance due to incomplete training.

Lastly, we propose a novel invariant based detection technique eagainst DNN adversarial

samples, based on the observation that existing attacks are exploiting two common channels:

the provenance channel and the activation value distribution channel. We develop innovative

methods to extract provenance invariants and value invariants which can be checked at

runtime to guard the two channels. Our evaluation on 11 different attacks shows that our

technique can accurately detect these attacks with limited false positives, out-perform three

state-of-the-art techniques based on different techniques and significantly increases the

difficulty of constructing adversarial samples.
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