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ABSTRACT

De, Bithi Ph.D., Purdue University, August 2019. The Role of Stratospheric Pathway
in Linking Arctic Sea Ice Loss to the Mid-latitude Circulation . Major Professors:
Yutian Wu and Wen-wen Tung.

Rapid melting of sea ice and an increased warming have been observed over the

Arctic since 1990s and is expected to continue in future climate projections. Pos-

sible linkage between the Arctic sea ice and the Northern Hemisphere mid-latitude

circulation has been studied previously but is not yet fully understood. This disserta-

tion investigates the influence of the Arctic on the mid-latitudes and the underlying

dynamical mechanisms. Specifically, we hypothesize that the stratosphere and its

coupling with the troposphere play an important role in amplifying and extending

the mid-latitude circulation response to arctic warming.

First, we assess the robustness of the stratospheric pathway in linking the sea

ice variability, specifically over the Barents-Kara Sea (BKS), in late autumn and

early winter to the mid-latitude circulation in the subsequent winter using an en-

semble of global climate model simulations. We analyze two groups of models from

the Coupled Model Intercomparison Project phase 5 (CMIP5) archive, one with a

well-resolved stratosphere (high-top models) and the other with a poorly-resolved

stratosphere (low-top models) to distinguish the role of the stratospheric pathway.

It has been found that, collectively, high-top models are able to capture the per-

sistent mid-latitude circulation response in the subsequent winter. The response in

low-top models is, however, weaker and not as long-lasting most likely due to lack

of stratospheric variability. Diagnosis of eddy heat flux reveals that stronger vertical

wave propagation leads to a stronger response in stratospheric polar vortex in high-

top models. The results robustly demonstrate that multi-model ensemble of CMIP5
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high-top models are able to capture the prolonged impact of sea ice variability on the

mid-latitude circulation and outperforms the low-top models in this regard.

We further explore the dynamical linkage between the BKS sea ice loss and

the Siberian cold anomalies using a comprehensive Atmospheric General Circulation

Model (AGCM), with a well-resolved stratosphere, with prescribed sea ice loss over

BKS region. Decomposition of dynamic and thermodynamic components suggests a

dynamically induced warm Arctic cold Siberia pattern in the winter following sea ice

loss over the BKS in late autumn. Specifically, the results show that the meridional

component of the horizontal temperature advection, from the Arctic into the Siberia,

dominates in driving a cold temperature anomaly. Additionally, we conduct targeted

experiments in order to quantitatively measure the role of the stratospheric path-

way. We find that the stratosphere plays a critical role in the tropospheric circulation

anomaly characterized by an intensified ridge-trough pattern that is attributable for

the enhanced meridional temperature advection from the Arctic into the Siberia.

Next, we extend our study to investigate the sensitivity to geographical location

of Arctic sea ice loss and associated warming in modulating the atmospheric circula-

tion. In particular, we assess the linear additivity of the regional Arctic sea ice loss

and Arctic Amplification (AA), using a simplified dry dynamical core model. We find

that the responses to regional AA over three key regions of the Arctic, i.e. Barents-

Kara Sea, East Siberia-Chukchi sea and Baffin Bay-Labrador Sea, separately, show

similar equatorward shift of the tropospheric jet but differences in the stratospheric

polar vortex. In addition, responses to regional Arctic Amplification are not linearly

additive and the residual resembles a positive Northern Annular Mode-like struc-

ture. Additional targeted experiments further diagnose the role of the stratosphere

in the non-linearity. It is found that the stratosphere-troposphere coupling plays an

important role in driving the non-linear circulation response to regional AA.

The findings of our research leads to a systematic understanding of the role of the

stratospheric pathway in modulating the mid-latitude circulation response to Arctic

sea ice loss and accompanied surface warming. Our study suggests that the repre-
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sentation of the stratosphere in climate models plays an important role in correctly

simulating the mid-latitude circulation response and could be accountable for the

some of the discrepancies among recent studies. Additionally, the result indicates

that studying the regional sea ice loss might not provide the full picture of pan-Arctic

sea ice melting and caution the use of regional sea ice to explain the recent trend.
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1. INTRODUCTION

1.1 Background

Rapid sea ice loss accompanied with amplified warming over the Arctic has been

observed in the past few decades (Screen and Simmonds, 2010). In particular, the

Arctic warming is more than twice faster compared to the global average and the trend

is expected to continue in global climate model projections (Collins and Coauthors,

2013; Serreze and Barry, 2011). The enhanced response of the Arctic to greenhouse

gas forcing is widely known as the Arctic Amplification (AA).

Specifically, the exposed open ocean water absorbs more solar radiation, and there-

fore, an increase in surface to atmosphere heat fluxes amplifies the near surface warm-

ing. Several interwined factors such as enhanced atmospheric and oceanic transport,

cloud cover and long wave radiation feedback, increased black carbon aerosol concen-

tration (Cohen et al., 2014; Collins and Coauthors, 2013; Gong et al., 2017; Pithan

and Mauritsen, 2014; Serreze and Barry, 2011, and references therein) may have also

contributed in shaping the remarkable warming trend.

In correspondence with the AA, an increasing frequency of extreme weather events

across North America and Europe, such as extreme cold snaps, heavy snow fall, in-

tense flooding, has gained scientific and socio-economic attention. A potential influ-

ence of the Arctic warming on the mid-latitude weather, specifically via atmospheric

circulation, has been suggested by numerous observational and modeling studies (see

review papers Barnes and Screen, 2015; Cohen et al., 2014; Vihma, 2014, and refer-

ences therein). There is a growing recognition that the consequences of the dramatic

sea ice melting and AA are not confined within the Arctic itself and are critically

important to the global climate system, such as persistent regional weather systems

leading to extreme floods, droughts, heat waves or cold spells are likely to increase due
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to AA (Francis et al., 2018). Nevertheless, how the AA can impact the mid-latitudes

remains inconclusive due to incomplete understanding of how the interaction mecha-

nism works (Francis, 2017; Screen et al., 2018b).

The dynamics of the Arctic and mid-latitude linkage is complex and it is hard to

disentangle among several contributing factors (Overland et al., 2016). Considerable

diversities exist in the previous modeling investigations (Screen et al., 2018b) in terms

of inconsistent results. The majority of the studies have detected a negative North

Atlantic Oscillation (NAO) or Northern Annular Mode (NAM) like pattern due to

sea ice loss (Bader et al., 2011, references therein).

It has also been suggested that the recently observed cold winter extremes over the

mid-latitudes are attributable to the declining sea ice and associated AA (Francis and

Vavrus, 2012; Kug et al., 2015; Mori et al., 2014). More importantly, an equatorward

shift of the mid-latitude jet stream associated with a weakening of the stratospheric

polar vortex have been widely documented (Jaiser et al., 2013; Kim et al., 2014; Sun

et al., 2015; Zhang et al., 2017). At the same time, others have argued that the AA

has no significant influence on the NAO variability (Screen et al., 2013) or in driving

extreme cold events over the mid-latitudes in the recent few decades (McCusker et al.,

2016; Screen et al., 2015; Sun et al., 2016). Additionally, the small sample of years in

observations makes it challenging to distinguish robust conclusion.

The sea ice loss and AA can influence the atmospheric circulation via a tropo-

spheric pathway and a stratospheric pathway (Sun et al., 2015). The transient eddy

feedback has been attributable in setting up the tropospheric adjustment to the merid-

ional temperature gradient and baroclinic instability (Screen et al., 2018a; Wu and

Smith, 2016, and references therein). The stratospheric pathway, on the other hand,

is composed of a two-way dynamical coupling mechanism that modulates the winter-

time stratospheric polar vortex, resulting in a downward influence on the tropospheric

circulation (Simpson et al., 2019).

A schematic of circumpolar stratospheric and tropospheric polar vortex during

boreal winter is shown in Figure 1.1 (adapted from Waugh et al. (2017)). Note that,
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Figure 1.1. Schematic of stratospheric polar vortex. The blue curve
shows the circumpolar stratospheric polar vortex and the red curve
shows the circumpolar tropospheric polar vortex in boreal winter.
Adapted from Waugh et al. (2017).

Figure 1.2. Schematic of climatological zonal-mean zonal wind in
January (winter) and July (summer). The diamonds mark the hemi-
spheric maximum of the zonal wind at each pressure level and the
approximate edge of the polar vortex for that hemisphere. Adapted
from Waugh et al. (2017).
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the tropospheric polar vortex exists year around while the stratospheric polar vortex

is a dominant circulation feature of the boreal winter (Fig. 1.2). The variability of the

stratospheric polar vortex and its impact on the large-scale tropospheric circulation

in boreal winter has been increasingly recognized in last two decades (e.g. Baldwin

and Dunkerton, 2001; Waugh et al., 2017). In particular, Thompson and Wallace

(1998) discovered that the variability in the stratospheric polar vortex is followed

by tropospheric circulation anomalies that spans over the hemispheric scale. The

stratosphere-troposphere coupling works in a two-way mechanism: planetary scale

Rossby waves emanating from the troposphere can propagate upward into the strato-

sphere, decelerate the stratospheric zonal wind via wave-mean flow interaction, which

in turn affects the tropospheric circulation via downward influence mechanism (Lee

and Black, 2015, and references therein). It has also been suggested that the coupling

between the stratosphere and the troposphere is an important source of predictability

of the surface weather regimes on seasonal to sub-seasonal scale (e.g. Gerber et al.,

2012, and references therein). Understanding to what extent AA affects the strato-

spheric polar vortex, and further downward influence on the tropospheric circulation

is the major focus of the thesis.

Therefore, it is crucial to better understand how the dynamics of the Arctic and

mid-latitude teleconnection works. The key purpose of this dissertation is to diagnose

1) what is the robust response of the atmospheric circulation to the Arctic sea ice

loss and AA, and 2) what is the underlying mechanism, specifically what is the role

of the stratospheric pathway in linking the Arctic to the midlatitudes.

1.2 Motivations

1.2.1 Stratospheric influence in linking AA to the mid-latitude circulation

Previously, Wu and Zhang (2010) found a lagged response in the tropospheric

circulation to autumn sea ice concentration (SIC) using observations. This delayed

time scale of about 2-4 months, when SIC leads the circulation, is much longer than
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the timescale of the troposphere. The underlying dynamics of the delayed response

is not well understood following the previously hypothesized linkage mechanisms be-

tween the Arctic and the mid-latitudes such as change in atmospheric circulation and

a wavier jet stream (Cohen et al., 2014).

Recent studies have suggested that in addition to the tropospheric pathway, the

stratospheric pathway might be attributable in linking the Arctic sea ice loss, espe-

cially over the Barents and Kara Sea (BKS), with the mid-latitude circulation (Kim

et al., 2014; Nakamura et al., 2016; Sun et al., 2015). The proposed mechanism argues

that increased planetary-scale waves, forced by reduced sea ice in late autumn, can

vertically propagate into the stratosphere and weaken the stratospheric polar vortex

(Jaiser et al., 2013; Kim et al., 2014). The anomalous stratospheric circulation can

persist for 1-2 months and later migrate downward resulting in a negative NAM-like

pattern near the surface, and thus, a prolonged circulation response in the subsequent

winter (Kim et al., 2014; Nakamura et al., 2016; Zhang et al., 2017).

In order to diagnose the wave-mean flow interaction, associated with the troposphere-

startosphere coupling, Eliassen Palm flux (EP flux) has been widely used (Edmon

et al., 1980). In a spherical-pressure coordinate, the quasi-geostrophic EP flux is

written as ~F = [Fφ, Fp], where Fφ = −acosφ < u∗v∗ >, Fp = afcosφ<v
∗θ∗>

<θ>p
, f is Cori-

olis parameter, θ is potential temperature, u and v are the zonal and meridional wind

velocities, angle brackets denote zonal average, and asterisk denotes deviation from

zonal average. The direction of the flux vectors generally indicates the propagation of

waves and the flux divergence measures the wave forcing on the zonal wind. Specif-

ically, the upward propagation phase is characterized with enhanced planetary scale

wave propagation into the stratosphere from the troposphere and the convergence of

EP flux and the weakening of the stratospheric polar vortex. The downward coupling

mechanism has been extensively investigated previously (for example Simpson et al.,

2009).

Although the delayed impact of the BKS SIC via the stratosphere has been pre-

viously studied, it has been derived using single model simulation (Kim et al., 2014;
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Nakamura et al., 2016; Zhang et al., 2017) or a limited period of observations (Yang

et al., 2016). In addition, inconsistent circulation responses, such as a stronger polar

vortex or a positive NAO like pattern (Cai et al., 2012; Cassano et al., 2014; Screen

et al., 2013; Strey et al., 2010), due to SIC loss contradicts the hypothesis. There-

fore, re-visiting the stratosphere-troposphere coupling mechanism is important for a

robust understanding of how the delayed circulation response to BKS SIC works. Fol-

lowing Screen et al. (2018b), we advocate that ensemble of simulations from diverse

coupled models can provide valuable insights into the physical mechanism, by min-

imizing the biases due to a specific model physics and experimental design. In this

dissertation, we investigate the stratosphere-troposphere coupling mechanism using

a group of high-top models with well-resolved stratosphere and a group of low-top

models with poorly-resolved stratosphere. We compare the responses between the

two groups through the chain of events linking the autumn BKS SIC variability to

the mid-winter circulation anomaly. The consistent differences allow us to uniquely

distinguish the role of the stratospheric pathway in a multi-model framework.

1.2.2 Dynamical linkage between Barents-Kara Sea sea ice loss and a

colder Siberia

The impacts of the Arctic sea ice loss, especially over the BKS region, on the

mid-latitude circulation via a stratospheric pathway have been widely documented

(De and Wu, 2018; Kim et al., 2014; Nakamura et al., 2016; Zhang et al., 2017, for

example).

Although, it is still inconclusive, whether and how the rapid sea ice decline and

associated surface warming over the Arctic can influence the recently emerged cold

temperature anomalies over the adjacent northern continents (Shepherd, 2016), which

has been referred as the “Warm Arctic Cold Siberia (or Continents)” (WACS) pat-

terns (Overland et al., 2011). A potential linkage between the rapid sea ice decline and

AA and the cold winter events has been proposed previously (Kug et al., 2015; Mori
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et al., 2014; Vihma, 2014). However, the connection has been opposed by some stud-

ies suggesting that the extreme cold events are likely associated with the atmospheric

natural variability (McCusker et al., 2016; Screen et al., 2015, for example). The con-

flicting results indicate that the relation between the Arctic and colder Siberia is still

inconclusive. Additionally, to what extent the troposphere-stratosphere interaction

can influence the Siberian cooling has not been explored.

Therefore, to explicitly assess the role of BKS sea ice decline on Siberian temper-

ature, we use a comprehensive AGCM with a well resolved stratosphere and perform

model experiments forced with BKS sea ice decline. We analyze the temperature bud-

get and examine the relative contributions of the thermodynamical and dynamical

components to induce the total temperature response.

Additionally, the study performs targeted experiments to explicitly quantify the

role of the stratosphere-troposphere coupling in driving the large-scale circulation

anomaly.

1.2.3 Impacts of regional Arctic amplification on the mid-latitudes

The first two sections in this dissertation complement previously hypothesized

linkage between the BKS region and the mid-latitudes by providing insights into the

underlying dynamical mechanisms via a stratosphere-troposphere interaction. How-

ever, it is important to note that the atmospheric circulation response is sensitive to

the geographical location and spatial pattern of the Arctic sea ice loss (Pedersen et al.,

2016; Screen, 2017; Screen et al., 2018b; Sun et al., 2015). For example, a stronger

stratospheric polar vortex has been found due to SIC loss confined over the Pacific

sector of the Arctic in contrast to a weaker stratospheric polar vortex associated with

BKS SIC loss (McKenna et al., 2018; Sun et al., 2015). Nevertheless, the major-

ity of the existing observational and modeling studies have explored the influence of

pan-Arctic and BKS sea ice loss and associated AA on the mid-latitude weather and
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Figure 1.3. The regional mask around the Arctic provided by the
National Snow and Ice Data Center (NSIDC). It includes Arctic
Ocean, Barents and Kara Seas, Greenland Sea, Baffin Bay/Davis
Strait/Labrador Sea, Gulf of St. Lawrence, Hudson Bay, Canadian
Archipelago, Bering Sea, and Sea of Okhotsk. Adapted from Ahn
et al. (2014).
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climate (Kim et al., 2014; McCusker et al., 2016; Mori et al., 2014; Screen et al., 2015)

and less attention has been made on sea ice loss over different locations.

Additionally, whether resolving the stratospheric pathway can explain the ob-

served trend (Shepherd, 2016) is still complicated, primarily because the sensitivity

of the atmospheric circulation response to the magnitude and geographical location of

the sea ice loss (McKenna et al., 2018; Screen, 2017; Sun et al., 2016). Large internal

variability in the atmospheric circulation has also been reported that makes the rela-

tion between AA and the observed trend questionable (McCusker et al., 2016; Ogawa

et al., 2018). Therefore, it is necessary to explore how the impacts of the regional sea

ice loss interact among themselves and thus, influence the mid-latitude atmospheric

circulation.

Recently Screen (2017), in a comprehensive modeling investigation, has suggested

that the response to pan-Arctic sea ice loss can not be reproduced by linear addi-

tion of regional responses, however, the underlying dynamics remains unexplained.

This gap motivates us to further explore the linear additivity of atmospheric cir-

culation response to regional AA. In this section of the dissertation, we specifically

investigate the dynamical mechanisms underlying the non-linearity, using a simplified

AGCM. In order to that, we focus on three key regions of the Arctic i.e. Barents-Kara

Sea, Baffin Bay/Labrador Sea and East Siberia/Chukchi Sea (see fig. 1.3). In addi-

tion, we conduct additional targeted experiments to explicitly distinguish the role of

stratosphere-troposphere coupling in the non-linear circulation response to regional

AA.

1.3 Outline

The thesis is composed of 5 chapters. In chapter 2, we present that stratosphere-

troposphere coupling is the key in linking Arctic sea ice loss to the mid-latitude cir-

culation. We explore the robustness of the hypothesized dynamical mechanism using

an ensemble of simulations from diverse modeling groups in the CMIP5 experiments.
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The chapter 3 demonstrates that a colder Siberia is dynamically induced due to BKS

SIC loss in a comprehensive AGCM. Specifically, we show an important contribution

of the stratosphere-troposphere coupling in driving the cold temperature anomalies

over Siberia. In chapter 4, we exhibit whether responses to the regional Arctic am-

plification are linearly additive in a simplified dry dynamical core model. Targeted

perturbation experiments demonstrate the underlying dynamical mechanisms of non-

linear responses to regional AA. Finally in chapter 5, we present the conclusion of

this dissertation by summarizing the results. We also discuss about the importance

of our work and possible future directions.
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2. ROBUSTNESS OF THE STRATOSPHERIC PATHWAY IN

LINKING THE BARENTS-KARA SEA SEA ICE VARIABILITY

TO THE MID-LATITUDE CIRCULATION IN CMIP5 MODELS

A version of this chapter has been published in Climate Dynamics Journal.

Reference: De, B. & Wu, Y. Clim Dyn (2018). https://doi.org/10.1007/s00382-018-

4576-6

DOI: 10.1007/s00382-018-4576-6

2.1 Introduction

The Arctic has experienced an unprecedented and accelerated sea ice loss and

warming in the recent decades (Screen and Simmonds, 2010), which is widely known

as the Arctic Amplification (AA). Global climate model simulations have projected

a likelihood of further warming by the end of the current century with a doubling

of near surface temperature increase over the Arctic compared to the global average

(Collins and Coauthors, 2013). The AA peaks in early winter possibly due to ice-

albedo feedback with retreat of sea ice in the fall. However, contributions from

enhanced atmospheric moisture and oceanic transport, cloud cover and longwave

radiation feedback (e.g., Cohen et al., 2014; Collins and Coauthors, 2013; Gong et al.,

2017; Lu and Cai, 2009; Pithan and Mauritsen, 2014) are also important in shaping

the emerging pattern.

It has been widely documented that sea ice variability, especially over the Barents

and Kara Sea (BKS), could significantly alter the mid-latitude atmospheric circulation

in the Northern Hemisphere (NH) (see review papers by Barnes and Screen, 2015;

Cohen et al., 2014, and references therein). A majority of the studies have detected
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a negative North Atlantic Oscillation (NAO) or Northern Annular Mode (NAM)-

like pattern and a weakening of the stratospheric polar vortex as a result of sea ice

loss. Nevertheless, considerable diversities still exist among the modeling studies (see

a review paper by Screen et al., 2018b) - some authors found a positive NAO-like

pattern (Screen et al., 2014) and a stronger polar vortex (Cai et al., 2012), while

others suggested no significant impact on the NAO variability (Screen et al., 2013).

In addition, from observations, autumn sea ice concentration (SIC) over the Arctic

is found to precede the mid-latitude tropospheric circulation by about 2-4 motnhs

(Wu and Zhang, 2010). However, the dynamical mechanism that accounts for this

prolonged remote impact of sea ice variability is not well understood. Previous studies

(e.g., Kim et al., 2014; Nakamura et al., 2016; Sun et al., 2015; Wu and Smith,

2016) have suggested that, in addition to the tropospheric pathway, the stratospheric

pathway might also be potentially important in linking the late autumn early winter

sea ice loss with the mid-latitude circulation via troposphere-stratosphere coupling,

and therefore could probably explain the prolonged tropospheric circulation response

(Zhang et al., 2017).

Similar to the mechanism that links October snow cover over Eurasia to mid-

latitude winter (Cohen et al., 2010; Smith et al., 2010), recent studies have suggested

that more planetary-scale waves, forced by reduced sea ice and enhanced warming in

early winter, can propagate vertically into the stratosphere, increase the polar cap

geopotential height and weaken the stratospheric polar vortex (Jaiser et al., 2013;

Kim et al., 2014). The anomalous stratospheric circulation can persist for about

1-2 months and later descend into the troposphere, resulting in negative NAM-like

pattern near the surface (Kim et al., 2014; Nakamura et al., 2016; Sun et al., 2015).

In particular, to explore the role of the stratosphere, Sun et al. (2015) performed

a set of prescribed sea ice loss experiments using the Whole Atmosphere Community

Climate Model version 4 (WACCM4), a high-top model with a well-resolved strato-

sphere, along with identical experiments using the Community Atmosphere Model

version 4 (CAM4), the low-top counterpart with a poorly-resolved stratosphere de-
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veloped at National Center for Atmospheric Research (NCAR). Both the high-top and

low-top models have similar physics and horizontal resolution, however, they differ

in vertical extent. In that study, statistically significant negative NAM-like response

was found in the tropospheric circulation in late winter in WACCM4 with future pro-

jection of pan-Arctic sea ice decline while the response was much weaker in CAM4.

Therefore, they suggested that the stronger circulation response in WACCM4 is likely

due to the better representation of the stratosphere. Additionally, we note that most

of the modeling studies that exhibit a negative NAO or a weakened polar vortex used

high-top models with realistic simulation of the stratosphere (e.g. Nakamura et al.,

2016; Wu and Smith, 2016; Zhang et al., 2018). The studies that can not reproduce

a tendency for the negative NAO or weakened polar vortex used low-top models with

poorly represented stratosphere (Cai et al., 2012; Screen et al., 2013).

Specifically, it has been proposed that the BKS SIC retreat could induce a long

lasting effect on the tropospheric circulation through the stratospheric pathway (Naka-

mura et al., 2016; Zhang et al., 2017). However, so far, the remote effects of BKS

SIC variability via troposphere-stratosphere coupling have been studied using single

climate model simulations (Kim et al., 2014; Nakamura et al., 2016; Screen, 2017;

Zhang et al., 2017) and limited period of observations (Kim et al., 2014; Yang et al.,

2016). Recently, it has been strongly advocated that simulations from diverse coupled

models, using as many models as possible, are necessary to examine the robustness

of the results (Screen et al., 2018b, and references therin). The Coupled Model In-

tercomparison Project phase 5 (CMIP5) experiments represent an excellent resource

for multi-model study to assess the robustness of the stratospheric pathway, which

has remained poorly explored in this regard. In this study, our goal is to revisit the

prolonged impact of the BKS SIC variability and assess the robustness of the mecha-

nism of the stratospheric linkage from diverse coupled model simulations. Moreover,

our aim is to explicitly demonstrate the responses in planetary scale waves to SIC

variability to better understand the troposphere-stratosphere coupling in multi-model

ensemble settings.
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Therefore, in this study, we shall use an ensemble of global climate models that

participated in the CMIP5 experiments, focus on year-to-year variability and ex-

amine whether there is any significant difference between the high-top and low-top

models. Earlier Charlton-Perez et al. (2013) documented that the stratospheric dy-

namical variability is under-represented in CMIP5 low-top models as compared to

high-top models. Therefore, it is expected that differences can be seen between high-

top and low-top models in their representation of the stratospheric pathway, i.e. the

stratosphere-troposphere coupling that links the Arctic with the mid-latitudes. In

this study, our key research questions include:

1. How well do CMIP5 models simulate the stratospheric pathway in linking the

BKS SIC variability with the mid-latitude circulation?

2. Does the impact of BKS SIC variability differ between high-top and low-top

models and what is the underlying mechanism?

Our study uniquely explores to what extent the circulation responses may be solely

the result of BKS SIC variability via stratospheric pathway in the two groups of

the models. The chapter is organized as follows. Section 2.2 discusses about the

CMIP5 model outputs and diagnostics. Section 2.3 describes the prolonged impact

of BKS SIC variability on the mid-latitude circulation and surface air temperature

and exploits the dynamics in high-top and low-top models. Section 2.4 concludes the

study. The results presented here have been published in De and Wu (2018).

2.2 Data and Methods

2.2.1 Observations

ERA-Interim reanalysis data produced by the European Center for Medium-Range

Weather Forecasts (ECMWF) (Dee and Coauthors, 2011) has been used to represent

the atmospheric circulation in Figure A2. We use the monthly 700 hPa zonal wind

in 1.5◦ longitude × 1.5◦ latitude horizontal resolution for the period of 1979-2014. In
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Table 2.1.
Horizontal resolution, model top height and vertical resolution of the
high-top models from CMIP5 archive analyzed in this study.

Number Models Resolution (lat × lon) Lid Heights Vertical Levels

1 CanESM2 2.7906◦ × 2.8125◦ 1 hPa 35

2 CESM1-WACCM 1.88◦ × 2.5◦ 5.1× 10−6 hPa 66

3 GFDL-CM3 2◦ × 2.5◦ 0.01 hPa 48

4 HadGEM2-CC 1.25◦ × 1.875◦ 0.01 hPa 60

5 IPSL-CM5A-LR 1.8947◦ × 3.75◦ 0.04 hPa 39

6 IPSL-CM5A-MR 1.2676◦ × 2.5◦ 0.04 hPa 39

7 MIROC-ESM 2.79◦ × 2.81◦ 0.0036 hPa 80

8 MIROC-ESMCHEM 2.79◦ × 2.81◦ 0.0036 hPa 80

9 MPI-ESM-LR 1.8653◦ × 1.875◦ 0.01 hPa 47

10 MRI-CGCM3 1.12148◦ × 1.125◦ 0.01 hPa 48

addition, we use monthly SIC derived from the passive microwave satellite data using

bootstrap algorithm during the same time period. The SIC dataset is available in

448 × 304 horizontal (25 km mesh) grid in the NASA National Snow and Ice Data

Center Distributed Active Archive Center (Comiso, 2000). We focus on the year-

to-year variability by removing the long-term linear trend from observations for all

variables.

2.2.2 CMIP5 models

We analyze models with a well-resolved stratosphere (high-top models) and mod-

els with a poorly-resolved stratosphere (low-top models) in the CMIP5 pre-industrial

control experiments (Taylor et al., 2012). The pre-industrial control experiments are

forced with only natural forcings, i.e. solar radiation, natural aerosols and green-

house gas concentrations that imitate the conditions prior to 1850 and do not have
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Table 2.2.
Horizontal resolution, model top height and vertical resolution of the
low-top models from CMIP5 archive analyzed in this study.

Number Models Resolution (lat × lon) Lid Heights Vertical Levels

1 bcc-csm1.1 2.7906◦ × 2.8125◦ 2.917 hPa 26

2 CCSM4 0.9424◦ × 1.25◦ 2.19 hPa 27

3 CNRM-CM5 1.4008◦ × 1.40625◦ 10 hPa 31

4 CSIRO-Mk3.6.0 1.86◦ × 1.87◦ 4.5 hPa 18

5 INM-CM4 1.5◦ × 2◦ 10 hPa 21

6 GFDL-ESM2M 2.02◦ × 2.5◦ 3 hPa 24

7 GFDL-ESM2G 2.02◦ × 2◦ 3 hPa 24

8 HadGEM2-ES 1.25◦ × 1.875◦ 3 hPa 38

9 MIROC5 1.4008◦ × 1.406◦ 3 hPa 40

10 NorESM1-M 1.8947◦ × 2.5◦ 3.54 hPa 26

anthropogenic contributions, which would allow us to solely examine the impact of

natural variability. In addition, significantly long span of model integrations in pre-

industrial control experiments helps to improve the signal to noise ratio (Furtado

et al., 2015). We select the models based on the availability of all variables, including

monthly zonal and meridional wind, geopotential height and surface air temperature,

and follow Charlton-Perez et al. (2013) to divide the models into high-top and low-top

groups. The 10 high-top models are listed in Table 2.1 and the 10 low-top models are

listed in Table 2.2. The two groups of models differ significantly in model top height

and vertical resolution but not in horizontal resolution (as shown in Tables 2.1 and

2.2). We compare the average of the high-top and low-top models over the whole

available time period.

The classification into two groups is solely based on Charlton-Perez et al. (2013),

where the model lid height at 1 hPa is the threshold between the high-top and low-top.
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Previously, Sassi et al. (2010), using two versions of a state-of-the art climate model

with different resolution of the middle atmosphere, documented that both models

simulate similar zonal mean zonal wind and temperature during winter, except that

the low-top model has a stronger zonal wind and a colder polar vortex at middle

stratosphere compared to the observations (see their Fig. 2). They suggested that

the difference in zonal mean circulation is primarily due to the reflection of planetary

waves from the lid of the low-top model. Charlton-Perez et al. (2013) also found that

the two groups simulate similar mean state climate and similar biases characterized

with warm biases near the tropical tropopause (around 100 hPa) and cold biases near

the extratropical tropopause (near 250 hPa), except at the region near the model top.

Additionally, they revealed that the difference between the two groups maximizes in

the extratropical middle stratosphere when the stratosphere is dynamically active (i.e.

winter). Specifically, in a multi-model ensemble study, Lee and Black (2015) showed

that the general structure of winter climatology of the zonal-mean zonal wind in

the two groups resembles the observations although the intensity of both subtropical

jet and polar night jet is stronger in the CMIP5 models (see their Fig. 1). They

also found that the vertical extent of the polar vortex in the low-top models are

shallow which may alter the refractive index for planetary wave propagation due to

weaker lower stratospheric winds. In contrast to the mean climate, the stratospheric

variability on daily and inter-annual time scale is weaker in the low-top model group,

which can affect the troposphere-stratosphere coupling (Charlton-Perez et al., 2013).

2.2.3 Diagnostics

We focus on the late autumn and early winter SIC variability over the BKS

region(70◦–82◦N, 15◦–100◦E), specifically during November and December (ND) fol-

lowing previous studies (Hoshi et al., 2017; Kim et al., 2014; Yang et al., 2016; Zhang

et al., 2017). We define BKS SIC index using the standardized SIC anomaly aver-

aged during ND, area-averaged over the BKS region. Here we reverse the sign of the



18

Figure 2.1. Regression of 700 hPa zonal wind anomaly (in m/s per 1
standard deviation of BKS SIC loss) during February on the normal-
ized BKS SIC variability in the previous November and December
in (a) high-top models and (b) low-top models (color shadings and
white contours with contour interval of 0.04 m/s), respectively. The
dashed black line indicates the climatological jet position. The BKS
region is highlighted in thick black box. The dots imply that at least
80% of the models agree on sign of change. (c) and (d) are similar to
(a) and (b) but for 500 hPa geopotential height (color shadings and
white contour with contour interval of 0.5m) during February in lower
panel.
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SIC index to emphasize the effect associated with sea ice loss. We perform lagged

regression analysis between the BKS SIC index and winter time atmospheric vari-

ables to identify the possible impact of SIC loss on the atmospheric circulation in

the subsequent months. We note that the variations of the monthly simulated BKS

SIC among different models are comparable between the two groups and the models

can approximately reproduce the observed detrended BKS SIC variability within the

multi-model spread (Fig. A.1). We find that the regression results remain robust

while using October-November BKS SIC (not shown) instead of ND BKS SIC index.

In order to further diagnose the two-way troposphere-stratosphere coupling, we

examine the variability of polar cap zonal mean zonal wind, area-averaged between

50◦–70◦N. In addition, we examine the zonal mean eddy heat flux [v∗T ∗] at 100 hPa

to diagnose the upward wave propagation (Hoshi et al., 2017; Polvani and Waugh,

2004; Simpson et al., 2009). Here, v and T are monthly meridional wind and air tem-

perature, respectively, and the bracket and asterisk denote zonal mean and deviation

from zonal mean, respectively.

We interpolate each model into a common grid of horizontal resolution of 2◦

longitude × 2◦ latitude to calculate multi-model mean. We estimate the agreement

among models by examining if at least 80% of the models agree on the sign of the

response. The statistical significance in observations is calculated using the students

t-test at the 95% confidence level. We also find that the differences between the two

groups of the models remain unchanged by varying the subsample of the models from

the two groups (not shown). Additionally, we find that normalizing both the BKS

SIC and the atmospheric variables does not change the conclusion (not shown).

2.3 Results

2.3.1 Prolonged response in tropospheric circulation

First, we examine the mid-latitude circulation response associated with BKS SIC

variability in the observations (Fig. A.2). The observations show a long-lasting im-
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Figure 2.2. Monthly evolution of zonal mean zonal wind (in m/s per 1
standard deviation of BKS SIC loss) averaged between 50◦–70◦N from
November to April, due to BKS SIC loss in November and December
in (a) high-top models and (b) low-top models (color shadings). The
red circles represent minimum value for each pressure level. The black
dots indicate that at least 80% models agree on sign of change.

pact of late autumn early winter SIC variability on the atmospheric circulation well

into mid winter (January to March). Figure A.2 shows the regression of observed

detrended 700 hPa zonal wind onto the BKS SIC index from December to subse-

quent April. We find an equatorward shift of the tropospheric jet associated with a

pronounced weakening on the poleward flank of the climatological jet. The signal is

more pronounced over the North Atlantic-European sector from January to March

and disappears in April. We note that the response in tropospheric jet, is not syn-

chronized with the SIC variability, but rather maximizes in the subsequent January

to March. Next we explore whether state-of-the-art coupled climate models can sim-

ulate the lead-lag relationship and whether there is any significant difference between

high-top and low-top models.

Figure 2.1 shows the mid-latitude circulation response associated with BKS SIC

variability in CMIP5 multi-model mean during February, as an example. The high-top

models show a long-lasting impact that the atmospheric circulation associated with

late autumn early winter SIC variability persists well into mid winter (February).
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Figure 1ab show the regression of 700 hPa zonal wind onto the BKS SIC during

February, for two groups of models, respectively. We find a weakening on the poleward

flank of the climatological jet for both groups. In addition, more importantly, the

high-top multi-model mean (Fig. 2.1a), with well resolved stratosphere, shows a

stronger weakening of the tropospheric jet over the North Atlantic-Europe sector,

however, the deceleration of the tropospheric jet in this region in low-top multi-model

mean (Fig. 2.1b) is much weaker. It is difficult to compare the model simulations with

the observations due to the differences in the length of the time series and forcings,

but the pattern of the high-top multi-model mean shows a closer resemblance to the

observations, especially the jet weakening response over the North Atlantic sector

(Fig. A.2c), as compared to the low top multi-model mean.

In addition, we also show the regressed 500 hPa geopotential height field and find

similar differences between the two groups of models (see Fig. 2.1c and 2.1d). A

negative NAM-like pattern is seen with positive geopotential height anomaly over

the Arctic and negative geopotential height anomaly over the North Atlantic region

for both groups. However, high-top models (Fig. 2.1c) show a more pronounced

geopotential height anomaly compared to low-top models (Fig. 2.1d), especially over

the polar region of the North Atlantic sector. A similar negative NAM-like pattern

is found in observations (not shown).

Previously, Furtado et al. (2015) studied the dynamical linkage between October

snow cover over Eurasia and Arctic Oscillation (AO) in winter and found that CMIP5

models lack a robust lagged response compared to observations. Following Charney

and Drazin (1961), they argued that the background zonal mean state in models may

be responsible for the weaker propagation of the vertical component of wave activity

flux that is proportional to the meridional heat flux and the subsequent stratospheric

variability. It is possible that the circulation response can be sensitive to the basic

state of the model (Bader et al., 2011; Kidston and Gerber, 2010), which can result

in high-top and low-top differences. For example, Kidston and Gerber (2010) men-

tioned that an equatorward bias in climatological jet-position can result in enhanced
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Figure 2.3. Similar to Fig. 2.1 but for 100mb eddy heat flux (color
shadings, in K · m/s per 1 standard deviation of SIC loss) in De-
cember in (a) high-top models and (b) low-top models, respectively.
The black contours (with a contour interval of 4 K ·m/s) indicate cli-
matological poleward heat flux where positive values are solid while
negative values are dashed. (c), (d) and (e), (f) are similar to (a)
and (b) but for wave-1 and wave-2 100mb eddy heat flux response
(color shadings), respectively. The black contours have an interval of
1 K ·m/s in (c), (d), (e) and (f).
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poleward shift of the jet. Therefore, here we examine whether differences in climato-

logical jet latitude and jet speed in models affect the anomalous zonal wind over the

North Atlantic and the inter-model spread. We define the jet response as the change

of jet speed over the region (45◦–90◦N and 315◦–360◦E) with the strongest weakening

of the jet in the North Atlantic sector. To calculate climatological jet statistics, we

zonally average the 700 hPa zonal wind over the North Atlantic sector (45◦–90◦N and

270◦–360◦E), interpolate into a finer latitudinal grid of 0.05◦ and define the maximum

zonal wind speed as the jet speed and the corresponding latitude as the jet latitude.

We find that neither group of models shows any significant correlation between the jet

response and the climatological jet-latitude (Fig. A.3a). Although, we find a moder-

ate yet statistically insignificant negative correlation between the jet response and the

climatological jet speed in low-top models which suggests that low-top models with a

faster climatological jet are more likely to produce a larger slowdown of the jet speed

to sea ice variability (Fig. A.3b). However, lack of robustness in this relationship is

in contrast with the statistically robust circulation response as shown in Figure 2.1.

Hence, we argue that the differences in circulation response between high-top and

low-top models are not likely related to differences in climatology, but instead, are

attributed to the representation of the stratospheric pathway (to be discussed next).

2.3.2 Dynamics of troposphere-stratosphere coupling

The previous section presented the differences between CMIP5 high-top and low-

top models in simulating the impact associated with the BKS SIC variability on the

midlatitude circulation. In this section, we attribute the differences between high-

top and low-top models to the stratospheric pathway. Figure 2.2 shows the monthly

evolution of polar cap zonal mean zonal wind from November to April associated

with BKS SIC variability. We find that both groups of models simulate a weaken-

ing of the stratospheric polar vortex but with different strength. In the high-top

multi-model mean, the weakening of the stratospheric polar vortex starts in Decem-
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Figure 2.4. Wave-1 geopotential height regression (per 1 standard
deviation of BKS SIC loss) at 500 mb (color shadings) and 50mb
(black contours with contour interval of 0.5 m) during December (a
and b) and February (c and d), respectively. Contour interval is 0.5
m. Positive values in contours are solid brown while negative values
are dashed blue and the zero contour is omitted. The solid brown dot
and solid blue dot represent the maxima and minima at 60◦N, as an
example, at 500mb. The solid red dot and solid black dot represent
the corresponding maxima and minima at 50mb, respectively.
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ber, maximizes in January at 10 hPa and gradually migrates downward reaching the

lower troposphere in February (Fig. 2.2a). The downward descent of the strato-

spheric circulation response indicates possible stratosphere-troposphere coupling in

mid-winter. However, in the low-top multi-model mean, the weakening of zonal wind

is weaker and the tropospheric response is short-lived and disappears after January

(Fig. 2.2b). Previously, Charlton-Perez et al. (2013) documented that the key reason

behind short-lived tropospheric response in low-top models is the lack of stratospheric

dynamical variability which results in reduced e-folding time scale of NAM-like signal.

To better understand the stronger weakening of the stratospheric polar vortex in

high-top models compared to low-top models, we study the eddy heat flux at 100 hPa,

which provides a diagnostic measurement of troposphere-stratosphere coupling (Kim

et al., 2014; Polvani and Waugh, 2004; Sun et al., 2015). We choose December as

the upward propagation phase, which is during the forcing period (ND) and coincides

with the onset of the weakened polar vortex (Fig. 2.2). In the multi-model mean, an

anomalous upward heat flux is seen in December in both high-top and low-top models

(Fig. 2.3ab). It primarily occurs in the vicinity of Eastern Eurasia (EE) region (50◦-

80◦N, 140◦-160◦W) and Central Eurasia (CE) region (50◦-80◦N, 50◦-90◦E), which

collocates with the climatological maxima of eddy heat flux. These two regions were

also found as two important centers of action for linear constructive interference

and troposphere-stratosphere coupling in Hoshi et al. (2017). Following an enhanced

upward heat flux anomaly, the weakening of the stratospheric polar vortex reaches its

maximum during January (Fig. 2.2). We closely compare this chain of events between

the two groups of models, to explore the reason behind the stronger response in high-

top models. In December, prior to the maximum stratospheric response in January,

we find a stronger positive anomaly in eddy heat flux in the vicinity of CE and EE

regions in high-top models (Fig. 2.3a) compared to low-top models (Fig. 2.3b),

consistent with the more pronounced weakening of the stratospheric polar vortex in

high-top models compared to low-top.
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Figure 2.5. Similar to Fig. 2.4 but for wave-2 geopotential height
regression (in color shadings and black contours with contour interval
of 0.25 m). Note the difference in colorbar from Figure 2.4.
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Further decomposition of 100 hPa eddy heat flux into zonal wave-1 and wave-2

components shows that the key difference between the two groups of models can be

mainly attributed to wave-2 component (Fig. 2.3e and 2.3f) as the contributions from

wave-1 component are almost identical (Fig. 2.3c and 2.3d). This results in stronger

linear interference mechanism where the anomaly of wave-2 component is mostly in

phase with the climatological wave and thus leads to larger upward wave-2 flux into

the lower stratosphere in high-top models (Fig. 2.3e) (Garfinkel et al., 2010; Smith

et al., 2010; Zhang et al., 2017). In contrast, for low-top models, the weaker response

in wave-2 component results in reduced upward wave-2 flux into lower stratosphere

from interference with climatological waves (Fig. 2.3f).

To further examine the wave propagation between the two groups, we study the

wave-1 (Fig. 2.4) and wave-2 (Fig. 2.5) components of geopotential height at 500

hPa and at 50 hPa during upward propagation phase in December and during down-

ward migration phase in February, respectively. In Figure 2.2, we found that the

downward descent of weakened zonal wind dies off after January in low-top mod-

els while the high-top models show long-lasting response up to February. Hence,

we consider February as the downward migration phase to explicitly distinguish the

persistence of stratosphere-troposphere coupling between the two groups. We choose

two vertical levels to determine the phase tilt with height of the wave patterns and

the wave propagation (following Shaw et al., 2014). We expect a west-ward phase

tilt for troposphere-stratosphere coupling during upward wave propagation phase and

an east-ward phase tilt for stratosphere-troposphere coupling during downward wave

migration phase. In wave-1 component, for both groups, we find a west-ward phase

tilt with height between the two vertical levels during December (Fig. 2.4a and 2.4b).

However, in contrast to the high-top models (Fig. 2.4c), the low-top models do not

show the east-ward phase tilt with height during February (Fig. 2.4d) which is an

indication of no downward coupling. This is consistent with Figure 2 where we find

that the downward coupling disappears after January for low-top models. In contrast
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to wave-1, the wave-2 component (Fig. 2.5) shows a much weaker response and the

two levels mostly overlap each other.

Therefore, the key difference between the two groups of models is a stronger

stratospheric response due to stronger eddy heat flux and a longer-lived tropospheric

signal following a stronger two-way coupling in high-top multi-model mean compared

to low-top. However, as for why stratospheric wave propagation is distinct between

the two groups of models, is beyond the scope of this study. As suggested in previous

studies (Garfinkel et al., 2012; Sun et al., 2015), the weaker vertical wave propagation

in low-top models could possibly be associated with a stronger polar vortex due

to more wave reflection near the model lid (Sassi et al., 2010; Shaw and Perlwitz,

2010; Sun et al., 2015). In addition, Shaw and Perlwitz (2010) found that different

stratospheric states can also alter tropospheric wave climatology that may lead to

different tropospheric wave interference in the two groups of models.

2.3.3 Missing mid-winter Eurasian cooling

Another possible consequence of SIC loss that has been discussed extensively in

recent studies is the Eurasian cold air outbreaks. However, the evidence of the linkage

between the Arctic and mid-latitude extremes is doubtful due to limited period of

observations and poor understanding of how the dynamics works (e.g. see review

papers by Cohen et al., 2014; Shepherd, 2016). But several studies have suggested

that a prominent warm Arctic cold Eurasia pattern (as found in Overland et al.,

2011) is attributable to BKS SIC loss and an associated intensified Siberian high that

advects cold air from the Arctic to the south (e.g. Kug et al., 2015; Mori et al., 2014;

Vihma, 2014).

In CMIP5 multi-model mean, however, the cold temperature anomaly over Eurasia

during February is almost absent: there is a very small and statistically insignificant

cold anomaly over Eurasia in high-top models (Fig. 2.6a) whereas the cold anomaly

is absent in low-top models (Fig. 2.6b). We note that following previous discussions,
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Figure 2.6. Similar to Fig. 2.1 but for surface air temperature (color
shadings) and 500 hPa geopotential height (black contours) during
February in (a) high-top and (b) low-top models. Positive values in
geopotential height are solid while negative values are dashed. Con-
tour interval is 0.5 m. The regions to construct the Ural mountain
ridge anomaly and the Eurasia cold anomaly are highlighted in thick
black and green boxes, respectively. (c) Scatter plot of 500 hPa geopo-
tential height anomaly over 60◦–80◦N and 30◦–90◦E versus Eurasia
SAT (ECI) over 40◦–60◦N and 80◦–120◦E during February associated
with BKS SIC loss in the previous November and December in high-
top models (in blue) and low-top models (in red). The numbers rep-
resent the corresponding models listed in Tables 2.1 and 2.2. The
multi-model mean is shown as asterisk in blue for high-top and red
for low-top, respectively. The correlation coefficient (r) and p-value
are shown in the legend for high-top and low-top models, respectively.
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here we focus on the prolonged Eurasian temperature response during February. De-

spite the missing Eurasian cooling in models during mid-winter, both high-top and

low-top models can simulate the Eurasian cooling during early-winter (not shown),

which possibly does not include a stratospheric pathway.

We argue, this is possibly due to inability of the models to simulate an intensified

ridge near the Ural Mountains and a trough over Eastern Eurasia (Zhang et al., 2018).

To further examine that, we investigate the relation between the mid-tropospheric

circulation anomaly and Eurasian surface air temperature (SAT) anomaly among all

the models. More specifically, we define the anomalous mid-tropospheric ridge as

the weighted area averaged 500 hPa geopotential height anomaly over 60◦–80◦N 30◦–

90◦E and construct an Eurasian Cooling Index (ECI) as the weighted area averaged

SAT anomaly over 40◦–60◦N and 80◦–120◦E associated with BKS SIC variability.

Although the multi-model mean is not able to simulate Eurasian cooling, there is

a statistically significant negative correlation between the tropospheric circulation

anomaly and ECI among the models (Fig. 2.6c), which suggests that the models that

simulate a stronger intensified ridge near the Ural Mountains are likely to simulate a

stronger Siberian cooling.

One possibility underlying the missing Eurasian cooling may be due to air-sea in-

teraction in the coupled models, where oceanic feedbacks can impact the magnitude

of the temperature response (Deser et al., 2016, 2015; McCusker et al., 2016). In a

modeling study of Deser et al. (2016), they showed that an elevated global sea surface

temperature (SST) associated with sea ice loss warms the troposphere by a combina-

tion of local and remote processes, which leads to strong thermodynamically induced

warming over the high-latitude continents and dominates over the dynamically in-

duced intensified Siberian high and associated cooling over Eurasia. In particular,

Deser et al. (2016) argued that in response to the Arctic sea ice loss, warm SST is

confined near the edge of the Arctic in the atmospheric models, whereas the warm-

ing spreads to lower latitudes of the ocean basins in the coupled model simulations

(note positive SST anomaly over lower latitudes in Fig. 2.6ab). Consequently, the
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dynamically-induced cooling might be weakened or even eliminated by the thermo-

dynamically induced warming (Screen et al., 2018b).

Therefore, even though we find robust responses in tropospheric circulation as-

sociated with SIC variability via the stratospheric pathway, the resulting surface air

temperature anomaly over Eurasia, especially in the coupled model experiments, re-

mains an open question.

2.4 Conclusions and Discussion

Through multi-model analysis of coupled climate models, this study reveals the

robustness of the prolonged impact of the stratospheric pathway in linking BKS SIC

variability and mid-latitude circulations. In this study we examine how CMIP5 mod-

els simulate the mid-latitude circulation response as a result of BKS SIC variability

and whether models with well-resolved stratosphere outperform models with poorly-

resolved stratosphere.

In the first part of the study, we find that high-top multi-model mean simulates a

stronger circulation response than low-top counterpart during mid winter, especially

in zonal wind and geopotential height. The results also exhibit that the largest cir-

culation responses are evident over the North-Atlantic region which weaken earlier

in the low-top models but persist in the high-top models. In the second part of the

study, we attribute the differences in mid-latitude circulation response between high-

top and low-top models to the representation of the stratospheric pathway. Compared

to low-top models, we find a stronger and longer-lived negative NAM-like response

in high-top models. During upward propagation phase, a stronger vertical wave

propagation is found in high-top models, which leads to a stronger response in strato-

spheric polar vortex. In particular, we show that the wave-2 eddy heat flux plays the

dominant role for enhanced upward vertical wave propagation following constructive

linear interference with climatological waves in high-top models. During downward

migration phase, on the other hand, the phase-tilt of wave-1 geopotential height be-
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tween two vertical levels supports the long-lasting stratosphere-troposphere coupling

in high-top models. However, the multi-model mean in neither high-top or low-top is

capable of simulating intensified Siberian High and associated dynamically induced

cooling over Siberia during mid-winter. Therefore, we find significant differences in

atmospheric circulation response between high-top and low-top models which sug-

gests an important role of the representation of the stratosphere in linking the Arctic

to the mid-latitudes.

Previously, only a few studies examined the connection between the Arctic and the

mid-latitudes using CMIP5 multi-model ensemble, however, the mechanism remained

inconclusive due to contrasting results and methodologies. For example, Zappa et al.

(2018) found the largest mid-latitude circulation response during late winter due to

future projected sea ice loss, however, Boland et al. (2017) found no support for a

linkage between sea ice and atmospheric circulation in CMIP5 future projection. In

contrast to them, our study investigates the impact of Arctic sea ice variability in

pre-industrial control experiments, particularly in high-top versus low-top models.

It should be also noted that, in contrast to another study by Kelleher and Screen

(2018), we solely examine the impact of BKS SIC variability and do not consider the

dynamical mechanisms leading to the SIC loss.

Overall, this multi-model analysis has clearly demonstrated the robustness of the

prolonged circulation responses over mid-latitude due to BKS SIC variability and a

critical role of the stratospheric pathway. In particular, our study includes: 1. an

assessment of the stratospheric pathway in a multi-model ensemble using diverse mod-

els from different modeling groups. 2. a detailed analysis of stratosphere-troposphere

coupling which helps to distinguish the dynamics and its impact between high-top and

low-top models. More specifically, we explicitly identify the zonal wave-2 eddy heat

flux as the key for different dynamical coupling between the two groups of models.

While high-top and low-top multi-model mean show differences in the simulation

of tropospheric circulation to BKS sea ice loss, there are a few caveats that we should

consider. Firstly, the collective performance of the two model groups is not necessarily
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true when we examine each individual model. Instead, we find a considerable spread

in the model response in each group (Fig. 2.6c and S2). Secondly, in addition

to model lid height, high-top and low-top model groups also have different model

physics that could possibly cause the difference and inter-model spread. For example,

in an assessment of troposphere-stratosphere coupling in CMIP5 future projections,

Manzini et al. (2014) argued that the division of high-top and low-top models in

future warming scenarios may not be reliable due to inter-model difference in climate

sensitivity. Therefore, to unambiguously distinguish the role of the stratospheric

pathway, “nudging” might be a better methodology. But previous studies using

nudging method (e.g. Nakamura et al., 2016; Wu and Smith, 2016; Zhang et al.,

2017) have found consistent conclusions that troposphere-stratosphere coupling is

largely responsible for the prolonged tropospheric circulation response. Third point

concerns that using daily variables instead of monthly may be a better way to assess

the chain of events involving the troposphere-stratosphere coupling, especially for

identifying peak eddy heat flux and following stratospheric response. Lastly, we

acknowledge that correlation does not necessarily imply causation, and the lead-lag

regression may not be the best way to identify the consequences of sea ice loss on the

mid-latitude circulation response. For example, McGraw and Barnes (2018) used a

“Granger Causality” approach to better establish the causality by ensuring that the

results are not due to memory in data. Barnes and Simpson (2017) also took the

“Granger Causality” to quantify the response of zonal wind to variability of Arctic

temperature on sub-seasonal time scale. They found a robust impact but only a small

additional percentage of variance of jet position and speed can be attributed to Arctic

Amplification.

In summary, our results complement the conclusions of previous studies (Kim

et al., 2014; Nakamura et al., 2016; Sun et al., 2015; Wu and Smith, 2016; Zhang

et al., 2017) that suggests the stratospheric pathway plays an important role for a

persistent and amplified mid-latitude circulation response due to BKS SIC variability.

We explicitly demonstrate that CMIP5 high-top models, collectively, better simulate a
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stronger vertical wave propagation and long-lasting downward coupling that produces

a teleconnection between the Arctic and the mid-latitude via a “stratospheric bridge”.

This study also suggests possible issues in low-top global climate models, especially

for understanding NH weather and climate conditions. The results may be helpful

for further improvement of global climate models by incorporating a well-resolved

stratosphere.

In this chapter, our main focus is to investigate the robustness of the stratospheric

pathway in driving the impact of BKS SIC loss on to mid-latitude circulation in a

multi-model ensemble. However, the difference between CMIP5 multi-model ensemble

is not a very clean comparison to explicitly distinguish the importance of the Barents-

Kara Sea SIC loss on the regional weather via stratospheric pathway. Therefore, in

order to understand the underlying mechanism of the observed “Warm Arctic Cold

Siberia” pattern, targeted modeling experiment is necessary. This is the motivation

for the work to be presented in Chapter 3.
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3. ROLE OF THE STRATOSPHERIC PATHWAY IN LINKING

THE BARENTS-KARA SEA SEA ICE LOSS TO A COLDER

SIBERIA

A part of this chapter has been published in Science Advances Journal.

Reference: Zhang, P., Wu, Y., Simpson, I. R., Smith, K. L., Zhang, X., De, B.,

Callaghan, P. (2018). A Stratospheric Pathway Linking a Colder Siberia to Barents-

Kara Sea Ice Loss. Science Advances, 4

DOI: 10.1126/sciadv.aat6025

3.1 Introduction

Dramatic sea ice retreat accompanied with amplified warming over the Arctic has

been observed in the recent decades (Screen and Simmonds, 2010). At the same

time, an increasing frequency of extreme weather events across Europe and North

America, particularly extreme cold snaps and enhanced snow fall, has gained a lot

of socio-economic attention. Additionally, a cooling trend has emerged over North-

ern Hemisphere (NH) mid-latitude continents in winter (Shepherd, 2016), which has

been referred as the “Warm Arctic Cold Siberia (or Continents)” (WACS) patterns

(Overland et al., 2011). A group of previous studies have suggested a potential link-

age between the rapid sea ice decline and Arctic warming and the cold winter events

(Kug et al., 2015; Mori et al., 2014; Vihma, 2014). Alternatively, other studies have

argued that extreme cold events are likely associated with the atmospheric natural

variability (McCusker et al., 2016; Screen et al., 2015, for example). The conflicting

results suggest that the relation between the Arctic and colder Siberia is still incon-

clusive due to poor understanding of how the interaction mechanism works.
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Previous observational and modeling studies have suggested that sea ice variability,

especially over the Barents and Kara Sea (BKS), could significantly influence the

mid-latitude circulation in NH winter (see review papers by Barnes and Screen, 2015;

Cohen et al., 2014, and references therein). More importantly, previous modeling

studies have explicitly examined the role of the stratosphere in linking the BKS sea

ice retreat to large-scale atmospheric circulation anomalies (Screen et al., 2015; Sun

et al., 2015; Zhang et al., 2017). A weakening of the stratospheric polar vortex and

a subsequent downward propagation of the stratospheric circulation anomaly, associ-

ated with an equator ward shift of mid-latitude jet have been identified (Hoshi et al.,

2017; Jaiser et al., 2013; Kim et al., 2014; Zhang et al., 2017). However, to what ex-

tent the stratospheric pathway contributes to the Siberian cooling has not been well

explored. This motivates us to further assess whether the stratosphere-troposphere

coupling and the associated mid-latitude circulation anomalies due to BKS SIC re-

treat play a critical to induce the cold temperature response over Siberia.

In this study, we examine the relationship between the BKS sea ice loss and Siberian

cold temperature anomaly using a comprehensive Atmospheric General Circulation

Model (AGCM), with well resolved stratosphere. We aim to critically demonstrate

the underlying dynamical and thermodynamical adjustment as a result of BKS sea

ice loss. Additionally, we conduct targeted experiments to quantitatively distinguish

the infuence of the troposphere and the stratosphere in driving the Siberian cold

anomalies. In particular, we aim to address the following:

1. Can BKS SIC retreat lead to a colder Siberia?

2. What is the contribution of thermodynamical and dynamical components in

driving the temperature response over Siberia?

3. What role does stratosphere-troposphere coupling play?

Previous studies have recommended the use of climate models with well resolved

stratospheric dynamics (Charlton-Perez et al., 2013; Screen et al., 2018b; Sun et al.,

2015) to study the impacts of sea ice loss. Therefore, the AGCM with well-resolved
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stratosphere, will allow us to fully explore the stratosphere-troposphere coupling in

this study. The study is organized as follows. Section 3.2 describe the methodology

and experimental design. In Section 3.3, we present the relationship between Siberian

cold temperature and BKS sea ice retreat and describe the underlying physical mech-

anism. Section 3.4 concludes the chapter.

This work is conducted as a part of a collaborative study and the results presented

here have been incorporated towards a publication (Zhang et al., 2018). The insights

from the investigation of the temperature budget associated with BKS SIC loss,

presented here, contributed to Zhang et al. (2018). However, since the paper was

designed to focus on the underlying dynamical mechanisms associated with extreme

cold events over Eurasia and due to the limitation of the number of figures in the

publication, the figures shown in this chapter were not included in Zhang et al. (2018).

3.2 Data and Methodology

3.2.1 Numerical Model

We perform a set of numerical experiments using Specified Chemistry Whole At-

mosphere Community Climate Model version 4 (SC-WACCM4), a comprehensive

AGCM with well resolved stratosphere (i.e. a “high-top” model), developed at Na-

tional Center for Atmospheric Research (NCAR). The model is a component of Com-

munity Earth System Model version 1.2 (CESM1), with specified chemistry rather

than interactive chemistry version WACCM4 (Smith et al., 2014). Note that the

two versions has nearly identical climatology and atmospheric variability except low

computational cost in SC-WACCM4 is useful to explore stratosphere-troposphere

coupling (Smith et al., 2014). The model has a horizontal resolution of 1.9◦ latitude

by 2.5◦ longitude, 66 vertical levels with a lid height at 5.1×10−6 hPa (approximately

140 km).
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3.2.2 Experimental design

We conduct a control (CTRL) and three perturbation experiments, as described

below. The surface boundary condition of the model is defined by prescribed sea sur-

face temperature (SST) and sea ice concentration (SIC). The long CTRL experiment

is performed with a repeating climatological seasonal cycle of SST and SIC, aver-

aged over 1980-1999, obtained from the twentieth century historical simulation of the

CESM1-WACCM4 (average of seven ensembles) in Coupled Model Intercomparison

Project phase 5 (CMIP5) experiments.

In the first perturbation experiment, referred as BKS FL (full response), the set-

tings are identical to the CTRL except the SIC over BKS is replaced by that in

CMIP5 CESM1-WACCM4 simulation forced by Representative Concentration Path-

way (RCP) 8.5 radiative forcing and averaged over the period of 2080-2099. The

SST in BKS region over the open water areas that used be covered by sea ice in

the CTRL is also replaced by RCP8.5 SST. The second perturbation experiment

(named as BKS TP) is identical to the first perturbation experiment (i.e. BKS FL)

except a nudging method is applied in the stratosphere to numerically shut down

the stratosphere-troposphere coupling and isolate the tropospheric pathway. Specifi-

cally, in the nudging experiment, the zonal mean temperature, zonal wind, meridional

wind, and specific humidity in the stratosphere are nudged towards a reference state

obtained from the CTRL. The fields are fully nudged above 54 hPa with a nudging

coefficient 1, no nudging is applied below 90 hPa with a nudging coefficient 0 and

the nudging strength is linearly decreased in between. The nudging is performed at

every time step of the model integration but the reference state from the CTRL is

obtained at every 6 hours. The nudging time-scale is chosen to be 6 hours. In order

to distinguish the contribution of the stratospheric pathway, we conduct third per-

turbation (i.e. second nudging) experiment (named as BKS SP). The BKS SP run is

identical to the CTRL run, except that the zonal mean state in the stratosphere is
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nudged toward that in the BKS FL run using the same nudging coefficients as in the

BKS TP run.

The difference between BKS FL run and CTRL run examines the impact of BKS

SIC loss on Siberian temperature. The difference between BKS TP and the CTRL can

explicitly quantify the contribution due to the tropospheric adjustment within itself.

The comparison between the BKS SP and CTRL assess the importance of an active

stratospheric pathway to induce Siberian cooling. Since the most significant mid-

latitude response occurs during the following two months of the largest SIC forcing

(not shown), we focus on January-February (JF) response. Previous studies also

suggested that early winter sea ice loss results in a prolonged mid-latitude circulation

response in the subsequent winter (Koenigk et al., 2016; Zappa et al., 2018; Zhang

et al., 2017).

The experiments are integrated for 60 model years, with the first 10 years discarded

as spin-up. Thus 49 whole winters from the last 50 years are analyzed in each run.

3.2.3 Observations

We analyze observed monthly sea ice concentration (SIC) data with a resolution

of 25km×25km obtained from passive microwave satellite measurements with NASA

team algorithm (Cavalieri et al., 1996) from 1982 to 2015 period. ERA-Interim re-

analysis data produced by the European Center for Medium-Range Weather Forecasts

(ECMWF) (Dee and Coauthors, 2011) has been used to examine observed temper-

ature and atmospheric circulation response to BKS SIC loss. We use the monthly

500hPa geopotential height in 1.5◦ longitude × 1.5◦ latitude horizontal resolution for

the period of 1982-2015.

3.2.4 Diagnostics

We perform lagged regression analysis between the BKS SIC loss in late autumn

(November) and atmospheric circulation variables in the following winter months
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Figure 3.1. Regression of surface air temperature (color shadings,
units: K/1 standard deviation of BKS SIC loss) and geopotential
height at 500 hPa (contours, units: m/1 standard deviation of BKS
SIC loss) during JF onto normalized BKS SIC index in November.
Positive values in contours are solid black while negative values are
dashed black and the zero contour is omitted. The black box high-
lights the BKS area over 70◦–82◦N and 10◦–110◦E. The stipplings in-
dicate that the temperature response is significant at 95% confidence
level using the students t-test.

(JF). We calculate a SIC index using standardized SIC anomalies, area averaged over

the BKS region (70◦–82◦N, 15◦–100◦E), during November. Here we reverse the sign

of the SIC index to emphasize the effect associated with sea ice loss. Our aim is to

identify the possible impacts of late-autumn SIC loss on the atmospheric circulation

and temperature in subsequent winter. We focus on the year-to-year variability by

removing the long-term linear trend and the contribution from the ENSO (as linear

regression on the Nino 3.4 index) from observations for all variables. The statistical
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significance in observations and in model response is calculated using the students

t-test at the 95% confidence level.

In order to calculate temperature budget, we vertically interpolate the simulated

data in hybrid sigma coordinate into pressure level. We do not perform extrapolation

when the pressure level is outside of the range of surface pressure. Therefore, we

choose 850 hPa pressure level for the analysis (that provides maximum near surface

area with no extrapolation), and thus to understand the underlying mechanism of

surface air temperature (SAT) anomaly.

3.3 Results

3.3.1 Colder Siberia in response to BKS SIC retreat

First, we examine the impacts of late-autumn BKS SIC variability on Siberian

temperature and associated large-scale circulation anomalies in JF, using observa-

tions. Figure 3.1 shows the regression of observed detrended surface air tempera-

ture (color shading) and geopotential height (contours) onto BKS SIC index. We

find a pronounced cold anomaly over the Siberia/northern Eurasia sector associated

with a localized surface warming over the BKS, which resembles the WACS pattern.

The corresponding tropospheric circulation anomaly is represented by an increase of

geopotential height over the Arctic and a decrease over the northern continents with a

prominent ridge near the Ural Mountains and a downstream trough over the Siberia.

The anomalous ridge/trough pattern suggests a possible northerly advection of cold

Arctic air into the continents that can favor a colder Siberian temperature.

Figure 3.2a shows the surface temperature and large-scale circulation response

as simulated in the BKS FL experiment. We find a localized BKS surface warming

induced by SIC melting and a surface cooling located over Siberia/northern Eurasia

sector (highlighted in purple box). The corresponding large-scale tropospheric cir-

culation anomaly is characterized by a positive ridge near the Ural Mountains and
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Figure 3.2. Responses of surface air temperature (color shadings,
units: K) and geopotential height at 500 hPa (contours, units: gpm,
contour interval 40gpm) in (a) BKS FL, (b) BKS TP and (c) BKS SP
experiments, respectively. Positive values in contours are solid black
line while negative values are dashed black line and the zero contour is
omitted. The black box highlights the area corresponding to the ridge
near the Ural mountains over 60◦–80◦N and 30◦–90◦E and the purple
box highlights the area corresponding to maximum Siberia cooling
over 48◦–65◦N and 60◦–130◦E. No extrapolation is performed when
the pressure level is outside of the range of surface pressure.

a downstream trough over the Siberia. Additionally, Fig. 3.3a explicitly shows an

enhanced northerly wind advection into the Siberia due to the amplified ridge/trough
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Figure 3.3. Same as Fig. 3.2 except wind vectors at 850 hPa are
shown instead of geopotential heights.

patterns. The simulated responses to BKS SIC loss complements the statistical anal-

ysis using the observations (Fig. 3.1). Therefore, the findings reinforce our confidence

to further explore the origin of Siberian cooling.
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Figure 3.4. Decomposition of temperature budget analysis following
Rodwell and Hoskins (2001). Red text indicates the dominate terms.

3.3.2 Mechanism of Siberian cooling

We decompose the simulated temperature response into each term of the temper-

ature tendency equation (i.e., time mean thermodynamic energy equation), following

the Equation (1) of Rodwell and Hoskins (2001), in order to explicitly assess the

mechanism underlying the Siberian cold anomaly. The schematic in Fig. 3.4 shows

the decomposition of the temperature budget. In particular, we examine the balance

among diabatic forcing, vertical advection and horizontal advection, since on a sea-

sonal time scale the time dependence term is negligible (Rodwell and Hoskins, 2001).

The comparison reveals that the horizontal advection term dominates in driving the

simulated temperature response over Siberia (not shown).

Furthermore, we decompose the horizontal temperature advection (Fig. 3.5a) into

dynamic and thermodynamic components, following Equation (3.1), and compare
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Figure 3.5. Horizontal temperature advection response at 850 hPa in
BKS FL run (a), and its dynamic (d) and thermodynamic components
(g). (b, e, h) and (c, f, i) are the same as (a, d, g) but for BKS TP
run and BKS SP run, respectively. The area, where the pressure level
is outside of the range of surface pressure, is masked.

their contribution over 48◦–65◦N and 60◦–130◦E, the area that experiences the most

pronounced cooling due to BKS SIC loss (highlighted in purple box in each figure).

(−~V .∇T )a = −~Va.∇Tc − ~Vc.∇Ta − ~Va∇Ta (3.1)
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We find a larger contribution of the dynamic component (the first RHS term of

Equation 3.1 and Fig. 3.5d) compared to the thermodynamic component (the second

RHS term of Equation 3.1 and Fig. 3.5g). This suggests that the Siberian cooling is

dynamically induced rather than a result of thermodynamical adjustment. Further

decomposition of the dynamic component of the horizontal temperature advection

(Fig. 3.6a), into zonal (Fig. 3.6d) and meridional terms (Fig. 3.6g) shows that

the meridional advection of temperature dominates over the zonal advection. The

results, therefore, robustly support that northerly wind anomaly from the Arctic into

the continents is the key for a colder Siberia.

3.3.3 Role of stratosphere-troposphere coupling

We conduct two sets of nudging experiments in order to numerically isolate the

role of the troposphere only and the stratosphere-troposphere coupling in driving a

colder temperature response over Siberia. The Siberian cooling is almost gone when

we numerically deactivate the stratosphere in BKS TP run (Fig. 3.2b) despite the

identical SIC forcing as in the BKS FL run. The tropospheric circulation pattern,

characterized by a positive geopotential height anomaly over the Arctic and negative

anomaly over the continents with a pronounced ridge near the Ural mountains and a

downstream trough, also weakens in BKS TP run than in the BKS FL run. Corre-

spondingly, the dynamical cold air advection from the Arctic is reduced and results

in less Siberia cooling (Fig. 3.3b). In contrast, surface cold temperature anomaly

and the intensified trough over Siberia are found in BKS SP run (Fig. 3.2c), when

we isolate the contribution of the troposphere-stratosphere coupling associated with

BKS SIC loss. Concurrent cold air advection from the Arctic into the Siberia causes

dynamically induced cold temperature anomaly (Fig. 3.3c).

The nudging experiments explicitly show that, the Siberian cooling, in the BKS FL

experiment is comparable to the BKS SP response, but almost vanishes in the BKS TP

run. Therefore, stratosphere-troposphere coupling has an important role in driving
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Figure 3.6. Dynamic component of horizontal temperature advection
response at 850 hPa in BKS FL run (a), and its zonal (d) and merid-
ional components (g). (b, e, h) and (c, f, i) are the same as (a, d, g)
but for BKS TP run and BKS SP run, respectively. The area, where
the pressure level is outside of the range of surface pressure, is masked.

the Siberian cooling due to BKS SIC loss. Isolating the tropospheric pathway weakens

the circulation anomaly and as a result, reduces the dynamically induced temperature
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response.

Next, we explicitly examine the influence of stratosphere-troposphere coupling in

driving the horizontal temperature advection from the Arctic into the Siberia us-

ing the nudging experiments. The horizontal advection term, over Siberia 48◦–65◦N

and 60◦–130◦E, is reduced in BKS TP experiment (Fig. 3.5b) compared to that in

BKS FL (Fig. 3.5a) but returns in BKS SP (Fig. 3.5c), . We further decompose the

horizontal temperature advection into the dynamic and thermodynamic components

in BKS TP run and BKS SP, following the Equation (3.1). Fig. 3.5e shows that the

dynamic component of the horizontal temperature advection from the Arctic almost

vanishes over Siberia when we shut down the stratosphere-troposphere coupling in

BKS TP but causes cooling over Siberia in BKS SP run (Fig. 3.5f). The thermody-

namic component of the horizontal temperature advection (Fig. 3.5hi) does not have

a major change due to shutting down the stratospheric pathway.

Further decomposition of the horizontal temperature advection into zonal and

meridional terms, in absence of stratospheric pathway in the BKS TP run, shows a

significant reduction in the meridional component (Fig. 3.6h) compared to the zonal

(Fig. 3.6e). Fig. 3.6i shows that meridional term of the dynamic component, in

BKS SP run, contributes more in driving cold anomaly in BKS FL run (Fig. 3.6g).

Thus, we demonstrate that less Siberia cooling in BKS TP experiment is largely at-

tributable to reduced cold temperature advection from the Arctic. Targeted nudging

experiments explicitly show an important contribution of the stratospheric pathway

to induce the dynamical teleconnection between the BKS SIC loss and Siberia tem-

perature.

3.4 Conclusions and Discussion

The present study, through targeted modeling experiments, reveals the contribu-

tion of the dynamical processes linking the BKS SIC loss and colder Siberia. We
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show that a comprehensive AGCM with a well-resolved stratosphere can simulate the

observed relation between the BKS SIC loss and Siberian cooling. The results from

the thermodynamic and dynamic decomposition find that the key mechanism for the

linkage is the large-scale dynamical adjustment due to BKS SIC loss, characterized

with an amplified Ural High and a downstream trough over Siberia. Consequently,

the meridional temperature advection from the Arctic into the continent dominates

in driving the Siberian cooling.

Furthermore, we demonstrate that an active stratospheric pathway contributes signif-

icantly in driving the dynamically induced cooling. It has been documented that the

dynamical linkage between BKS sea ice retreat and Siberian cooling, via a stratosphere-

troposphere coupling, can be attributable to a weakening of the stratospheric polar

vortex due to BKS SIC loss (Kim et al., 2014; Sun et al., 2015; Zhang et al., 2017).

The prolonged downward effect from the weakened stratospheric polar vortex leads

to a negative North Atlantic Oscillation (NAO) like pattern, characterized by a pos-

itive geopotential height anomaly over the Arctic and a negative geopotential height

anomaly over the adjacent continents, and the downstream ridge/though anomaly

over Atlantic-Eurasia section. We identify that the resultant northerly flow and cold

air advection from the Arctic is responsible for the surface cooling over Siberia.

The analysis emphasizes on the stratospheric pathway to explain the linkage be-

tween the BKS SIC and a colder Siberia. The finding suggests that the discrepancies

in the previous studies, as mentioned in the introduction, could be partly due to

different stratospheric representation in the models. For example, the modeling stud-

ies that can not reproduce the Siberia cooling used low-top models without a fully

resolved stratosphere (McCusker et al., 2016; Sun et al., 2016). Thus, our study ad-

vocates to incorporate a well-resolved stratosphere in the climate models to better

understand the impacts of the Arctic sea ice loss and obtain a realistic projection

of regional weather. Additionally, the finding will contribute towards an improved

seasonal weather forecast in winter.
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4. ARE MID-LATITUDE CIRCULATION RESPONSES LINEARLY

ADDITIVE TO REGIONAL ARCTIC AMPLIFICATION?

INSIGHTS FROM AN IDEALIZED ATMOSPHERIC GENERAL

CIRCULATION MODEL

A version of this chapter is soon to be submitted for publication

4.1 Introduction

Dramatic sea ice loss and amplified warming over the Arctic (AA) has been ob-

served in the recent decades (Screen and Simmonds, 2010). Previous observational

and modeling studies have suggested a potential influence of the Arctic sea ice loss on

the mid-latitude circulation in Northern Hemisphere (NH) winter (see review papers

by Cohen et al. (2014), Barnes and Screen (2015) and references therein). Never-

theless, how and to what extent the AA contributes to modulate the mid-latitude

circulation remains inconclusive due to the incomplete understanding of the underly-

ing mechanisms (Screen et al., 2018b).

It has been suggested that the atmospheric circulation response is sensitive to the

geographical location and spatial pattern of the Arctic sea ice loss (McKenna et al.,

2018; Screen, 2017; Screen et al., 2018b; Sun et al., 2015; Zhang et al., 2017). However,

majority of the previous works focused on the impacts of the sea ice melting over

either the pan-Arctic (McCusker et al., 2016; Ogawa et al., 2018; Screen et al., 2015)

or the Barents-Kara Sea (BKS) (De and Wu, 2018; Kim et al., 2014; Mori et al., 2014;

Zhang et al., 2018). Circulation responses including a weakening of the stratospheric

polar vortex and an equatorward shift of the mid-latitude jet were commonly found.

Only a few studies highlighted the opposing impacts on the stratospheric polar vortex
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associated with the sea ice loss over different Arctic regions (McKenna et al., 2018;

Sun et al., 2015). For instance, Sun et al. (2015) found a stratospheric polar vortex

weakening with sea ice loss inside the Arctic Circle (primarily over the BKS) while a

strengthening with sea ice loss outside the Arctic Circle (mainly over the Bering Sea,

Sea of Okhotsk, and Hudson Bay).

In a recent study, Screen (2017) divided the whole Arctic into nine sub-regions to

study the regional impacts and further compared with the pan-Arctic response, us-

ing the comprehensive Atmospheric General Circulation Model (AGCM) HadGEM2.

In each of the perturbation experiments, Screen (2017) imposed the sea ice forcing

over individual region by subtracting two standard deviations of monthly sea ice

concentration (SIC) from the climatology at each ice covered grids and adding two

standard deviations of monthly sea surface temperature to the climatology over par-

tially ice-covered grids. The study showed that the response to pan-Arctic sea ice

loss cannot be obtained by simple linear addition of the responses to regional sea ice

loss. Specifically, a nonlinear interaction among the responses to regional sea ice loss

was suggested, however, the underlying dynamical mechanism remains unexplained.

This motivates us to further investigate the linear additivity problem but using a

simple AGCM. Comparing to the comprehensive AGCM, the idealized AGCM has

the advantage in isolating the dynamics from uncertainties that arise due to complex

physical parameterizations in comprehensive atmospheric model, sea ice model and

their coupling. In this way, the idealized model would serve as a useful testbed for the

robustness of the results as found in comprehensive AGCMs. In addition, the com-

putational efficiency of idealized AGCM would also facilitate the exploration of the

sensitivities of the responses to forcing magnitude. Targeted experiments can also be

easily implemented to aid the interpretation of the underlying dynamical mechanism.

In this study, we focus on three regions over the Arctic, i.e. BKS, Baffin Bay-Davis

Strait-Labrador Sea (BDL) and East Siberia-Chukchi sea (ESC), and the reasons are

the following. In the recent decades, the Arctic has warmed up the most over the

BKS and BDL regions (Shepherd, 2016, see their Fig. 2). Possible influences on
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Eurasia cooling associated with BKS sea ice loss (Mori et al., 2014; Zhang et al.,

2018) and on North America cooling following ESC and BDL sea ice loss (Chen and

Luo, 2017; Kug et al., 2015; Overland and Wang, 2018) were suggested in previous

studies. Therefore, these three regions play a crucial role in affecting the mid-latitude

circulation and weather extremes.

With the simple AGCM experiments, we aim to address the following questions:

1. What are the impacts of the regional AA, separately and simultaneously, on

the stratospheric polar vortex and the tropospheric circulation?

2. Are these responses linearly additive? If not, what is the underlying dynamical

mechanism?

3. How do the results vary with forcing magnitude?

This chapter is organized as follows. In section 4.2, we describe the methodology and

experimental design using the simple AGCM. In section 4.3, we present the zonal

mean zonal wind response to regional AA and investigate the linear additivity, its

underlying mechanism and sensitivity to forcing magnitude. Section 4.4 concludes

this study.

4.2 Data and Methods

4.2.1 Observations

We analyze monthly SIC data obtained from passive microwave satellite measure-

ments with NASA team algorithm (Cavalieri et al., 1996) during 1982–2015. The

monthly atmospheric variables from the ERA Interim reanalysis data produced by

the European Center for Medium-Range Weather Forecasts (ECMWF) are used dur-

ing the same period (Dee and Coauthors, 2011). We define monthly SIC index using

detrended and standardized SIC anomaly, area averaged over the BKS (70◦–80◦N,

10◦–110◦E), BDL (55◦–75◦N, 270◦–310◦E) and ESC (65◦–82◦N, 160◦–210◦E) regions,
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respectively, from November to subsequent February. Each region is highlighted by

black boxes in Fig. A4. In order to identify the responses in surface air temperature

and circulation associated with regional SIC variability, we perform lagged regres-

sion analysis between monthly SIC indices and atmospheric variables during boreal

winter. Both the long-term trend and contribution from the El Niño-Southern Oscil-

lation (or ENSO, derived as linear regression on Niño 3.4 index) are removed from the

atmospheric variables prior to the regression analysis. We also reverse the sign of the

SIC indices to emphasize the response associated with SIC loss. Note that we define

SIC index for BKS using November SIC and for BDL and ESC using December and

January SIC. This is because the concurrent surface warming associated with the SIC

loss is maximized in those respective months for each region (not shown).

4.2.2 Numerical Model

We perform a set of numerical experiments using a dry dynamical core, developed

at the Geophysical Fluid Dynamics Laboratory (GFDL). The model integrates the

primitive equations driven by idealized physics (Held and Suarez, 1994) and includes

a simple representation of the stratospheric polar vortex (Polvani and Kushner, 2002)

and a realistic topography to excite stationary waves (Smith et al., 2010). As found

previously, this model simulates a tropospheric jet located at about 40◦N that is

close to the observed winter climatology (Wu and Smith, 2016) and a fairly realistic

stationary wave climatology (Zhang et al., 2017). The model has a spectral T42

horizontal resolution, 40 sigma levels in the vertical with a model top at 0.02 hPa.

To simplify the analysis, we integrate the model under perpetual winter conditions.

4.2.3 Experimental Design

For each forcing region (ESC, BDL, BKS and ALL), we perform a perturbation

experiment (referred to as FULL) and compare it against a long control (CTRL)
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integration. In the FULL experiment, we impose an additional heating, ∆Q, to the

temperature tendency equation as follows:

∂T

∂t
= ..− κT [T − Teq] + ∆Q (4.1)

where κT is the Newtonian relaxation time scale and is 40 days, Teq is the original

radiative equilibrium temperature profile and is a function of latitude φ and sigma

level σ. The imposed heating rate, ∆Q, as a function of longitude λ, latitude φ,

and sigma level σ, is designed to mimic the structure of the observed temperature

anomaly associated with sea ice loss over ESC, BDL and BKS regions.

Figure A.4 shows the regressed surface air temperature on SIC index for the

three Arctic regions in observations. We choose the zonal and meridional profile of

the prescribed heating based on Fig. A.4. The regressed temperature profile also

penetrates to the mid-troposphere, with slightly varying altitudes for each region

(not shown). For simplicity, the vertical depth of the prescribed heating is chosen to

be identical for each region.

Accordingly, here is the imposed heating rate:

∆Q = Q0 cosk(5
2
(φ− φ0))e

m(σ−1) sinn(3
2
λ− λ0), (4.2)

for ESC run, φ ≥ 50◦N, φ0 = 64◦N, 150◦ < λ < 250◦E, λ0 = 193◦E,

for BDL run, φ ≥ 55◦N, φ0 = 67◦N, 250◦ < λ < 350◦E, λ0 = 0,

for BKS run, φ ≥ 65◦N, φ0 = 75◦N, 10◦ < λ < 110◦E, λ0 = 0,

where k = 12, m = 5, n = 4 are chosen to mimic the observed heating profile

(as shown in Fig. A.4). The ALL run is conducted with imposed heating over all

three regions simultaneously. In section 4.3, as a primary example, we use a heating

rate Q0 = 3.5 K/day. The horizontal structure of the prescribed heating profile is

shown in Fig. 4.1 and the corresponding vertical profile is shown in Fig. A.5 for

Q0 = 3.5 K/day. To examine the sensitivity to forcing magnitude, we also perform

experiments with Q0 = 2.5, 3.0, 4.0, 4.5 K/day. Forcing magnitude smaller than 2.5

K/day is found to result in insignificant response in the stratosphere and thus is not

included.
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Figure 4.1. Spatial structure of the prescribed heating rate (color
shadings and black contours, with contour interval 0.4 K/day) at the
lowest model level for Q0 = 3.5 K/day.

To aid the interpretation of the underlying dynamical mechanisms, especially the

contributions from the stratosphere-troposphere coupling dynamics, we perform an-

other set of experiments (namely no-vortex). The no-vortex experiments are identical

to the standard configuration introduced before except that the lapse rate is set to

zero in the stratosphere and no topography is imposed. The no-vortex experiments

are employed to remove the influence of the stratosphere-troposphere coupling and

thus to isolate the tropospheric dynamics alone. We integrate the model for 18,000

days (equivalent to 50 years under perpetual winter conditions) in CTRL and FULL

runs and for 12,000 days in no-vortex runs.
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Figure 4.2. Response of zonal mean zonal wind (color shadings and
contours, with contour interval of 1 m/s upto -/+ 6 m/s and 2 m/s
beyond that) in the FULL runs with a heating magnitude of 3.5 K/day
in (a) ESC, (b) BDL, (c) BKS, (d) ALL experiments. (e) is the
sum of the circulation responses to individual regional forcings and
(f) is the difference between (d) and (e). Black dots represent the
climatological location of jet maximum. Stippling denotes the regions
that are statistically significant at the 95% confidence level using a
two-sided t-test.
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4.3 Results

4.3.1 Simulated atmospheric circulation response to regional AA

First, we present the zonal mean zonal wind response in the idealized AGCM

experiments with imposed heating over ESC, BDL, BKS regions, separately, in Fig.

4.2a-c. In response to ESC heating, the simulated atmospheric circulation shows an

equatorward shift of the NH mid-latitude tropospheric jet characterized by a strength-

ening on the equatorward flank of the climatological jet and a weakening on the

poleward flank (Fig. 4.2a). The stratospheric polar vortex shows a strengthening

above 50hpa while a weakening below that. This response is qualitatively similar to

the regression results in observations (Fig. A.6a), except that the observations show

a stronger and more equatorward located jet increase in the stratosphere, and the

modeling results in McKenna et al. (2018). Analysis of the Eliassen-Palm (EP) flux

(Fig. 4.3a) shows that the strengthening of the stratospheric polar vortex poleward

of 60◦N is primarily associated with a downward wave propagation anomaly, which is

due to a destructive interference in zonal wave-1 (not shown). The weakening of the

stratospheric zonal mean zonal wind over the mid-latitudes is due to the convergence

of EP flux anomaly, dominated by its meridional component (not shown).

The circulation response in the other two runs, with prescribed heating over BDL

(Fig. 4.2b) and BKS (Fig. 4.2c), shows an equatorward shift of the NH mid-latitude

tropospheric jet and a general weakening of the stratospheric polar vortex. Comparing

the two runs, the weakening of the stratospheric polar vortex is slightly stronger in the

BKS run than the BDL run. These patterns also qualitatively resemble the observed

results in the regression analysis except in the low-latitude stratosphere for the BDL

case (Fig. A.6bc). We find that the enhanced EP flux convergence, dominated by

the meridional component over the mid-latitudes (not shown) and vertical component

over the high-latitudes (Fig. 4.3b), is responsible for the weaker stratospheric polar

vortex due to BDL warming. The widespread weakening of the stratospheric polar
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vortex associated with BKS warming is primarily due to the enhanced upward wave

propagation (Fig. 4.3c), similar to McKenna et al. (2018); Zhang et al. (2017).

Figure 4.3. Response of EP flux (vector) and EP flux divergence (color
shading, units: m/s/day) for the vertical component in (a) ESC, (b)
BDL, (c) BKS, respectively. The EP flux is multiplied by the square
root of 1000/pressure (hPa) to better demonstrate the waves in the
stratosphere. Note that the vectors above 100hPa have been further
magnified by a factor of 8 in ESC and by a factor of 6 for BDL and
BKS.
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The perturbation experiment ALL, with imposed heating over all three regions

simultaneously, shows a stronger equatorward shift of the tropospheric jet and a dipole

structure in the stratospheric polar vortex with a strengthening poleward of 70◦N and

a weakening over the mid-latitudes (Fig. 4.2d). Interestingly, the linear addition of

the zonal mean zonal wind response to regional AA (Fig. 4.2e), as obtained from

the first three FULL runs, is not identical to the response obtained from ALL (Fig.

4.2d). In particular, the sum of the responses to regional AA actually over-estimates

the response to simultaneous forcing in most regions in the midlatitudes. As a result,

the difference between Fig. 4.2d and Fig. 4.2e, as shown in Fig. 4.2f, resembles a

positive Northern Annular Mode (NAM)-like structure with a stronger polar vortex in

the stratosphere and a poleward shift of the mid-latitude jet in the troposphere. The

pattern remains robust over a range of imposed forcing magnitudes (to be discussed

later). Additionally, we find that the circulation response to regional AA is not

linearly additive either if we have two regions instead of three regions (not shown).

4.3.2 Non-linearity and stratosphere-troposphere coupling

Here we further explore the non-linearity and the underlying dynamical mech-

anism. The vertically coherent non-linear structure, as shown in Fig. 4.2f, likely

suggests a possible role of the stratosphere-troposphere coupling. To examine the

contribution of stratosphere-troposphere coupling, we make use of the no-vortex ex-

periments.

First, we quantify the percentage of non-linearity by calculating the absolute value

of the ratio between the residual and response to ALL. Figure 4.3a shows the per-

centage ratio between Fig. 4.2f and Fig. 4.2d, and non-linearity of about 10–60%

can be seen in the midlatitude troposphere and stratosphere. This contribution of

non-linearity to the total response is certainly non-negligible. In order to assess the

stratospheric influence, we examine the corresponding results in the no-vortex runs.

Since no-vortex configuration has no climatological stratospheric polar vortex and
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Figure 4.4. Similar to fig. 4.2 but for no-vortex configuration.

thus no stratosphere-troposphere coupling, only the tropospheric dynamics is in ef-

fect. Figure 4.4a-f is similar to Fig. 4.2 but in the no-vortex configuration. When
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comparing the percentage of non-linearity between the standard and no-vortex con-

figuration (Fig. 4.5a and Fig. 4.5b), the amount of non-linearity in the troposphere

is significantly reduced in the latter. Therefore, the results confirm that stratosphere-

troposphere coupling plays an important role in amplifying the non-linearity in the

troposphere.

4.3.3 Variation of non-linearity with forcing magnitude

Next, we quantify how non-linearity varies with forcing magnitude. The resulting

warming over the Arctic, area averaged temperature at 945 hPa over the Arctic region

(67.5◦–90◦N) in ALL runs, lies between 8.2 K–12.8 K. The AA values are comparable

with the projected annual mean AA that is likely to exceed 8.3◦C during 2080–2099

in the representative concentration pathway 8.5 (RCP8.5) scenario with respect to

the historical scenario during 1980–1999 as reported in the Intergovernmental Panel

on Climate Change (IPCC) Fifth Assessment (AR5) report (Collins et al., 2013).

As discussed above, Fig. 4.5a shows the percentage of non-linearity at the heating

rate of 3.5 K/day. Qualitatively similar patterns are found over a range of forcing

magnitude, however, the percentage ratio generally tends to increase with forcing

magnitude in both the troposphere and stratosphere (Fig. A.7). To summarize the

results, as an example, we show the relation between the forcing magnitude and

non-linearity at two grid points, one at 700hPa, 50◦N to represent the mid-latitude

troposphere and the other at 20hPa, 50◦N to represent the mid-latitude stratosphere,

respectively (see red and blue dots in Fig. 4.5a). We choose 50◦N because it ap-

proximately collocates with the maximum jet anomaly over the midlatitudes (Fig.

4.2d). We find that the percentage of non-linearity in the troposphere first decreases

from 2.5 to 3.0 K/day heating rate and then increases steadily from about 22% to

32% when heating rate increases from 3.0 to 4.5 K/day. In the meanwhile, the non-

linearity in the stratosphere is about the same with heating rate of 2.5 and 3.0 K/day

and increases significantly from about 21% to 43% with increasing heating rate. As a
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comparison, the no-vortex results are also shown but the non-linearity ratio is below

10% and is much smaller than the counterparts in the standard configuration with

3.5 K/day heating rate.

4.4 Conclusions and Discussion

In this study, we have explored the linear additivity of the mid-latitude circulation

response to regional AA, the underlying dynamical mechanism and sensitivity to

forcing magnitude using a simplified AGCM. Specifically, we have found that:

• Regional AA has similar impacts on the tropospheric zonal mean zonal wind

with an equatorward shift of the mid-latitude tropospheric jet. But differences

in the response are seen in the stratosphere. While the stratospheric polar vortex

generally weakens with imposed heating over the BKS and BDL regions, the

stratospheric polar vortex strengthens above 50hPa when the forcing is imposed

over the ESC region.

• The zonal mean zonal wind responses to regional AA are not linearly additive

and the sum of the responses to regional AA over-estimates the response to

simultaneous AA forcing in most midlatitude regions. As a result, a positive

NAM-like vertically coherent response is found in the residual term.

• The stratosphere-troposphere interaction plays an important role in amplifying

the non-linearity in the troposphere.

• For an amplified warming of about 10K over the Arctic (corresponding to im-

posed heating rate of 3.5 K/day), non-linearity could contribute about 10–60%

to the total response in the midlatitude troposphere and stratosphere and is not

negligible. In addition, the non-linearity also generally increases with forcing

magnitude.

We would like to emphasize, as mentioned in the introduction, that considerable

diversities exist among model responses to Arctic sea ice loss, part of which can be
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attributable to different spatial patterns of the prescribed forcing (Screen et al., 2018b,

and references therein). As found in this study, responses to sea ice loss over different

regions can interact non-linearly to affect the mid-latitude circulation response. The

results suggest that, because of this non-linearity, studying the regional sea ice loss

might not provide the full picture of the consequences of pan-Arctic sea ice loss in

decadal timescale. And pan-Arctic sea ice forcing, rather than regional sea ice forcing,

should be implemented in studies whose focus is the impact of decadal sea ice melting.

In addition, we find that the stratosphere-troposphere coupling plays a critical

role in understanding not only response to regional AA but also the non-linearity of

the tropospheric circulation response to regional AA. In particular, the non-linearity

is amplified by active stratosphere-troposphere coupling through downward influence.

It’s therefore important to fully and correctly represent the stratospheric circulation

response in sea ice loss model experiments.

In summary, the results demonstrated using idealized AGCM experiments agree

qualitatively with the results found in Screen (2017) using a comprehensive AGCM.

In both Screen (2017) and our study, non-linearity is found and in particular, the

sum of responses to regional forcing tends to over-estimate the response to simulta-

neous forcing. Our study also complements Screen (2017) and examines the role of

stratosphere-troposphere coupling and sensitivity to forcing magnitude. However, we

note that the model, used by Screen (2017), does not have a well resolved strato-

sphere (“low-top”), so the non-linearity found in Screen (2017) could possibly be

under-estimated. Therefore, it is worth extending the study but using with a well

resolved stratosphere comprehensive AGCM (“high-top”) and re-assessing the con-

tribution of non-linearity in the large-scale atmospheric circulation and regional ex-

tremes. For the mechanism underlying the non-linearity, it’s possible that regional

circulation response is more prone to develop with regionally confined forcing than

extended forcing and therefore causes an over-estimation of the circulation response.

But more work is needed to better understand it.
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Figure 4.5. (a) Absolute value of percentage of non-linearity in zonal
mean zonal wind response as obtained with 3.5 K/day forcing mag-
nitude in FULL run. The ratio percentage is calculated as residual
(Fig. 2f) divided by ALL (Fig. 2d). The values in the denominator
(ALL) that lie between -0.2 and +0.2 m/s are shown in gray contours
with contour interval of 0.1 m/s, where negative values are shown
in dashed line, positive values are shown in solid line and zero value
is shown in black. Black dots represent the climatological location
of the jet maxima. (b) Similar to (a) except for the no-vortex runs.
(c) Relation between the forcing magnitude and non-linearity ratio
at 700hPa, 50◦N (red dots, also in Fig. 3ab) and 20hPa, 50◦N (blue
dots, also in Fig. 3ab in dark blue dots), respectively, in FULL run.
The corresponding values using no-vortex configuration are shown in
squares.
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5. CONCLUSIONS AND FUTURE DIRECTIONS

In this dissertation, we investigate the influences of the Arctic sea ice loss on the mid-

latitudes by using a combination of observations and a hierarchy of climate models.

The specific goal of our study is to explore and to quantify the role of stratosphere-

troposphere coupling in linking the Arctic to the mid-latitudes during boreal winter.

Throughout this thesis we aim to elucidate the chain of events linking the sea ice loss

and its resulting responses in the surface warming, stratospheric polar vortex and

tropospheric eddy driven jet, as summarized below.

In chapter 2, we examine the robustness of the hypothesis that Arctic sea ice

variability can impact the mid-latitude wintertime circulation via the stratosphere,

using a multi-model ensemble framework. We explore whether the comprehensive cli-

mate models that participated in the CMIP5 experiments are able to reproduce the

observed delayed circulation response to Arctic sea ice loss and warming. We analyze

two groups of coupled global climate models, with different model top heights and

vertical resolutions, from the CMIP5 experiments. It is found that the models with

well resolved stratosphere (high-top) simulate a stronger and prolonged circulation

response compared to the models with poorly resolved stratosphere (low-top) in mid-

winter as a result of autumn BKS SIC variability. In order to attribute the different

circulation responses to the stratospheric dynamics, we systematically diagnose the

dynamical pathway of the stratosphere-troposphere linkage in the two groups. The

chain of events, that connects the autumn sea ice loss to the mid-latitude circula-

tion in winter via a two-way stratosphere-troposphere interaction, shows consistent

differences in responses between the two groups. Specifically, analysis of eddy heat

flux suggests an enhanced upward propagation of planetary waves following construc-

tive linear interference in the high-top models. Consequently a stronger weakening

of the stratospheric polar vortex is found. During downward migration phase, the
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phase-tilt of wave-1 geopotential height shows a long lasting stratosphere-troposphere

coupling in the high-top models. The results demonstrate an important role of the

stratosphere-troposphere interaction in establishing teleconnection between the Arc-

tic and the mid-latitudes. Furthermore, the multi-model ensemble framework, using

coupled models from the diverse modeling groups, minimizes the biases due to model

physics and provides a robust assessment of the prolonged and remote impacts of

the BKS SIC loss and the underlying dynamical pathway. The results suggest pos-

sible limitations in the low-top climate models, especially in understanding the NH

weather and climate, that may be accountable for conflicting conclusions in the pre-

vious studies. Our study advocates to incorporate a well-resolved stratosphere in the

global climate models for future improvement.

In Chapter 3, we further extend the study to explore the influence of the BKS SIC

loss on the surface temperature budget using targeted modeling experiments. Specif-

ically, we investigate the pattern of the Warm Arctic Cold Siberia and the underlying

mechanism. We perform numerical model experiments using a comprehensive AGCM,

with a well-resolved stratosphere, forced with BKS sea ice decline only. The model

experiments produce a colder Siberia as a result of BKS sea ice decline. Furthermore,

we identify that the temperature response is driven adiabatically by the large-scale

dynamical adjustment due to the BKS SIC loss. It is the intensification of the merid-

ional temperature advection from the Arctic, following an amplified ridge near the

Ural Mountains and a downstream trough, that causes anomalous cold temperature

over the Siberia. We find that the Siberia cooling is almost gone, following a weaker

circulation anomaly, when we numerically suppress the influence of the stratosphere

and isolate the tropospheric pathway in the AGCM experiment. Alternatively, the

contribution from the stratospheric pathway only, largely simulates the intensified

Ural ridge and downward trough associated with the Siberian cooling. The targeted

experiments allow us to compare between relative contributions of the tropospheric

and the stratospheric pathways, that suggests an important role of the stratosphere-

troposphere coupling. Our study demonstrates that the colder Siberian winters are
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consequence of the large-scale circulation changes driven by the BKS SIC loss via

a “stratospheric bridge”. Therefore, we suggest that a strong autumn sea ice re-

treat over the BKS has important influence on the Siberian winter on an inter-annual

timescale.

The key finding from the first two projects, using ensemble of coupled climate

models and experiments in a comprehensive GCM, shows an important role of the

stratospheric pathway in extending and amplifying the influence of the BKS SIC loss.

In chapter 4, we were intrigued to extend the above diagnoses on the different regions

of the Arctic such as East Siberia and Chukchi Sea (ESC) and Baffin Bay-David Strait

and Labrador Sea (BDL). We assess whether the contributions of regional sea ice loss

and AA on the atmospheric circulation are linearly additive using a simplified AGCM.

We find that the regional AA has similar impacts on the tropospheric circulation with

an equatorward shift of the mid-latitude tropospheric jet but differences are seen in

the stratospheric responses. In particular, the stratospheric polar vortex wakens due

to warming over BKS and BDL but strengthens due to warming over the ESC.

It is found that the stronger (weaker) stratospheric circulation response is consis-

tent with the reduced (enhanced) vertical wave propagation following a destructive

(constructive) linear interference between the wave responses with the climatology.

More importantly, we identify that the zonal mean zonal wind responses to regional

AA are not linearly additive and the sum of the regional responses over estimates the

response to simultaneous forcing. As a result, a positive NAM-like vertically coherent

response in mid-latitude circulation is seen in the residual term. Additional targeted

experiments show that the non-linearity reduces significantly when we isolate the

tropospheric dynamics only. Therefore, the stratosphere and its interaction with the

troposphere plays a significant role in contributing to the non-linearity in atmospheric

circulation responses to regional Arctic sea ice loss. The key finding from the idealized

AGCM experiments suggest that studying the regional sea ice loss may not provide

the full picture of the consequences of pan-Arctic sea ice loss especially in the decadal

time scale. The pan-Arctic sea ice loss should be implemented in the studies where
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the focus is the consequences of long-term SIC loss. Alternatively, because of the

non-linearity, it is possible that the regional circulation responses are more sensitive

to the regional sea ice loss on inter-annual time scale.

The major contributions in the thesis are summarized in the following:

• We show robust impacts of the Arctic sea ice loss on the mid-latitude circulation

during boreal winter characterized by an equatorward shift of the tropospheric

jet. The response is consistent for AA over different regions over the Arctic.

• We demonstrate that the stratosphere and its coupling with the troposphere

plays an important role to establish teleconnection between the Arctic sea ice

loss and the mid-latitudes. Specifically, we find a weaker (stronger) stratospheric

polar vortex is associated with an increase (decrease) in vertical wave propaga-

tion following a constructive (destructive) linear wave interference between the

wave responses with the climatology due to regional sea ice loss (Smith et al.,

2010). More importantly, the stratospheric circulation anomaly descends into

the troposphere that results in an intensified tropospheric circulation anomaly.

The hypothesis is consistent for different regions of the Arctic using observations

and a hierarchy of climate models.

• The results suggest that strong regional sea ice anomaly can affect the regional

circulation and weather patterns on inter-annual time scale. For example, in

comprehensive modeling experiment, we find that the autumn sea ice loss over

the BKS can results in a colder Siberian winter. The finding is important for

an improved seasonal forecast.

• Our study, in simplified AGCM experiment, suggests that the sea ice loss con-

fined over different regions can non-linearly interact with each other and thus,

result in different mid-latitude responses. Therefore, it is likely that the re-

cently emerged temperature trend over Siberia is due to natural variability and

not a result of BKS sea ice loss (Ogawa et al., 2018). More importantly, the
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results advocate studying pan-Arctic sea ice loss to understand the long term

consequences.

• Our study suggests that the representation of the stratospheric dynamics can

be a major source of discrepancies in the existing modeling studies. For ex-

ample, we explicitly quantify that the high-top multi-model mean from CMIP5

experiments can simulate an amplified and a prolonged tropospheric circulation

response due to autumn BKS sea ice loss compared to the low-top counterpart.

Additionally, the targedted experiments using comprehensive AGCM shows that

an absence of a realistic stratosphere-troposphere coupling inhibts the model’s

ability to simulate the observed Siberian cooling. We also note that most of the

modeling studies that can not reproduce Siberian cooling used a low-top model

(McCusker et al., 2016, for example) in contrast with the studies that simulated

Siberian cooling in a high-top model (Mori et al., 2014, for example). Therefore,

our findings advocate to incorporate well resolved stratospheric dynamics for

further improvement of the global climate models.

• The non-linear interaction among the regional AA suggests that different spatial

patterns of the prescribed sea ice forcing in the previous modeling studies can

be accountable for conflicting conclusions (Pedersen et al., 2016; Screen, 2017;

Sun et al., 2015). Therefore, the studies should exercise caution in studying the

regional cases which may not provide the full consequences of the pan-Arctic

sea ice loss.

Overall, the thesis contributes towards an improved understanding of the under-

lying mechanism of the remote impacts of the Arctic on the mid-latitude circulation.

We suggest more future work is needed to diagnose the complex dynamics and achieve

a better understanding of how and to what extent the rapidly changing Arctic is im-

portant for the climate system. Some of the future directions and possible extension

from our work is described below:
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• It is interesting that, in chapter 2, we do not find Siberian cooling using multi-

model ensemble of CMIP5 models. Alternatively, the warm ocean basins that

extends upto the lower latitudes of the North Atlantic suggest that a thermody-

namic effect, due to ocean coupling, may compensate the dynamical cooling in

the coupled models (Deser et al., 2016, 2015). Although the Siberian cooling re-

mains about the same with or without an ocean coupling in Deser et al. (2016),

it would be worth extending the AGCM experiment, presented in chapter 3,

using a coupled model. In particular, an assessment of the contributions of the

stratosphere in presence of an active ocean component would be an important

step forward.

• The work presented is chapter 4, using a dry dynamical core, complements the

previous finding by Screen (2017) in comprehensive AGCM experiments. An

important extension of the analysis would be to investigate how the non-linear

interaction among regional AA affects the regional weather, using a compre-

hensive AGCM with prescribed SIC forcing. In particular, it would be worth

checking how the Arctic can influence the North American weather and the

underlying dynamics for that.

• Several other factors, such as ENSO and sea surface temperature (SST), con-

tribute to influence the stratospheric circulation and regional weather in winter.

In addition, the weakening and equatorward shift of the mid-latitude jet due

to AA could be offset by upper tropospheric warming in response to enhanced

greenhouse gas. Therefore, a major step forward would be to disentangle the rel-

ative contributions of the AA, from the non-Arctic factors, on the mid-latitude

circulation and weather.
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A. SUPPLEMENTARY ILLUSTRATIVE MATERIAL

First three figures are for the second chapter and the following five figures are for the

fourth chapter.

Figure A.1. Multi-model spread in monthly BKS SIC among the
high-top (in light red) and low-top (in light blue) models and in the
observations (black line).
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Figure A.2. Response of 700mb zonal wind anomaly (in m/s per 1
standard deviation of BKS SIC loss) in winter months in observations
due to BKS SIC loss in the previous November and December. The
sign is reversed for the normalized BKS SIC to emphasize the SIC
loss. The dashed black line indicates the climatological jet position.
The BKS region is highlighted in thick black box. The dots indicate
that the responses are statistically significant at the 95% confidence
level..
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Figure A.3. Response in jet speed (in m/s per 1 standard devia-
tion of BKS SIC loss) over the region with the strongest weakening
(45◦ − 90◦N and 315◦ − 360◦E) vs. climatological jet latitude (in ◦N)
and climatological jet speed (in m/s) over the North Atlantic sector
(45◦−90◦N and 270◦−360◦E) in (a) upper panel and (b) lower panel,
respectively. The numbers represent the corresponding high-top mod-
els (in blue) and low-top models (in red) listed in Tables 2.1 and 2.2.
The multi-model mean is shown as star in blue for high-top and in red
for low-top, respectively. The correlation coefficient (r) and p-value
are shown in the legend for high-top and low-top models, respectively
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Figure A.4. Response of detrended surface air temperature (SAT)
(in K per 1 standard deviation of SIC loss) during Dec. and Jan.
associated with concurrent SIC loss in Dec. and Jan. (DJ) over
the (a) ESC and (b) BDL regions, respectively. (c) shows the SAT
response during Nov. due to SIC loss over BKS in Nov (N). The black
box highlights the (a) ESC, (b) BDL and (c) BKS area, respectively.
The dots indicate that the response is statistically significant at the
95% confidence level using t-test.
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Figure A.5. Vertical profile of zonal mean of prescribed heating rate
with a forcing magnitude of 3.5 K/day over ESC, BDL and BKS,
respectively. Contour interval is 0.2 K/day.
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Figure A.6. Response of detrended zonal mean zonal wind anomaly
(in m/s per 1 standard deviation of SIC loss) during Dec-Jan-Feb
associated with SIC loss in (a) Dec-Jan over ESC, (b) Dec-Jan over
BDL and (c) Nov over BKS, respectively, in both color shadings and
contours.
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Figure A.7. Similar to Fig. 4.5 (a) except for forcing magnitude of (a)
2.5 K/day, (b) 3 K/day, (c) 4 K/day and (d) 4.5 K/day, respectively.


