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ABSTRACT

Singh, Yuvraj Ph.D., Purdue University, August 2019. Characterization of Interfacial
Energy of Thin Films through Current Induced Diffusive Interfacial Voiding . Major
Professor: Ganesh Subbarayan, School of Mechanical Engineering.

Electromigration in thin films is a well known failure mode for scaled microelec-

tronics. While our understanding of electromigration physics has improved immensely

in the last few decades, there are still some gaps in literature. In particular, the in-

fluence of interfaces on the mass transport rate is not well understood. Through

reliability studies conducted on passivated metals films, marked improvement in elec-

tromigration lifetimes was observed. Specifically, some choices of materials for pas-

sivation appear to perform better than others. Qualitatively this improvement in

electromigration performance is attributed to surface adhesion. However, a theo-

retical connection is largely missing in the literature. Lane et al. through in-situ

electromigration experiments and separate interfacial debond experiments on sand-

wich specimens showed that a correlation exists between the void growth rate and the

debond energy. However, a fundamental understanding of the relation between the

two is missing. In this study we explore the connection between interfacial adhesion

and void growth in a current driven system. Several experiments with varying test

conditions are carried out on Blech-like test structures with different capping layers.

The influence of these capping layers is captured through direct void growth measure-

ments. Comparison of activation energy associated with electromigration was made

against existing literature. It was found to be consistent with values reported for

surface/interface dominated diffusion mechanisms. Further, an extension is proposed

to the phase growth relations derived in existing literature to include the effect of

surface adhesion. Interfacial adhesion energy ratios are extracted from the electromi-

gration experiments for two of the test structures (Cu-Ta and Cu-SiNx) tested in this
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study. This ratio is compared to values reported in literature for the two interfaces

and they are in good agreement.
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1. INTRODUCTION

1.1 Motivation

Adhesion at a heterogeneous interface is a subject of growing interest with a wide

variety of engineering applications [1–6]. Applications include paints and coatings,

microelectronics and metal-plastic interfaces among others.

This thesis is aimed at studying heterogeneous interfaces in microelectronic de-

vices. Fig. 1.1 is a demonstration of some instances of interfacial failure in microelec-

tronic devices. Some of the well documented failure modes for thin films are the ”tele-

phone cord” type buckling phenomena due large compressive residual stresses [7–9],

straight sided [10, 11], circular blisters [11, 12], debonding/cracking under applied

external loads [13, 14] and electromigration induced failure [13, 15–17]. The non-

electromigration failures are a result of mechanical stress at the interfaces however

current provides the driving force that overcomes the interfacial adhesion during elec-

tromigration. Often the approach used to mitigate these failures is to roughen the

surface to enhance mechanical interlocking at the interface, add adhesion promoters

or introduce diffusion barriers if the failure is accompanied by phase transformation.

As a last resort, the material itself may be changed. However, this approach is usually

arbitrary and involves extensive parametric studies that may be time consuming.

To characterize the strength of these interfaces, several methods are proposed in

prior literature. Methods such as the peel test [1], superlayer tests [19], indentation

[20], scratch test [21] and bulge test [22] are some of the more popular methods.

While these methods are well established, they have some disadvantages in terms

of length scale, surface finish requirements, sample preparation and fixturing. Most

significantly, the materials we are interested are ductile in nature. They tend to

deform plastically upon loading. During peel, scratch, blister or indentation, the
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interface in film is subjected to stresses beyond their yield strength causing them to

plastically deform. It becomes challenging to distinguish between the work of adhesion

at the interface and the work done in plastically deforming the films. Other challenges

associated with the conventional methods are limitations on length scale of the films

under consideration and the fixturing for each of these tests. Often these tests end

up being more qualitative in nature. Though a qualitative measure of adhesion may

be suitable in some instances, quantitative measure of interfacial fracture toughness

is desired for studies that extend to reliability of the device.

(a)

(b) (c)

Figure 1.1. Examples of thin film debond (a)Telephone cord buckling in thin film [9]
(b) Micrographs of failure in Al thin films on a flexible substrate under externally
applied tension [13] (c) SEM micrograph of failure in a copper damascene line after
electromigration [18].
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1.2 Research Objective

In light of the challenges associated with characterization of adhesive strength at a

heterogeneous interface, a new technique based on experimental observation by Lane

et al. [23] on void growth in metal lines during electromigration is proposed. Revisiting

the study by Lane et al., we see in Fig. 1.3 the two axes correspond to information

obtained through two separate experiments. The void growth rates are obtained

through in-situ eletromigration experiments and the fracture toughness is obtained

through standard four point bending tests on diffusion bonded sandwich specimens.

Briefly, electromigration is the phenomena observed in conductive films where the

flow of electrons causes the atoms/ions to diffuse in order to conserve momentum. In

conductors such as Cu, the diffusion path is found along the interface [24], and more

importantly, the adhesion at the interface is believed to control the diffusion at the

interface [23,25]. The experiments carried out by Lane involved line-via-line structures

with different capping layers. Fig. 1.2b shows the SEM images of the moving metal

edge at different times when the structure is subjected to a high current density. It

was observed that the rate at which void grow changes under the influence of a cap

material. Adding a cap layer to the conductive lines changes the surface energy, which

in turn affects nucleation and growth kinetics for voids. Lane hypothesized that the

relationship between these two quantities is dependent on the free energy of formation

of the interfacial bonds. Further, he argues that the work of adhesion linearly varies

with activation energy, leading to a correlation. This however, was found not be

the case in our experiments. While the correlation provides some insight about the

nature of the relationship between adhesion and mass diffusion, it fails to explain the

underlying physics.

Recently Vaitheeswaran et al. [26] developed a theoretical framework to study the

thermodynamic driving force associated with a moving interface. Conditions for phase

growth and nucleation in bodies with multiple diffusing species and arbitrary surface

stress at the phase interface were derived without inherent assumptions. The growth
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(a) (b)

Figure 1.2. (a)Schematic of the line-via-line structure [23] (b) SEM micrographs of a
moving metal edge in a conductive line subject to electromigration [23].

Figure 1.3. Void growth rate as a function of interfacial debond energy [23].

of voids is typically attributed to the coalescence of vacancies, which is dependent on

the magnitude of bulk diffusion flux of vacancies [27]. Prior work does not include the

effect of interfacial energy on the void growth rates. However, experimental evidence

from [24,25] suggests that there is a relationship between the surface energy and the

diffusion of species. The driving force (configurational force) for a diffusive system is

used to derive a relation for a diffusive phase (void) growth. The derived relation is a

consequence of the second law of thermodynamics valid at the interface. In this thesis,
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we discuss an extension to this derivation for the case of electromigration by choosing

an appropriate from for the driving force in a current driven diffusive system. Further,

an analogy to fracture mechanics is drawn, where the computed J-integral [28] has

to exceed a critical value for a steady state crack growth. Similarly, for the diffusive

void growth, the critical volumetric energy density needs to be exceeded. A relation is

derived for the critical volumetric energy density that includes the effect of interfacial

adhesion.

The focus of this research is to characterize the interfacial adhesion energy using

current induced diffusive voiding. As mentioned earlier, there is evidence from prior

work that the connection exists, but, the use of electrical current induced voiding as

a means to extract adhesion properties of thin films has not been explored in prior

literature. From experiments carried out at varying test temperatures and current

densities we obtain the void growth rates from fabricated Blech like test structures.

The test structures used for this study are designed to allow ex-situ and in-situ mea-

surements. Blech like structures are designed to eliminate multiple failure modes

usually observed in line-via-line structures. TiN is used as a diffusion barrier layer

for the base and three different capping materials are chosen for this study. Through

the theoretical framework, we derive a relationship between for diffusive void growth

rate, which depends on the interfacial adhesion energy between the conductor and

the capping layer. The additional benefit of this method of passing current through

conductive lines is that these conductive lines can be buried, which is representative

of their application in microelectronic devices. There is also no restriction on the

rigidity of the substrate. The same test can be carried out on a conductive line on a

flexible substrate as long as the state of stress on the conductive line can be measured.

1.3 Thesis Outline

We start with a survey of the relevant literature on electromigration and describe

the factors that affect electromigration behavior in Chapter 2. We specifically include
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work by Blech that is used as an inspiration for the test structures designed in this

study. Next, we rationalize the choice of the test structure design and the materials

choices for this study in Chapter 3. Prior work on relevant existing literature is briefly

discussed for void growth measurements in-situ. We also present numerical simula-

tions of the joule heating expected in the test structures. With the design for the

test structure, in Chapter 4 we discuss the fabrication methods, process flow and the

challenges encountered. Details of overall strategy for fabrication is presented along

with the final design of the test specimens. Chapter 5 discusses the custom designed

tester development and capabilities that enable measurements and observations made

during the study. A set of design requirements are laid out and the final design of the

tester is presented. The chapter ends with a discussion of the experimental procedure

used, the tests that are to be carried out and the preliminary measurements that

are required on the films. The results and observations are presented in Chapter 6.

Resistance changes with time, void growth rates and the microstructure of the films

are discussed in this chapter. Next, the theory developed by [26] is reproduced in a

condensed version in Chapter 7. The derivation of interfical transport theorem is fol-

lowed up by the balance of mass, momentum and energy at the interface. Taking the

free energy imbalance leads to the second law conditions from which nucleation and

growth relations for phase transformations are derived. An extension to this theory

that includes charge balance at the interface is proposed to study cases with electro-

migration. An updated relation for the thermodynamic driving force (configurational

force) is then used to extract the surface energy for the interfaces being tested. The

driving force required to nucleate and grow voids at heterogeneous interfaces is re-

lated to the energy release rate and compared to the existing definition of fracture

toughness and the J-integral. Chapter 8 is dedicated to analysis and extraction of

surface energy from obtained data. The extracted surface energy is then compared

to reported values in literature. We end with a some insights about the nature of the

study and future work is proposed. Chapter 9 describes attempted experimental vali-

dation of the proposed characterization technique using super layer tests as proposed
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by Bagchi. The test method, fabrication process used and the challenges encountered

with fabrication are discussed in this chapter. The fabrication of the devices was

not successful and so we rely on existing literature for validation. We end with the

conclusions and future work in 10

The appendix includes related work published recently [29] on a semi-analytical

model to capture instability at a heterogeneous interface during peel tests. Though

not directly related to the primary thrust of this thesis on relating adhesion to electro-

migration experiments, the included work is related to interfacial adhesion for films.

This work is focused on modeling peel force required to debond patterned films. The

novelty of this work is the ability to model the instability encountered at the interface

for the patterned films. It also provides a way to enhance fracture toughness without

modifying the interface, which is ideal for applications where interfaces cannot be

modified.
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2. BACKGROUND: ELECTROMIGRATION

This chapter pertains to a review of existing literature on electromigration. Electro-

migration is a significant reliability concern in microelectronics with several decades

of research dedicated to studying lifetimes for different metallizations, use conditions

and design features. Our goal therefore is to conduct a preliminary search to iden-

tify prior work to determine the fundamental physics associated with the process of

electromigration relevant to this work.

2.1 Review of Electromigration

Electromigration is defined as the mass transport of atoms/ions due to the mo-

mentum exchange with moving electrons in a current carrying conductor. Geradin

in 1861 [30] first observed the segregation in molten alloys subject to direct elec-

tric currents. It wasn’t until 1914 when Skaupy [31] found the interaction between

metal atoms and electrons to describe the physical phenomena. Seith and Wever [32]

through tracer experiments on Hume-Rothery alloys found the direction of the elec-

trons to have an influence on electromigration. These marker motion experiments

revealed that the driving force for electromigration was not solely influenced by the

electrostatic force from the applied electric field, but also strongly depended on the

direction of motion of the electrons. As a result of these empirical observations

they concluded that flowing electrons transferred momentum to atoms causing mass

transport. This study further cemented the idea originated by Skaupy of an “elec-

tron wind” as the driving force for electromigration. The idea of the ”electron wind”

as a momentum transfer driving force causing mass transport in metals subjected

to an electric field established the theoretical foundation for electromigration. Fiks,

Huntington and Grone [33,34] followed this up with mathematical descriptions of the
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electromigration driving forces. Their electromigration driving force model was for-

mulated from a semi-classical ballistic approach to explain the collision of the charge

carriers with the metal ions to induce mass transport. According to this ballistic

model, the electromigration driving force (Fem) is composed of two distinct contribu-

tions. The first component comes from the interaction of the electric field with the

charge of the migrating ion called the direct electrostatic force (Fes). The second is

due to the momentum transfer from flowing conduction electrons colliding with the

metal ions, and is called the electron wind force (Fwd). Therefore, the total effective

electromigration driving force is expressed as:

Fem = Fes + Fwd = Z∗effeE = (Zes + Zwd)eE (2.1)

where Zes and Zwd are the charge numbers corresponding to the metal ion and the

electron wind. e is the charge of an electron, and E is the electric field. Z∗eff is the

combined effective charge number that is dimensionless. Microscopic and quantum

mechanical effects of the electromigration phenomenon are comprised in the effective

charge number. Typically the values reported in literature are theoretically derived

or measured experimentally through marker motion studies.

The force Fes due to the interaction between the ionic core of the atoms and the

electric field is directed toward the negative electrode terminal and is not strongly

dependent on the temperature. For most metals, the Fes force is negligible in com-

parison to the Fwd force that is acting in the opposite direction toward the positive

terminal. This electron wind force is reported to be an order of magnitude greater

than the electrostatic force for gold, copper and aluminum [35]. This idea of elec-

tromigration is based on vacancy diffusion as the dominant mechanism in a metal

lattice. However, it should be noted that similar biased atomic diffusive motion un-

der an electric field occurs predominantly at grain boundaries and interfaces in thin

metal films. Diffusion is a non-equilibrium process, and it occurs until a thermo-

dynamic equilibrium is achieved. It is possible to relate the rate of diffusion to the

concentration gradient responsible for the mass transport [36]. Vacancies flow from
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regions of high concentration to regions of low concentration. According to the first

Fick’s law, the flux of vacancies Jdv is proportional to the gradient of the vacancy

concentration Cv as follows

Jdv = −Dv∇Cv (2.2)

Dv is a diffusion coefficient. Electromigration is a highly temperature dependent

process. The temperature dependence is captured through an arrhenius relationship

for diffusivity. Here diffusivity Dv is expressed as:

Dv = Doexp(
−Ea
kT

) (2.3)

Where, Do diffusion coefficient, Ea is the activation energy related to the diffusion

process, k is the Boltzmann’s constant and T is the test temperature. The driving

force from electromigration gives rise to a velocity component which is expressed as:

vd = MFem = Z∗effeρj
Do

kT
exp(
−Ea
kT

) (2.4)

M is the atomic mobility. The electric field E is expressed in terms of the resistivity

ρ and the current density j. Typically the atomic mobility is expressed by the Nernst-

Einstien relation where,

M =
D

kT
(2.5)

where k is again the Boltzmann’s constant, while T is the test temperature. The

vacancy flux due to electromigration then is expressed as:

Jemv =
DvCv
kT

Z∗effeρj (2.6)

The net flux of vacancies is the superimposition of the vacancy flux due to diffu-

sion and the vacancy flux due to electromigration.
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These are typically opposing fluxes so, the total flux is given as:

Jv = Jdv + Jemv = −Dv∇Cv +
DvCv
kT

Z∗effeρj (2.7)

2.1.1 Effect of Microstructure

Microstructure has an important role to play during electromigration specially for

scaled microelectronics where smaller lines and structures have a larger surface area

to volume ratio. Mass transport along a current carrying conductor occurs through

a few different mechanisms; surface, interface, grain boundary and lattice diffusion.

The onset of each of these mechanisms is usually captured through a measurement

of an activation energy associated with each diffusion mechanism. To account for the

multiple diffusion mechanisms a proposed method is to sum the contributions from

each mechanism as follows [24,37,38]:

Deff = Db + Σn
jDgb,j

(
δgb,j
d

)
+Di

[
2δi

(
1

w
+

1

h

)]
+Ds

(
2

w
+

1

h

)
(2.8)

Deff is the effective diffusivity and the subscripts b, gb, i and s refer for bulk, grain

boundary, interface and surface diffusivities. δ is the width of the grain boundary

while, w and h are the width and height of the conducting line. Fig. 2.1 is a

schematic of diffusion paths available for mass transport. Bulk and pipe diffusion are

not shown in this schematic. Typically bulk diffusion is ignored if the homologous

temperature is low. Through self diffusion studies on copper it is shown that below

400 ◦ C, bulk diffusion can be ignored due to it’s high activation energy which is ≈

2.2 eV [39]. Grain-boundary and surface/interface diffusion are then the remaining

dominant diffusion mechanisms. As such the effective diffusivity is then:

Deff = Σn
jDgb,j

(
δgb,j
d

)
+Di

[
2δi

(
1

w
+

1

h

)]
+Ds

(
2

w
+

1

h

)
(2.9)
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Figure 2.1. Schematic of diffusion paths for atoms in a micro volume [40].

When the geometry is scaled and lines shrink; the grain structure is more “bamboo-

like”, with one or two grains spanning the width of the line. In such a scenario mass

transport through grain boundary diffusion is limited and interface diffusion becomes

the dominant mechanism. An example of such behavior is shown for Aluminum in

Fig. 2.2, where the median time to failure is much higher compared to a polygrain

structure. This is because of the lack of continuous grain-boundary paths and the fact

that the electromigration driving force is perpendicular to the grain-boundaries. If the

conductor is then encapsulated or has an interface, the primary path for diffusion is

through the interface. For copper there is evidence in literature to show that the sur-

face/interface migration is the dominant path for diffusion in small interconnects [24].

This can be incorporated into Eq. (2.4) for an updated relation:



13

Figure 2.2. Median Time to Failure for Aluminum interconnects with varying mi-
crostructures [41].

v = Z∗effeρj
Deff

kT
exp(
−Ea
kT

) (2.10)

v = Z∗effeρj
Di

[
2δi
(

1
w

+ 1
h

)]
kT

exp(
−Ea
kT

) (2.11)

An illustration of such behavior is shown in Fig. 2.3 where, multiple voids are

observed to grow along a line-via-line structure. Grains can accumulate vacancies at

different rates and one location may be thermodynamically more favorable for void

evolution compared to others. At smaller length scales the local microstructure may

play a more critical role where reliability statistics are concerned. In the absence of

grain boundary diffusion the only path available for diffusion is through the inter-

face/surface which my be limited. Prior work on reliability studies suggest longer
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lifetimes for such structures but also more variability in the location of failure. At

larger length scales, a continuum approach may suffice where average behavior among

many grains is assumed.

Figure 2.3. Void nucleation and growth sites in a line-via-line structure where grain
boundaries span the width of the interconnect [42].

2.1.2 Geometric Effects on Electromigration

We have established that the grain size on the order of the width of a conducting

line can supress grain boundary diffusion leading to better electromigration perfor-

mance. However, there are other factors to consider. Seminal work by Blech [15,43,44]

on aluminum conducting lines led to significant breakthroughs in the understanding

of electromigration. We will now briefly cover the experiments carried out and the

modification to the flux equation to account for the observations. The experiments

carried out by Blech involved aluminum lines of varying lengths on a secondary layer

of Titanium Nitride (TiN). A schematic of the test structure is shown in Fig. 2.4.

The purpose of the secondary layer is to act as a parallel conductor, which has a lower

electrical conductivity compared to Aluminum. It also serves as a diffusion barrier for

Aluminum. Owing to the lower conductivity of the base layers, most of the current

would flow through the Al line during the experiment. As the experiment progresses,

metal ions are carried towards the anode while a visible line drift is observed on the

cathode side due to vacancy accumulation and void formation. The drift is measured
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as a function of the current density (j = i
A

). The first observation Blech made was

that the cathode end only moved if the line was a certain minimum length. Shorter

lines did not move or moved very little compared to a longer line for a fixed current

density. He attributed this observation to the existence of a “back-flow” stress. This

stress is generated due to the pile up of atoms at the anode end of the conductor.

Release of stress at the anode end leads to formation of hillocks or extrusion of ma-

terial that can cause failure in the form a short-circuit. He hypothesized that if a

stress gradient develops along the length of the conductor, then a force acts opposite

to the electron wind force described earlier. Revisiting the flux of vacancies due to

electromigration Eq. (2.6) we introduce a second term with an opposing sign that

accounts for the stress gradient driving force. Consider the flux of vacancies which is

equal and opposite the flux of atoms:

Figure 2.4. Schematic depicting the cross-section of the structure used by Blech.

Jemc =
DcCv
kT

[
Z∗effeρj − Ω

∆σ

∆x

]
(2.12)

where, Ω is atomic volume and σ is the hydrostatic stress which varies along the

length x. At equilibrium, when mass transport is halted, the flux of vacancies moving
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is zero. At the steady state condition, the electromigration driving force is equal and

opposite to the force due to the back flow stress.

Jemv = 0 (2.13)

Z∗effeρj = Ω
∆σ

∆x
(2.14)

Further rearrangement of the equation leads to a critical threshold, which we will

refer to as the “Blech Threshold” going forward. It is the product of a critical current

density jc and a length L. This product is unique to the material tested. For a

given current density a line can be “immortal” to electromigration failure if the Blech

Threshold for the given geometry is lower than the experimentally determined value.

We will use this as a guide for designing our test structure in this study.

jcL = Ω
∆σ

Z∗effeρ
(2.15)

There is some variation in the reported Blech Product values in literature for a

given conductor. The presence of a residual stresses from the fabrication process

could cause this variation leading to smaller Blech product value, which will fail

prematurely [45].

Though the idea of a back-stress was proposed by Blech as the cause of a delayed

failure event, the nature of this back stress was not clear until Kirchheim’s work

[46]. He included the effect of a transient back stress build-up in a single model.

Considering the movement of an atom, with an atomic volume Ωa, from the grain

boundary to the surface, the relaxation of the neighboring atoms within the grain

boundary leads to a volume contraction of fΩa around the formed vacancy. The

total volume change due to lattice relaxation is (1− f) Ωa, where f is the relaxation

factor which represents the ratio between the vacancy volume and the atomic volume.

The local strain field due to a vacancy formation at the lattice site leads to a stress.
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The gradient of the mechanical stress acts as an additional driving force in the total

vacancy flux equation as follows:

Jv = Jdv + Jemv + Jσv = −Dv∇Cv +
DvCv
kT

Z∗effeρj −
DvCv
kT

fΩa∇σ (2.16)

A generalization of the Fick’s second law of diffusion along with appropriate sink

and source terms are then utilized to derive a relation between the equilibrium vacancy

concentration and the mechanical stress σ:

Cv,eq = Cv,o exp
(1− f)Ωσ

kbT
(2.17)

Cv,o is the initial vacancy concentration in the absence of a stress. The stress

change in a due to a volume change by dV as given by the Hooke’s law is as follows:

dσ = B
dV

V
(2.18)

where B is the bulk modulus. The relation for the evolution of stress can then

be derived in conjunction with the equilibrium vacancy concentration equation as

follows:

∂σ

∂t
= B(1− f)Ωa

δ

d

Cv,eq − Cv
τv

(2.19)

Here, d is the grain diameter and δ is the boundary thickness. Coupling of the

stress evolution and vacancy concentration dynamics in this manner helped explain

the origin of the stress development during electromigration.

2.1.3 Electromigration Lifetimes

To earliest work on electromigration lifetime predictions is a model proposed by

Black in 1960’s [47]. Black derived a semi- empirical model for interconnects un-
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dergoing failure due to a steady state direct current using the model developed by

Huntington and Grone [48]. The mean time to failure (MTTF) relation derived by

Black is as follows:

MTTF = A
1

jn
exp(

Ea
kT

) (2.20)

where, A is pre-factor constant, j is the current density and n is the current den-

sity exponent. Two critical parameters, the current density exponent and activation

energy are extracted by regression from the measured times to failure (TTF). Usu-

ally, the current density exponent is considered to be 2. This was later modified by

Blair [49] in the form presented in Eq. (2.20). The most plausible explanation for

the exponent being 2 was given by Shatkez and Lloyd [50]. The model solves a time

dependent diffusion equation and finds a solution for the MTTF in which the square

power dependence was obtained. This was due to the nucleation of voids which needs

a supersaturation of vacancies on the cathode side. The incubation time of nucleation

is much longer than the time needed to grow a void. While the number of vacancies

needed to nucleate an embryo of a critical size is small, the supersaturation of va-

cancy can be a slow and long process. Additionally, a large number of vacancies can

be consumed by sinks before supersaturation can occur. For growth of a void then,

the exponent is close to unity and is expressed as:

t = B
1

j
exp

(
Ea
kbT

)
(2.21)

Here, B is a pre factor usually expressed as V kbT
ΩCDoZ∗ρ , with V being the volume of the

void needed for the circuit to fail. Often, the time for nucleation and the time for

void growth is superimposed to describe life under an accelerated test condition.

In most cases the extrapolation of life for a tested device is based on a lognormal

fits of the form:

F (t) =

∫ 0

t

1√
2πσu

exp

[
[log(u)− log(MTTF )]2

2σ2

]
du (2.22)
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Similarly the Weibull fit is given by the expression:

F (t) = 1− exp
[
− 0.693

tβ

MTTF

]
(2.23)

F (t) is the cumulative percent failures at time t and σ is the standard deviation.

Both MTTF and σ are found by plotting the experimental TTF data on a lognormal

plot; the coefficient β is extracted from the Weibull plot. All these parameters are

extracted from measurements on a variety of test structures designed for different

metal layers and different current densities.
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3. TEST STRUCTURE DESIGN AND MATERIAL SELECTION

In this chapter we discuss relevant background on existing test structures used in

prior literature to study electromigration. We then provide an overview of the elec-

tromigration characterization in the existing literature where in-situ observations of

void growth were attempted. Details for some of these tests and the test setup are

discussed. Next, some challenges with the design are discussed along with the mate-

rials of interest for this study. Decisions relating to geometry are rationalized for the

test structure. Finally, numerical simulations of joule heating expected in the test

structure are presented.

3.1 Background: Electromigration Test Structures

Electromigration as discussed in the previous chapter has become more relevant

as a design challenge as the interconnects shrink to accommodate smaller form fac-

tors and higher density I/O packages. Most experimental studies in literature are

concerned with time to failure (TTF). For this reason, we will separate the test struc-

tures into two categories. Belonging to first category are test structures and methods

meant for TTF statistics that rely on accurate measurement of resistance during test-

ing. These include test structures meant for classical resistomeric method (CRM) [51],

temperature-ramp resistance analysis to characterize electromigration (TRACE) [52],

the breakdown of energy of metal method (BEM) [53], Standard Wafer-level Electro-

migration Acceleration Test method (SWEAT) [54] and wafer-level isothermal Joule

heated electromigration test (WIJET) [55], Highly accelerated electromigration life-

time test (HALT) [56]. While these experimental methods are useful for reliability

they are usually focused on a particular technology and may suffer from multiple

failure modes or locations. An example of such a case is shown in Fig. 3.1 where
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multiple voids are observed in a line-via-line structure. Often time to failure is also

based on some measure of resistance change, which is not standardized.

Figure 3.1. Void formation in line-via-line structure imaged post testing [57].

Second type of test structures are idealized ones that are meant to mimic metal-

lizations and geometry in a manner that makes identification of failure locations and

modes easier. “Blech” structures discussed in the Chapter 2 falls in this category.

Another such design is a single line-via-line structure with a tungsten plug between

the two levels of metallization. A simple structure of such a design is shown in Fig.

3.2. This type of structure along with the Belch structure is not limited to a resistance

measurement. A velocity for a growing void can be measured using such structures

through in-situ measurements.

Figure 3.2. A line-via-line schematic for a test structure with two layers of metalliza-
tion.

Our focus in this study is not based on lifetime assessment for a particular tech-

nology, but, rather a fundamental understanding of electromigration failure and the

factors that influence electromigration behavior. For this reason, we turn to idealized

structures, where the geometry is simple and the modes of failure can be limited.
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With this in mind, we first review test structures in the existing literature that have

attempted in-situ electromigration characterization. We then revisit the test struc-

ture proposed by Blech [58] that uses a diffusion barrier layer to carry current in

parallel to a conductor of interest. This structure is preferred over the line-via-line

structures in the literature due its simplicity in design/fabrication. The structure also

has the added advantage of low risk of failures that are exacerbated by joule heating.

The barrier layer at the bottom of the Blech structure typically has a lower conduc-

tivity compared to the primary conductor and so, most of the current flows through

the conductor when the strip of material to be tested is encountered. When a void

is nucleated, it can grow without severely changing the local temperature, which is a

drawback with the line-via-line structure. Once a void grows past the tungsten plug,

the liner material, which is typically only a few nanometers, carries a large current

and will eventually cause failure in the device.

3.2 In-situ Electromigration Testing

In-situ testing is preferred for this study because of the ability to track void growth

during the experiment. Most of the electromigration tests in literature use buried de-

vices to assess reliability. Void growth or regions of failure can only be determined

post failure through carefully cross-sectioned test specimens or through X-ray tomog-

raphy. Sometimes, these failures may not be apparent due to complex nature of the

devices being tested or poorly cross-sectioned test specimens. As mentioned previ-

ously, for line-via-line structures failure may occur in multiple locations especially

when the devices are scaled. If the position of these failures is not known apriori then

finding the failure site may be a time consuming step. To overcome these obstacles,

we will rely on in-situ observations either using a Scanning Electron Microscope or

an optical microscope.

There is some existing work on in-situ observation of electromigration tests. Be-

low, we list some of these studies along with the dimensions and the scope of the
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study relevant to this work. Meyer et al. developed a custom built test rig in an SEM

to conduct electromigration tests on line-via-line structures. Since the test structures

used in this work are fully embedded a FIB (Focused Ion Beam) cross-section is re-

quired to make the observation in the SEM. Fig. 3.3 shows the structure, test setup

and the observation from this study. Here, Cu is the interconnect with a Ta liner and

the dielectric capping layer of PECVD - Si3N4. Details of the test structure are not

clear from the paper. Test conditions are 20 MA/cm2 at 250 o C.

(a)

(b)

(c)

Figure 3.3. Details of (a) Test structure used in the study (b) In-situ test setup for
SEM observations (c) Post failure FIB cross-section indicating void growth in line-
via-line structures [57].

Vairagar et al. had a similar study with line-via-line structures based on the NIST

recommendations for structure design [59]. Cu interconnects with Ta diffusion barrier
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layer and Si3N4 as a capping layer was used for this study. Similar to Meyer et al., this

study uses a FIB cross-section to track locate the failure site which is at the Cu/Si3N4

interface at the cathode end. The test setup used is the same as the previous study.

The current density used in this study is 10 MA/cm2 and the test temperature is 350

oC. Fig. 3.4 shows the structure used and the observations made in this study.

(a) (b)

Figure 3.4. Details of (a) Test structure (b) Post failure FIB cross-section indicating
void growth in line-via-line structure as a function of time [59].

Next, work by Lee et al. [60] on Cu and Cu(Sn) interconnects is also an in-situ

electromigration study. This work is the closest in terms of design and procedure

to the work in this thesis. Fig. 3.5a is a Blech like structure with a tungsten (W)

base layer and Ta as the diffusion barrier layers. These tests were carried out at

2.1x106 A/cm2 with test temperatures varying from 250 to 400 oC. The focus of this

study was to ascertain the benefits of tin (Sn) doping on Cu electromigration lifetimes

without changing the liner or the capping materials. Fig. 3.5b is an image of the edge

displacement recorded in a SEM over time for one of the experiments in this study.

Unlike the studies by Meyer and Viaragar there is no need for a cross-section in this

study.

The device fabricated by Kirimura et al. are shown in Fig. 3.6. The devices are

damascene copper with different cap layers that are limited to 30 nm in thickness.

This is so the void can be observed through the cap layer in an SEM. The penetration

depth of the electrons from the e-beam depends on the accelerating voltage and the

material that is encountered by the beam. The test setup involves a temperature
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(a) (b)

Figure 3.5. Details of (a) Test structure used by Lee et al. (b) Edge displacement
captured by SEM during electromigration experiments [60].

controlled stage with nano-manipiulators to supply the current. On the device there

are local and standard probes to measure resistance accurately during the experiment.

The results from the study by Vanstreels, which are an extension of Kirimura’s

work are shown in Fig. 3.7. The voids are clearly visible just beyond the electron

injector. Over time, the voids grow and their velocity is tracked. The results for drift

velocity are shown in Fig. 3.7b.

We use guidance from these listed studies to determine needs from the test setup

along with the advantages and disadvantages of each device structure and test setup.

Other works not listed here, but, relevant to in-situ study of electromigration are

cited in [61].
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(a) (b)

Figure 3.6. Details of (a) Top view of the EM structure used by Kirimura et at. (b)
Cross-section view of the EM structure [62].

(a) (b)

Figure 3.7. (a) Void evolution observed in the EM structure (b) Void drift velocity for
different cap materials observed during In-situ experiments by Vanstreels et at. [63].
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3.3 Material Selection

The earliest work on electromigration was carried out on aluminum (Al) and gold

(Au). The push for materials of interest is generally a consequence of technology needs

of the microelectronics industry. As a whole, the industry has moved from aluminum

and gold interconnects to copper where it is feasible. Copper offers good electrical and

thermal conductivity, which helps reduce RC delays and better thermal performance.

In terms of plating and deposition, it is more convenient compared to silver (Ag).

There are some disadvantages when it comes to passivation and processing of copper.

Copper oxidizes easily and does not have the self passivation property of aluminum,

which forms Al2O3 that is limited to the surface. Noble metals do not oxidize and

have a better corrosion resistance compared to copper. Copper is also stiffer compared

to aluminum and gold which may lead to some reliability challenges for packaging,

specially with 3-D integration that involves copper pillars and copper TSV (Through

Silicon Via). Copper tends to diffuse through silicon dioxide (SiO2) that would cause

device degradation. Therefore, a diffusion barrier is typically required between the

copper interconnect and the dielectric layer to inhibit the migration of copper atoms.

We will discuss this in more detail when we introduce diffusion barrier layers later

in this chapter. Copper has a higher melting temperature (1357 K) compared to

aluminum (933 K) and for typical ULSI (Ultra Large Scale Integration) circuits,

copper interconnects outperform aluminum interconnects as they are subject to lower

homologous temperatures [64]. This fact plays an important role when the resistance

of copper to electromigration, thermomigration or stress migration is considered. In

general, copper outperforms aluminum and gold in terms of electromigration lifetime,

but, as the devices are scaled, microstructure also makes a significant difference to

electromigration behavior.

In this study we prefer to focus on Cu because of its surface diffusivity. At

temperatures <350 oC, the diffusivity of Cu through the surface is several order of

magnitude larger than the diffusivity through the grain boundaries. This will help
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distinguish the influence of capping layers and diffusion barrier layers on the mass

transport rate during electromigration.

3.3.1 Diffusion Barrier Layer

Diffusion barrier layers are a critical component of interconnects. In order for

a material to be qualified as a diffusion barrier layer, it must meet certain criteria.

Consider to materials A and B in contact, where A is a metal copper or aluminum and

B is silicon, which is usually doped to meet some electrical performance requirement.

Even though silicon would usually form a native oxide, it may not be enough to

prevent atoms of aluminum or copper from diffusing through and altering the device

performance. As a result, diffusion barriers are typically introduced between the

materials A and B that physically separates the two. These materials are usually

chosen so that the intermixing of A and B is suppressed under external conditions

such as temperature, stress, and time. To qualify as a barrier layer, some criteria

must be met. These are outlined by Nicolet [65] and are as follows:

1. Transport rate of A across X and of B across X should be small

2. Loss rate of X into A and B should be small

3. X should be thermodynamically stable against A and B

4. X should have good adhesion to A and B

5. Contact resistance at the interfaces should be minimal

6. X should be laterally uniform in thickness and structure

7. X should be resistant to mechanical stress and thermal stress

8. X should be thermally and electrically conducting

It is clear that all these conditions may not be met and there is some amount of

compromise required to relax some of the needs. Even if an identified material meets
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all the criteria, additional constraints may inhibit its applicability due to processing

constraint during fabrication or cost of implementation to existing fabrication meth-

ods. An additional constraint imposed by our need is the requirement for the material

to be resistant to electromigration.

A popular choice for diffusion barriers is refractory metals and their nitrides. Re-

fractory metal nitrides are suitable owing to their high melting points, high thermal

stability, and high conductivity (tunable) [66]. Refractory metals have good corrosion

resistance and barrier properties, however, most of the challenges in implementation

arise from fabrication limitations. We discuss this issue in detail with using tantalum

as a barrier layer in a later chapter. Refractory metal nitride such as TiN, WN, ZrN,

TaN and TiZrN are some that were tested as diffusion barrier layers in existing litera-

ture [66]. Among the refractory metal nitrides used on present day devices, currently,

TaN is most popular. However, we will focus on TiN because of its versatility and

sufficient barrier capabilities. A general method to check the viability of the diffusion

barrier is to carry out XRD analysis to determine the highest annealing temperature

at which the metal shows significant diffusion through for a known thickness of the

barrier layer. Fig. 3.8 shows the XRD spectra of Cu/T iN/SiO2/Si stack after an-

nealing in the temperature range of 500 − 800 o C for 60 minutes in nitrogen. This is

work carried out by Kwak et al. [67]. The thickness of TiN is 100nm deposited using

a sputtering process and the thickness of copper is 100 nm deposited using REPCVD

(Remote Plasma Chemical Vapor Deposition). The XRD reveals the diffraction peaks

of Cu and TiN for as-deposited, and annealed cases ranging 500 o C to 800o C. At

700C, the Cu (111) and Cu (200) peaks are reduced in intensity, and subsequently

at 800 o C, diffraction peaks of Cu4Si appear at 2θ values of 44.0 o. It is therefore

safe to state that above 700 o C, the barrier starts to degrade. The disappearance of

copper in the XRD pattern indicates that most of the copper has diffused through

the barrier film to the silicon substrate where it reacts with silicon to form Cu4Si

after annealing at 800 o C. This formation of Cu4Si can lead to an increase in sheet

resistance of copper.
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Figure 3.8. XRD spectra for Cu/T iN/SiO2/Si samples; (a) as-deposited and after
annealing in N2 for 1 hour at (b) 500o C, (c) 600o C (d) 700o C and (e) 800o C [67].

Further, AES (Auger Electron Spectroscopy) was carried out by the authors to

show the extent of interdiffusion. Fig. 3.9 confirms minimal interdiffusion at or below

500 o C anneal temperatures. Beyond that temperature, Cu starts to diffuse through

the SiO2 layer which is not ideal. For this reason, as part of our annealing process

during fabrication, the annealing temperatures are to be kept below 500 o C.

Among different refractory metal nitrides the effectiveness of TiN against Cu

diffusion can be seen in Fig. 3.10 by comparing the diffusion constants as a function

of temperature. These numbers are orders of magnitude lower when compared to the

diffusion coefficients for Cu self diffusion.

Another point of contention for diffusion barrier layers is their electrical resistivity.

Most refractory metal nitrides have low electrical resistivites that are usually tunable

based on the content of nitrogen available during sputtering or variation of ion beam
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Figure 3.9. AES depth profiles for Cu/T iN/SiO2/Si samples; (a) as-deposited and
after annealing in N2 for 1 hour at (b) 500o C, (c) 700o C (d) 800o C [67].

power, if IBAD (Ion Beam Assisted Deposition) is used. Fig. 3.11 shows variation in

electrical resistivity with T2 (77-300K) for different TiN films sputtered at different

conditions [68]. It is observed that the residual resistivity (ρo) of TiN films is influ-

enced by nitrogen partial pressure during deposition. It also appears that the values

of ρo decrease from 1.0061x10−4 to 0.3866x10−4 Ω− cm as the nitrogen partial pres-

sure increases from 2.7x10−3 to 6.7x10−3 Pa, whereas the composition ratio (Ti/N)

is almost same at 1.721.73 for the samples TN3, TN4 and TN5, which are deposited

under same conditions except for the nitrogen partial pressure. Keeping this in mind

we will also need to ensure each new test specimen is tested for electrical resistivity.

3.3.2 Capping Layer

Capping layers often act as diffusion barriers and etch stop layers for ILD (Inter-

layer Dielectric) stacks. From the perspective of electrical design, one of the require-
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Figure 3.10. The diffusion coefficients of copper in different barriers (TiN, TaN, and
TiZrN) in the temperature range of 600 900o C [66].

ments is the need to have a low dielectric constants to avoid parasitic losses. Silicon

nitride (SiN) was adopted as a diffusion barrier dielectric for Cu interconnects with

PECVD-SiO2 ILD. It has a κ value over 6. More recently, capping layers with lower

κ ILD materials are being introduced; these are namely SiC, SiCN, or SiCOH [69].

Their κ values range between 4 and 5. However, these lower (κ ≤ 5.0) dielectric

barriers have scaling issues due to stress cracking and leakage challenges upon UV

exposure required to cure low-K films(κ ≤ 3.0). As the ILD layers become thinner,

the relative contribution of the diffusion barrier κ to κeff is growing. As an alternative
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Figure 3.11. Variation of resistivity ratio (ρ(T )/ρ(0)) with temperature for different
TiN films, where normalizing factor ρ(0) is taken as residual resistivity [68].

to using low-K materials, thinning of diffusion barriers is done to maintain perfor-

mance without causing reliability concerns [70,71]. Scaling to a few nanometers still

remains a challenge [72].

Hu et al., through electromigration experiments on thin copper lines (≤ 2um)

found the activation energies for diffusion through the cap surface to be low compared

to grain boundary diffusion; confirming the fastest path for diffusion of copper atoms

was through the surface/interface [24]. As an added measure, some capping layers

have an additional diffusion barrier layer. Fig. 3.12 shows some schematics of cap

layers that are proposed or currently in use. Additionally, several steps may be needed

to clean the interface, since, residue from planarization steps and etch steps may result

in poor adhesion and poor electromigration reliability.

For this study, we will focus on using SiN with TiN or Ta as additional diffusion

barrier layers. SiN, as mentioned earlier, is currently in use as an etch stop layer and

a barrier layer, it is preferred in this study over SiO2 because of its reduced risk for

causing copper oxidation. Depending on the method of fabrication, oxidation can be

prevented or limited.
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Figure 3.12. Schematic of configurations for capping layers [72].

3.4 Geometry

A starting point for choosing the geometry comes from prior work in literature to

determining the current densities at which electromigration is observed in the chosen

conductor. In our case, the metal is Cu and the current densities reported in literature

vary from 105 to 107A/cm2. On the lower end, the time to failure is very high and

at the high end of test, current densities lifetimes are short primarily due to joule

heating failure. Additionally, we consider the trends and expected current densities

from technology roadmaps to determine what is most suitable. Fig. 3.13 is the trend

for current density of Cu interconnects. At present, the current density imposed on

these interconnects is approximately 3x106 A/cm2. We will use this information to

determine the length of the line.
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Figure 3.13. Trends in maximum current densities and targeted current densities for
Cu interconnects [72].

3.4.1 Conductor - Copper

Length: Blech’s work on electromigration is key to determine the length of the

line needed to induce electromigration failure. The “Blech threshold” is unique to

the conductor and is a constant that determines the critical length for a conductor

to mitigate risk of electromigration. Often, during circuit design, this is used as a

basis to form rules for restricting geometries by either changing the length of the

line or the width/thickness to reduce current densities experienced by the line. Our

approach to choosing a design length is to conservatively make the line longer for two

reasons. First, a longer line will ensure electromigration occurs for the highest chosen

current density. Second, a longer line will ensure the gradient of the hydrostatic

stress is small. This second reason is important to ensure that we obtain a constant

interfacial velocity.

We use the reported values of ’Belch threshold’ in literature to determine the

critical length for current density test range we wish to evaluate. Even though the

Blech Threshold is supposed to be a unique value for a conductor, there is some

variation in the reported value for Cu. These variations may be attributed to the

microstructure or the test conditions. Among the highest value reported in literature

is 3700 A/cm [73]. Other sources have reported a lower critical product (jLc), with
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the lowest reported value at 1500 A/cm [74]. To stay conservative we use the highest

reported critical product value, which in turn yields the longest critical length. For

the lowest current density value (105 A/cm2) in our test range, the critical length is

370 µm. In order to observe electromigration failure, any line designed for this study

has to be longer than 370µm. At higher current densities, this length is more than

sufficient.

Thickness: In order to achieve the current densities desired for the tests while

keeping the current low requires scaling the cross-sectional area accordingly. The

overall current in the circuit is to be chosen to be in the mA range for safe operation.

This is chosen as a range predominantly due to concerns about safe operation and

the accuracy of the current source. The current source available has a range of 0-

40V and a maximum current output of 1 A. If a structure has a resistance of 500 Ω,

the maximum current output possible is 80 mA. Traditionally Cu interconnects are

deposited using a plating process with a seed layer deposited either using a chemical

vapor deposition (CVD) or a physical vapor deposition (PVD) step. Thickness of the

interconnects may vary from several nanometers to a few microns. Plating baths and

chemistry can often be complex based on the requirement for a device. For instance,

during a dual damascene process, the plated Cu needs to fill a via which may have

varying aspect ratio. A high aspect ratio would mean that the via is deeper than its

opening. In such cases, a conformal plating process is used which has additives that

help with conformal plating to avoid pinch holes in the plating. It is also challenging to

maintain a high accuracy in plating thickness and often a planarization step is required

to reduce the thickness down to the specification. This CMP (Chemical Mechanical

Polish) step is known to cause variations and contamination on Cu surfaces.

To avoid these challenges we resort to using a PVD process where, the thickness

is monitored by an oscillating crystal with accuracy in the sub nanometer range. The

thickness of the material is however limited by the process. In general a single step

deposition in a PVD process is limited to 500 nm. This is more than sufficient for
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our purposes. Our goal is to have as large a surface area to volume ratio possible in

this study. We therefore use 100 nm of Cu as a baseline in this study.

Width: Once the thickness of the Cu strip is known, we move on to selecting a

range of widths to study the variation in Cu electromigration. There is experimental

evidence to suggest that the a bamboo grain structure has a higher activation energy

compared to a polygrain structure. If a conducting strip is made small enough so only

one grain spans the width of the specimen, then vacancies are limited to diffusion along

the interface unlike a polygrain structures where the vacancies can move along the

grain boundaries. In reference [24], Cu lines that were 2 µm in width were tested and

observed to have a longer electromigration lifetime. The authors concluded that the

improvement in lifetime was the result of the “bamboo grain” structure. We therefore

use a range of widths; 0.5, 1, 2, 5, 10, 20 µm in this study.

The choice of line widths chosen here serves two purposes. First, we wish to

determine the line width where the structure transitions from a polygrain structure

to a bamboo grain structure. Second, we need to determine the suitable line width

at which we have a moving interface where an average velocity can be specified.

3.4.2 Diffusion Barrier Layer/Capping Layer

Capping Layer Thickness: The only important geometry constraint for the

capping layer is the thickness. Passivation layers or capping layers can range between

tens of nanometers to a few microns on a real device. However, since the goal of

this study is to determine the effect of interface, the cap layer thickness needs to be

minimized. Since the capping layer chosen for this study is SiN, the lower limit on

the thickness deposited is based on the tool used for deposition. SiN has an elastic

modulus E=250 to 325 GPa and it can induce residual stresses of the order of 1-2

GPa based on the method used for deposition. To minimize residual stress induced

by the SiN a thin layer is preferred using a process with a lower temperature for

deposition. Depositing a thick capping layer with higher residual stress built up in
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the structure may cause variations in resulting electromigration rates from device to

device. Additionally, a thick capping layer would mean that a higher hydrostatic

stress would build up on the anode end of the tested line causing a larger stress

gradient. This is because the transported material will need to induce a higher stress

to rupture the capping layer. A thin capping layer for these reasons is preferred which

will allow hillocks to form but, also provide sufficient protection against oxidation.

We utilize a plasma based chemical vapor deposition process to deposit the cap-

ping layer in this study. We are able to reliably deposit 20 nm of SiNx. At higher

thicknesses the residual stress starts to warp the test specimen. We keep this thickness

fixed for all the test structures in this study.

Diffusion Barrier Layer Thickness: Diffusion barrier layers in microelectronics

fabrication are usually on the order of several nanometers. There is ongoing to work to

shrink these layers to 2-3 nm but, such thin diffusion barriers do not provide sufficient

barrier against diffusion. We utilize two diffusion barrier layers in this study.

The first diffusion barrier serves as the base layer for the Blech structure that

needs to be sufficiently conductive. This layer carries most of the current until the

Cu line is encountered. For this reason, the layer needs to have sufficient conductivity

to avoid failure due to joule heating. Given a conductivity, we are able to determine

the cross-sectional area that is required for safe operation. We also need to keep in

mind that the line may not fail due to joule heating, but, it would create a local

hotspot. These hotspots can contribute a higher local temperature and accelerated

failures. We discuss this more in detail when we introduce the finite element model

in the next section. We use 100 nm of TiN as the base layer thickness in this study.

Since the process for deposition is sputtering, the upper limit to depositing TiN on

the instrument is a few hundered nanometers. Additionally, a thicker diffusion barrier

layer would mean a longer etch time. We therefore focus on changing the width of

the structure to control the resistance and thermal conduction.

The second diffusion barrier layer is between the capping layer and the Cu line.

This barrier layer serves to modify the interfacial adhesion between the Cu and the
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cap layer. A thick diffusion barrier layer here would introduce an additional residual

stress on the line. In order to avoid such variation we use barrier layers that are only

a few nanometers in thickness (5nm of Ta and 10 nm of TiN). These barrier layers

are capped by 20 nm of SiNx.

Diffusion Barrier Layer Width: We alluded to the variation of the barrier

layer in the previous section. In the case of the top barrier layer between the cap

and the Cu line, the thickness of the barrier layer is not as important; it only needs

to cover the Cu line on all sides. The barrier layer on the bottom needs to chosen

more systematically. If the barrier layer width is small, there are two disadvantages.

First, the resistance of the structure will be higher for a given thickness. Second, the

surface area for conduction will be smaller. Thus, the width of the structure needs

to be chosen appropriately to avoid excessive heat generation in the line. We discuss

this in detail as we introduce the finite element model in the next section.

3.5 Finite Element Modeling

Two models are presented in this section; first is a 2-D model of the test structure

meant to serve as a basis to determine the risk of joule heating. The second model is a

3-D one for the Blech like structure meant to study the difference in current crowding

between a narrow and a wide base diffusion barrier layer.

3.5.1 2-D Model

A 2-D model of one of the test structures using the dimensions of real structure is

made. Silicon is used as a the base, where, Cu line is 500 µm long and 100 nm thick,

while the TiN base layer is 550 µm long and 100nm thick. A 20nm thick layer of SiN

is used for the passivation. A coupled electric-thermal study is carried out using the

joule heating module in Comsol Multiphysics 4.3b [75]. Linear triangular elements

are used for meshing within regions of interest using a refined meshing scheme. A

total of 411,772 elements are used. Fig. 3.14 is the schematic of the structure along
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with a mesh shown for zoomed in region of the structure. For the thermal problem, a

fixed temperature boundary condition is used at the base of Si, set at T = 293K. The

top surface of the structure uses a heat convection boundary condition to account for

natural convection from the top surface. A nominal heat transfer coefficient, hs =

4.0 w/m-K is used on the surface of SiN. The edges of Si have a symmetry boundary

condition. For the electrical problem, a bias is applied across the TiN layer. We

vary this bias from 0.2V to 15 V in this study. Every other boundary is electrically

insulated. Fig. 3.15 depicts the boundary conditions described. Material properties

used for TiN and Cu are listed in Tab. 3.1 and 3.2 while the material properties of

SiN and Si were imported from the Comsol materials library.

Figure 3.14. Schematic of the 2-D model along with the mesh used for this numerical
study.

Figure 3.15. Pictorial representation of the boundary conditions used in this study.

The passage of current through the conductive layers leads to generation of heat,

which is conducted away from the film to the large sink in the form of Si. From the

results obtained, we observe that a hot spot is formed at the cathode and anode end
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Table 3.1. TiN Properties.

Property Value Units
Electrical Conductivity 1.33E6 S/m
Heat Capacity at Constant Pressure 43.4 J/(kg.K)
Thermal Conductivity 19.2 W/(m.K)
Density 5400 kg/m3

Relative Permittivity 1

Table 3.2. Cu Properties.

Property Value Units
Electrical Conductivity 5.998E7 S/m
Heat Capacity at Constant Pressure 385.5 J/(kg.K)
Thermal Conductivity 400 W/(m.K)
Density 8700 kg/m3

Relative Permittivity 1

where TiN carries all the current. Once the Cu strip is encountered, the electrical

conductivity of Cu ensures most of the flow of current is through the Cu. Fig. 3.16 is

a plot of the current density in the test structure if the thickness is assumed to be 10

µm into the page. A jump in the current density is observed at the junction where

Cu is first encountered. In the limit of mesh refinement, this jump would become a

singularity. This can be attributed to current crowding and, if left unchecked, can

lead to further local heating and aggravation of void formation. Fig. 3.17 is a plot

of the local temperature rise in the test structure. A hotspot is observed in TiN and

is a function of the geometry and current passing through the test structures. From

the parametric study, the maximum temperature rise is plotted as a function of the

expected current density in Cu. A quadratic behavior is expected, and the results

confirm this behavior. Fig 3.18 is a plot of the maximum temperature observed in

the test structure as a function of the current density in the Cu strip. For a different

geometry, these results will be different. Two cases are presented here, the first where

the base layer of TiN is 10 µm and second, where TiN is considered to be 40 µm. At
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the range of current densities of interest, <3x106 A/cm2, the local joule heating will

raise the local temperature by <5 oC for the 40 µm wide base layer.

Figure 3.16. Current density distribution in the structure at the cathode end of the
Cu line.

Figure 3.17. Temperature rise at the cathode end due to an applied current.
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Figure 3.18. Maximum temperature rise as a function of the current density in Cu.

3.5.2 3-D Model

A 3-D model of the test structure was also completed. In this model, only the

Cu and TiN film are modeled. The purpose of this model is to visualize the current

crowding when the base layer width is modified. Two scenarios were simulated, the

first is where the base layer of TiN is the same width as the Cu line and the second

where TiN is four times as wide as the Cu line. The model uses the same material

properties as the ones used in the 2-D model. The Cu line is 500 µm x 10 µm x 1 µm

and the TiN layer is 550 µm x w x 1 µm where, w is either 10 or 40 µm. No silicon

base is used in this study, since this is purely meant for visualization of current flow

through the conductive layers. For boundary conditions, a DC bias of 1V is applied

on the edge of the TiN layer and all other surfaces are electrically insulated. A fine

mesh is used with 28882 and 143732 linear tetrahedral elements respectively for the

two cases. Fig. 3.19 is a top view with the mesh for the two cases.
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Figure 3.19. Top view of the mesh used for the two cases with varying base layer
widths.

Figure 3.20. Top view of the current density distribution for a Cu line with a narrow
TiN base layer.

Fig. 3.20 and Fig. 3.21 are plots of the current density distribution in the films.

Note that the boundary condition was a DC bias, so the total current flowing would

be different for the two case. We resolve the difference by taking the normalized

current density. Fig. 3.22 are plots of the current densities along the top and bottom

edge of the Cu line. The normalization is taken with respect to the current density

10 µm from the edge of the Cu line. For a wide base TiN layer, we observe higher

current densities at the edge of the lines while, a narrow base layer the current density

seems to be consistent along the width. Note, the top and the bottom edge have very

different magnitudes, where, the bottom is higher due to the current crowding effect.

This visualization helps rationalize the curvature observed in when the Cu lines are

subject to a higher current density. With the wide base diffusion barrier layer, a
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Figure 3.21. Top view of the current density distribution for a Cu line with a wide
TiN base layer

higher current density may cause the edges to move at a higher velocity compared to

the middle of the line.
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(a)

(b)

Figure 3.22. Plot of the normalized current density along the top and bottom edge of
the Cu line for (a) Narrow base layer (10 µm) (b) Wide base layer (40 µm).
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4. FABRICATION PROCESS

This chapter focuses on the fabrication process used for the test structures. We begin

with a brief description of the main fabrication methods and techniques before dis-

cussing the details of the fabrication process steps. Finally, the challenges encountered

during fabrication are discussed along with steps used to resolve the challenges.

4.1 Process Details

Considering the variety of fabrication methods used for this work, it is most con-

venient to break the fabrication process by individual sub-steps. These will fall under

the categories: Lithography, Deposition, Etching, Growth and Miscellaneous. We

first discuss some details about each of these sub-steps before diving into the fabri-

cation. Under each sub-step some of the challenges encountered are discussed at the

end of this chapter along with the solution used to overcome the challenge.

4.1.1 Lithography

There are two types of lithography used in this study. The first is E-beam lithog-

raphy, where an electron beam is used to directly write on the wafer and the other is

contact lithography where a hard mask is used to imprint a pattern on to the wafer.

The imprint process or the writing process is possible because of a photosensitive

polymer referred to as a photoresist (PR). These polymers become active when light

of a certain wavelength is shone on it. The benefit of using e-beam lithography is

that the device can be scaled down to sub-micron ranges, which is necessary if we

wish to fabricate test specimens with sub-micron widths. Contact lithography relies

on a light source with different wavelengths on offer. The one that is most commonly

used is the g-line which has a 435 nm UV lamp source. Most contact lithography
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masks will give a feature size of 1-2 µm at best. To define the geometry of Cu on

the wafer we use the e-beam lithography and for the rest of the fabrication we use

contact lithography process.

Photoresist Application

For a particular photoresist, a certain dosage is required before the region that

is exposed becomes active. Typically, this is a function of the photoresist chemical

composition, thickness of the photoresist and the substrate material. These photore-

sists are generally categorized as positive tone or negative tone depending on their

behavior. For a positive tone, the material that is exposed to the beam becomes

active and is removed after chemical development. While the negative tone will have

material that is exposed stay after the development process. For the lift process,

generally a negative tone resist is used but, it is well known that they leave behind

residue that is hard to remove without harsh chemical treatment. For this reason,

we use a positive tone photoresist with some modifications to suit our needs in this

study. Fig. 4.1 shows the profiles of resist after exposure.

Figure 4.1. Schematic of sidewall profile for negative tone and positive tone resist.

The photoresists are usually spun on at a given rate for a specified time to achieve

a desired thickness. This is followed up with a soft bake step to drive out the reducers

from the PR. As a rule of thumb, the resist thickness should be 3-5 times the thickness

of the metal being deposited. Once the PR is applied and soft baked, it is ready for

exposure to activate the photochemical. A certain dosage is required to active these

chemicals which varies from resist to resist. Dosage is measured as energy per unit

area or charge per unit area based on the resist being used. Manufacturers will
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usually provide a baseline but, dosage tests are required to ascertain the optimal

process values.

For this study we used two different photoresists. One that is sensitive to E-beam

and another which is is sensitive to UV spectra. For the E-beam lithography process,

we used a positive tone photoresist. A bi-layer recipe of NANO PMMA (polymethy

methacrylate) from Microchem was optimized for lift-off process. A bi-layer requires

two different polymers of the same family with different sensitivities to the E-beam.

Here, the bottom layer is more sensitive compared to the top layer. This allows for

easier lift off of metal after deposition due to the negative profile of the sidewall.

A second photoresist, AZ1518 is used for the rest of the fabrication process.

AZ1518 is also a positive photoresist used with g-line or broad spectrum UV sources.

It is a versatile PR with good resolution but, usually needs an adhesion promoter

with Si substrates that have SiO2. Typical thicknesses for this resist range from 1-3

µm. We used this resist for etching as well as for lift off.

Once the pattern is defined on the resist. A chemical development process is

needed where the chemical will dissolve areas that are exposed or unexposed depend-

ing on the tone of the resist. These chemical are specific to the resist and their

composition may differ. An additional hard bake step may be required after devel-

opment to drive out any additional reducers/moisture.

E-beam Lithography

E-beam lithography in this study was carried out on JEOL JBX-8100FS . An

electron beam is rastered across the substrate at a defined rate and intensity after a

pattern is defined. The primary advantage of electron-beam lithography is the ability

to define custom patterns (direct-write) with sub-10 nm resolution. This form of

maskless lithography has high resolution and low throughput, limiting its usage to

photomask fabrication, low-volume production of semiconductor devices or research

and development. Since this form of the patterning involves a rastering step, the time
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required for writing depends on the dosage, probe current and the area for the write.

If there are multiple fields to write, more time is required since the beam can only

raster an area 1 mm x1 mm. For larger areas the stage has to move precisely and

the fields have to be stitched. This stitching process and the order is defined while

fracturing the data along with the the shot size. Shot size is the minimum beam

diameter during the write process. A smaller shot size would mean more beam steps

are required and the intensity would also need to be changed. The data fracturing is

carried out in a standalone software Beamer. Here the data is read as closed polygons

for geometry and then split into multiple fields. Shot size, accelerating voltage and the

raster sequence is defined next. Instructions are written for a particular instrument

make and model which defines some of these parameters. If two features are close or

if there is overlap between two fields a proximity correction is required during this

step.

Contact Lithography

Contact lithography as a the name suggests uses a hard mask with a predefined

pattern to be in contact with the substrate on which the pattern is to be transferred.

The contact mask aligner used in this study was the Suss MJB-3 contact mask aligner

with a g-line UV source. The substrate with a photoresist is aligned optically to the

mask typically with Chrome or Iron Oxide patterns that are dark or light field. The

pattern transfer takes place when a UV light source illuminates to the mask and

substrate. The chrome or iron oxide regions block the UV from transmission on to

the substrate. The light source has a certain intensity which is known apriori and the

time for exposure is determined by the dosage required. AZ 1518 for instance requires

a dosage of 900 mJ/cm2. If the intensity of the UV source is 10 mJ/s then the time

to exposure is 90 seconds. This is just a rough guide but this number changes based

on the substrate material and the thickness of the photoresist.
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This type of lithography is quick but, suffers from diffraction related aberrations

for finer feature sizes. Additionally, as the wafer size gets larger the mask may distort

the features from center to the edge. Nevertheless, we will use this lithography process

for wet and dry etch process along with lift-off for Ta.

4.1.2 Deposition

Deposition in our case refers to the deposition of metals, metal nitrides and passi-

vation. We will predominantly rely on physical vapor deposition for deposition(PVD)

of metals and metal nitrides while, chemical vapor deposition (CVD) is used for the

capping layer.

Physical Vapor Deposition

PVD process refers to a process where a target material is first vaporized in a

vacuum chamber and then condensed back into a thin film which coats everything

in its path. The most common PVD processes are evaporation and sputtering. We

used both of these methods in our study. Evaporation relies on a target material

being vaporized using either an electron beam or high electrical resistance. The rate

is usually controlled by the power supplied to the heating source.

We used electron beam physical vapor deposition where the electrons bombard the

target material in a crucible to vaporize it before it condenses back on the cooler work

piece and chamber surroundings. PVD relies on calibration between power supplied

and the rate of deposition. The instrument used in this study is PVD-1 by Lesker™.

Six different materials can be deposited without breaking vacuum, which is important

if contamination or oxidation is a concern between films. Typically during deposition,

only the deposition rate and the final thickness are defined. The materials are usually

calibrated for the instrument apriori. The chamber vacuum pressure also depends on

the material being deposited, but, is usually around 10-7 torr. The lower the pressure,
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the better the quality of film deposited. We used this instrument to deposit Cu and

Ta.

Another instrument used in this study is the Magentron nitiride sputtering system.

A target or a metal precursor that needs to be deposited is bombarded with energetic

ions of inert gases (e.g., argon or helium). The forceful collision of these energetic ions

with the target ejects target metal atoms. These metal atoms are then deposited on

the substrate material forming a metallic film. In the case of nitride sputtering, they

react with nitrogen before they are deposited on the substrate. The target is cooled

by water so that little radiation heat is generated. We use this method to deposit the

TiN films in this study.

Chemical Vapor Deposition

Chemical vapor deposition (CVD) refers to process where some volatile precursors

are introduced in a reaction chamber to produce a desired material. There are many

different methods used for CVD however, the one we utilized is PECVD (Plasma

Enhance Chemical Vapor Deposition). This method utilizes a plasma to enhance

chemical reaction rates of the precursors. PECVD processing allows deposition at

lower temperatures which is vital if the fabrication process does not allow higher

temperature excursions. In this study, we used PECVD by Axic™to deposit SiNx

films. This process utilizes two precursor gases; silane (SiH4) and ammonia (NH3).

The reaction that follows is:

3 SiH4 + 4NH3 → Si3N4 + 12 H2

This reaction takes place is in the presence of a RF plasma to enhance at the de-

position. A preconditioning step was utilized here before deposition, which requires

a pre-heat and plasma step with just ammonia. It is important that all oxygen be

removed from the reaction chamber to avoid oxidizing the Cu.
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4.1.3 Etching

This study required a combination of wet chemical etch processing and dry chem-

ical etch processing. There are advantages to using one or the other but, for our

purpose we are constrained by the set of materials that are used.

Wet Chemical Etch

Wet chemical etching is the most common etching method used in microfabri-

cation, where a liquid phase etchant is used. We utilized the wet chemical etch in

two instances. First, to remove organic residue from the wafer by mixing two acids

that undergo exothermic reaction. This is the piranha etch, where, H2SO4:H2O2 are

mixed in a 3:1 ratio. This step should be carried out with caution due to its aggres-

sive reaction. Second, we used Buffered Oxide Etch (BOE) to remove parts of the

SiNx capping layer to open up the contact pads. BOE is a mixture of a buffering

agent, ammonium fluoride (NH4F) and hydrofluoric acid (HF). Concentration of the

mixture may vary, which would change the etch rate slightly.

Dry Chemical Etching

Dry chemical etching refers to processes where generally material is removed using

a bombardment of ions usually in the presence of a plasma. The advantage of this

process is the ability to carry out anisotropic etch of material. We utilized RIE

(Reactive Ion Etching) in two cases for this study. First was to etch TiN and the

second, was to remove organics from the substrate after PR development or strip. In

both cases one or more gases are introduced in the reaction chamber in the presence

of a plasma. In the case of the TiN etch we used the Panasonic RIE with Chlorine

gas as the precursor. Chlorine reacts with TiN to form volatile byproducts like metal

chlorides and ClO2 if there is any oxygen present [76]. The gas flow rate, chamber

pressure and the RF power influence the etch rate. In our case the etch rate was
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found to vary between 2nm/min to 8 nm/min. Silicon dioxide on the wafer acts as an

etch stop layer once the TiN is completely etched. A check is required using a needle

probe to determine if all the TiN is removed from the desired area.

Photoresist residue was removed in the Branson Asher using a combination of

Ar/O2 plasma. After development of the PR, there is usually a very thin layer of

resist residue left behind several nanometers in thickness. In order to remove it, an

ashing step is required. This ashing step is usually very brief, but, care to must be

taken to avoid oxidizing features. If the substrate for instance has Cu on it, it will

oxidize rapidly in the O2 plasma. Appropriately, Ar must be used in such cases for

etching.

4.1.4 Miscellaneous

During fabrication a few other instruments were required.

• The first was a nitrogen anneal furnace. This is so that the test structures

could be annealed at a high temperature in the absence of oxygen. The anneal

furnace was purged and set to the desired temperature several hours before the

annealing step. This is so that the temperature in the quartz tube was stabilized

with mostly nitrogen present in the tube.

• Second, we used a combination of two surface characterization tools. Alpha

Step IQ and KLA-Tencor are two stylus based surface roughness/height mea-

surement tools. We used these tools during the development phase to determine

the optimal process conditions especially after development of PR.

4.2 Fabrication

Schematic representations of the fabrication process steps are shown in Fig. 4.2.

These schematics are the cross-sections of the device as it is processed. There are



55

some subtle differences in fabrication for the three capping/diffusion barrier layers.

These differences are highlighted in the details of the fabrication process.

• We start with a blank 2 inch single side polished Si <100>wafer with P type

dopants. This thickness of this wafer is 450 µm and it has a thermally grown

SiO2 of 470 nm. The wafer is first cleaned in a Piranha etch solution (3:1

H2SO4:H2O2) for 8 minutes which ensures all organic residue is removed from

the wafer before any processing.

• This step is the followed by a deposition of 100 nm of TiN in a sputtering system.

This step is carried out in the Nitride sputtering system at a rate of 1 Å/s at

350 oC. After this step the substrate is cleaned in Toluene/Acetone/Methanol

for 3 minutes each in a large beaker. We will refer to this step as solvent clean

step from here on. We can no longer use a piranha etch solution as it etches

the TiN layer. With this step our wafer is ready for further processing.

• Following the deposition of TiN, a bi-layer of PMMA is applied on the wafer to

serve as the resist for Cu PVD deposition. The spin on recipe for the resist is

listed in Tab. 4.1 with the details for spin rate and times.

Table 4.1. Spin Coat Recipe Details.

Process Photoresist Details Time
Spin Coat PMMA 495 A4 Rotate at 3000 RPM 50 seconds
Soft Bake 180 oC 5 minutes
Spin Coat PMMA 950 A4 Rotate at 3000 RPM 50 seconds
Soft Bake 180 oC 5 minutes

• After the PR is applied and softbaked, load the sample on to a piece holder

and locate the coordinates for the test specimen in reference to the piece holder

plate. This is necessary to ensure the writing in the E-beam is aligned. A

secondary check is made using the SEM mode on the E-beam lithography tool.

Once the piece is located and aligned. The probe current settings are changed
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Figure 4.2. Schematics of the fabrication process for electromigration test structures.
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to reflect the current to be used and the appropriate calibration file is loaded.

Assuming the data is fractured and the pattern is loaded on to the tool, we

can begin the write step. Fig. 4.3 is the mask to be exposed on the E-beam.

A dosage of 1400 µC/cm2 was found to be appropriate for this bi-layer recipe

after a dosage test. The probe current chosen for the write is 10 nA with a

beam spot size of 16 nm and an accelerating voltage of 100 kV. Since PMMA is

a positive tone PR, the regions exposed to the beam are the regions that will be

removed from the substrate after development. These correspond to the solid

color regions in Fig. 4.3. Each row has a different width for the line and while

the columns remain the same. In total, each device contains 20 structures and

the features at the bottom are the van der pauw structures.

Figure 4.3. Mask to define the pattern for the Cu lines.

• Once the exposure is complete, we develop the PR with 1:3 MIBK:IPA solution

for 30 to 45 seconds. No hard bake is required after this. In order to stop the
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development, the work piece is immersed in IPA. Fig. 4.4 shows an optical image

of the PR after development. These regions are where Cu is to be deposited.

Before proceeding to the deposition, a brief ashing step is required to remove

the PR residue. Ashing is carried out to carbonize the top surface of the PR

and then remove it. We carry out ashing for 45 seconds with gas flow rates for

O2 and Ar set at 12 and 130 sccm. The RF plasma is set at 100 W. If the step is

carried out correctly then only a few nanometers of the PR would be removed.

Figure 4.4. Optical image of the exposed and developed region on the substrate.

• Next, we use PVD-1 to deposit 100 nm of Cu on the the substrate with the PR.

The deposition rate is set at 2 Å/S. This particular instrument has an automated

shutter that will cut power and block additional material from condensing on

the workpiece. Thus the thickness can be controlled very precisely. After the

deposition, a thin layer of Cu covers the entire surface but, because of the bi-

layer recipe we end up with a discontinuous film. A discontinuous film helps

eliminate film tear during lift off.

• Lift off for Cu with PMMA resist is carried out with an NMP(N-Methyl-2-

pyrrolidone) based solution. Traditional solvent clean process does not work

well to remove E-beam resist. PG remover, which is a commercially available
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NMP based solvent stripper is heated at 80 oC in a beaker. The test specimen

with the Cu film is placed in this beaker for 15 minutes while gently agitating

the solution using an glass pipette. There is risk of film tear if the agitation

is too strong. After the lift off the test specimen should be thoroughly cleaned

using a solvent clean process. Fig. 4.5 is an image of a Cu line on TiN after the

lift off process.

Figure 4.5. Cu lines on TiN post lift off.

• If a Ta diffusion barrier is required we add a new PR layer of AZ1518. This step

is optional and can be skipped if there is no diffusion barrier layer between the

cap and the Cu layer. Tab. 4.2 contains the details for the spin coat and soft

bake for this resist. Once the PR is applied and soft baked, it can be exposed

in a contact mask aligner. We use the alignment marks defined in the previous

mask step to optically align the workpiece on to the hard mask. Fig. 4.6 is

the mask used for this step. The colored regions are the regions that are not

illuminated by the UV lamp. After exposure and development for the specified
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time, we ensure PR residue is removed by using a brief Ar plasma etch. At this

point the substrate is ready for deposition of Ta. A deposition rate of 3Å/s

was chosen to keep the exposure time to a minimum. Ta has a high melting

temperature of 3017 oC, which causes cross-linking in the photoresist. If the PR

is cross-linked it becomes extremely challenging to remove it. For this reason

the thickness of the Ta diffusion barrier layer was limited to 5 nm.

Table 4.2. Process steps for AZ1518

Process Details Time
Spin Coat HMDS Rotate at 4000 RPM 40 seconds
Spin Coat AZ1518 Rotate at 4000 RPM 40 seconds
Soft Bake 100 oC 2 minutes
Exposure 10 mJ/s 10 seconds
Develop 1:4 AZ400K:DI water 60 seconds
Hard Bake - -

Figure 4.6. Mask used to define the area where Ta is to be deposited.
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• If TiN is to be used for the upper diffusion barrier layer, then the next step

after the lift off of Cu is to sputter TiN again on the entire workpiece. The

sputter tool does not allow use of any organic materials due to concerns of

contamination. Therefore, after through cleaning, a substrate with TiN and Cu

is coated with 10 nm of TiN at 1Å/s.

• Beyond those two optional steps, the rest of the fabrication process remains the

same for the three structures. Post the optional diffusion barrier deposition. A

solvent clean is required to ensure all organic contaminants are removed. This is

then followed by another mask step to etch the TiN. Again, we use AZ1518 PR

on the wafer. This time, the recipe is slightly modified to give a thicker layer of

PR. Tab. 4.3 is the modified recipe for this step. The purpose of this mask is to

act as a barrier between the chlorine gas and the substrate during TiN etching.

Fig. 4.7 is the mask used in this step. It defines the contact pads and the base

layer geometry for the Blech structure. After the mask is developed, the regions

of exposed TiN will be etched in chlorine gas but, chlorine is known to harden

PR. This makes the PR challenging to remove during the strip step. In order

to protect the structure underneath, a thicker layer of AZ1518 is coated (3µm)

compared to 1.8µm in the previous step. The top surface of the PR is removed

using Ar plasma etch step in the same RIE chamber. Fig. 4.8 is an optical

image of the substrate after the PR is developed for TiN etching.

Table 4.3. Process steps for AZ1518

Process Details Time
Spin Coat HMDS Rotate at 3000 RPM 30 seconds
Spin Coat AZ1518 Rotate at 3000 RPM 30 seconds
Soft Bake 100 oC 4 minutes
Exposure 10 mJ/s 12 seconds
Develop 1:4 AZ400K:DI water 70 seconds
Hard Bake - -
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Figure 4.7. Mask for TiN dry etch.

Figure 4.8. Top view of substrate after the PR development for TiN etch mask.
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• The RIE etch for TiN is carried out using the process settings shown in Tab.

4.4. This is an abbreviated version of the etch recipe settings. Before the etch

step is started, a purge and clean step is required in the chamber to remove

any remnants of the contaminants from previous use of the equipment. The

test substrate is loaded on to a 6 inch standard Si wafer using crystal bond at

60 oC. The bonded wafer allows better thermal transport and the crystal bond

ensures the test specimen does not move during the etch step. The etch times

usually vary but were found to be between 2nm/min to 8 nm/min. 5 minute

etch steps were carried out each time to determine the etch depth. One way

to check complete etch is to check the electrical resistance of the exposed area

without the PR and the other is to characterize the depth using a profilometer.

After the etch step is completed, Ar gas is used to purge the chamber. Once

purged, an Ar plasma is used to etch the top layer of the PR before removal.

This helps remove the hardened top layer of PR due to Cl2. Details of this

process are shown in Tab. 4.5. This etch step was run for 1 minute.

Table 4.4. Process steps for TiN etch recipe

Etch Recipe Details - # 189
Pressure 0.6 Pa
RF Source 150 W
RF Bias 35 W
Cl2 Flow Rate 26 cm3/min

Table 4.5. Process steps for PR dry etch recipe

Etch Recipe Details - # 134
Pressure 1.0 Pa
RF Source 100 W
RF Bias 0 W
Cl2 Flow Rate 40 cm3/min

• After confirming complete etching of the TiN, a solvent clean step is used to

remove the remainder of the TiN on the substrate. Fig. 4.9 is an optical image
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of what the structure looks like after the etch step. Fig. 4.10 is also an optical

image after the TiN etch, however this structure has the Ta diffusion barrier

layer. Once the substrate is clean it is ready for passivation. PECVD is used to

deposit a 20nm layer of SiNx on the substrate. Before deposition is carried out

a pre-conditioning step is used where ammonia is used as the only precursor

with plasma generated using an RF source of 150W at 300oC. Following this

preconditioning step, the test specimens are placed in the chamber which is

purged several times to remove oxygen. The settings for the the passivation

step are presented in Tab. 4.6.

Figure 4.9. Top view of substrate after TiN etch.

• Following the passivation step, we anneal the test specimen in a nitrogen anneal

furnace at 350 oC for 3 hours. The anneal step is meant to help facilitate

stabilization of the microstructure. The chamber is purged with nitrogen and

preheated for several hours before the anneal step.

• The final mask on the test specimen is meant to etch the passivation where the

contact pads are present. Fig. 4.11 is the mask used for this step.AZ1518 is
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Table 4.6. Passivation process recipe for SiNx

SiNx Passivation Recipe
Base Pressure 25 mT
Pressure 400 mT
RF Source 150 W
Temperature 300 oC
SiH4 Flow Rate 120 sccm
NH3 Flow Rate 100 sccm
Process Time 60 seconds

used with the process recipe discussed in Tab. 4.2. After developing a wet etch

in BOE (Buffered Oxide Etch) is carried out for 120 seconds. BOE etches the

SiNx passivation with little to no effect on the PR. After the etching step, the

wafer is thoroughly rinsed in DI water and the PR is stripped in a solvent clean

step. A quick test is performed on the Van der Pauw structure to ensure all

passivation is etched.

Figure 4.10. Top view of substrate TiN etch with a Ta diffusion barrier layer.
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Figure 4.11. Mask for passivation wet etch.

The final cross-section of these test specimens is shown in schematics along with

the thickness of each layer in Fig. 4.12.
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4.3 Fabrication Challenges

Several challenges were encountered during the fabrication of test specimens. We

discuss some of the major challenges briefly and the solutions to the process challenges.

• During E-beam lithography, one of the challenges encountered were stitch errors,

where a stitched field drifts during the rastering process. These drifts may be

due to poor calibration or thermal drifts in the chamber. Fig. 4.13 is an image

of the stitch error observed during writing. The discontinuity in the line is

where the two fields intersect. However due to thermal drifts, the definition was

poor. In some cases the lines were completely disconnected.

Figure 4.13. Stitch error in mask write during E beam lithography leading to poor
mask definition.

In order to overcome this challenge all fields were made floating fields with as

little overlap as possible. Since the beam can raster a 1mm x 1mm area. All

written fields were made smaller than that area.
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• During lift-off process for the Cu tear in the film was observed as shown in Fig.

4.14. These tears are a consequence of the deposition of continuous films during

evaporation. In order to overcome this issue a thicker photoresist can be used

or in the case of E-beam lithography, we used a bi-layer recipe that mimics the

negative tone PR sidewall profile. In general, the PR needs to be 3 to 5 times

the thickness of the deposited layer.

Figure 4.14. Tear in the thin film observed after lift-off.

• During the deposition of Ta, it was observed that the PR had cross-linked due to

the high melting temperature of Ta. Images of the cracks developed in the PR

after deposition are shown in Fig. 4.15. In order to avoid this issue, we limit the

thickness of Ta to 5nm at a high deposition rate to reduce the amount of time the

PR is exposed to high temperatures. Additionally, a different method may be

used for deposition like plating or sputtering. These options were unfortunately

not available at the time.
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Figure 4.15. Crack formation in PR due to high temperature exposure during Ta
deposition.

• Initially a wet etch recipe was used for etching TiN. BOE was used as the

etchant with a known etch rate of 5nm/min [77]. However, the etching was

not ideal as it caused bubbling of the film and non uniform etch rates over the

entire test specimen. In order to etch TiN we now rely on a dry etch recipe that

utilizes chlorine in the presence of a plasma. The etching recipe seems to work

well, though the etch rates may vary a bit requiring far more intermediary etch

steps and monitoring.

• Even though the dry etch recipe for TiN works well, one of the challenges with

the dry etch is the definition of a mask for the etch. Traditionally a hard mask

such as SiO2 or Nickel (Ni) are used for dry etching. However, with our test

structure this is not a possibility as it would require further steps to etch the

hardmask which may damage/corrode the Cu lines. We rely on photoresist as
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a mask for this step. Chlorine used in this recipe is known to dry and harden

the top layer of the photoresist, making it a challenge to remove post etch.

Figure 4.16. Hardened top surface of the PR mask for TiN etching.

Since, we use PR as the mask with TiN and Cu both already deposited, we

cannot use piranha etch, sonication in solvents or ashing to clean the PR residue.

Each of these steps will oxidize/corrode or crack the Cu film. Our solution is to

do a short Ar plasma etch to remove the top layer of the PR. Using Ar ensures

oxidation is not a concern. Once the top layer of the PR is removed the rest of

the PR can be stripped in a solvent solution.
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5. TEST SETUP AND EXPERIMENTAL PLAN

In this chapter, the needs for a tester listed based on the scope of the study. The

final design for the testing apparatus is presented along with the capabilities. A set

of experiments and the testing procedure are then presented at the end of the chapter

5.1 Development of Test Setup

5.1.1 Tracking Voids and Failures

Most of the in-situ electromigration studies described earlier involve the devel-

opment of a custom built test bench to monitor failures. Blech’s original work also

involved tracking interface velocity using an optical microscope. However, since our

devices are scaled down to a few microns, accurately measuring the void growth rate

is challenging. Most optical microscopes are diffraction limited by the visible spectra

of light at high magnifications. Rayleigh’s diffraction limited resolution is used to

calculate the resolution of a microscope and is given by the expression:

r =
1.22λ

NAObj +NACond
(5.1)

Here, r represents the minimum spacing between easily distinguishable or well

resolved objects, λ is the average wavelength of illumination in visible light and NA

is the objective numerical aperture. NA is based on the refractive index (n) of the

medium between the objective and the sample multiplied by the sine of the aperture

angle θ. The constant 1.22 is derived from Rayleighs work on Bessel Functions. These

are used for calculating problems in systems such as wave propagation. The maximum

angular aperture of an objective is around 144 o. The sine of half of this angle is 0.95.

If using an immersion objective with oil, which has a refractive index of 1.52, the
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maximum NA of the objective will be 1.45. If using a dry (non-immersion) objective,

the maximum NA of the objective will be 0.95 (as air has a refractive index of 1.0).

Taking the NA of the condenser into consideration, air (with a refractive index of 1.0)

is generally the imaging medium between the condenser and the specimen. Assuming

the condenser has an angular aperture of 144o, then the NA˙cond value will equal

0.95. Using green light of 514 nm, an oil immersion objective with an NA of 1.45,

condenser with an NA of 0.95, then the (theoretical) limit of resolution will be 261

nm [78]. Most optical systems are not as complex and will typically have a resolution

lower than the one predicted by the Rayleigh criterion. For this reason, we will need

to rely on an SEM to track displacements after each interval of testing. That is the

first requirement for the test setup. The test rig should be compatible with a SEM.

5.1.2 Resistance Measurements

Since, our test structure is a Blech like structure, there is a possibility that the base

layer fails due to some critical flaw during fabrication or poor design. If the resistance

of the base layer is large or the current flowing through it is large, it is possible for joule

heating to be a concern. One way to ensure such failures are correctly identified is to

monitor resistance change over time. If the failure is not visible from imaging then

the failure in the base layer is captured by the resistance change in the structure. One

issue with subjecting multiple test structures to electromigration is that this method

may not determine which structure failed unless they are checked individually. For

this reason we will focus on single structures at a time. We also need to be able to

measure the resistivity of Cu, TiN and Ta separately as a function of temperature.

A known method in literature for accurate resistance monitoring is based on 4-wire

Kelvin measurements. Here two probes act as the current carrying source and the

other two are used to measure the voltage drop across that length. The advantage of

using a 4-wire measurement is that it eliminates the additional resistance that comes
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from the leads and the probe itself. Fig. 5.1 shows the basic circuit diagram for a

4-wire setup.

Figure 5.1. Circuit for a 4-wire resistance measurement setup [79].

At first, it may appear that any advantage is lost by measuring resistance this

way, because the voltmeter now has to measure voltage through a long pair of lead

wires, introducing stray resistance back into the measuring circuit. However, the

voltmeters wires carry minuscule current. Thus, those long lengths of wire connecting

the voltmeter across the subject resistance will drop insignificant amounts of voltage,

resulting in a voltmeter indication that is very nearly the same as if it were connected

directly across the subject resistance.

5.1.3 Temperature Control

Final consideration for the test setup is the ability to carry out tests at an elevated

temperature. Diffusion processes like electromigration are dependent on the local

temperature. In order to subject the test specimen to a higher temperature, there

are two options. Either the test is carried out in an environmental chamber where

the ambient temperature is raised to the desired value or the test specimen is heated

locally. Many reliability studies rely on carrying out tests on several boards at a given

time and for those studies it is usually suitable to carry out the test in a controlled

environment. However, since we require the test setup to be usable in a SEM we need
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to utilize a local heat source. Accurate measurement of the temperature and control

of the heating is crucial to this study.

5.2 Design of Test Apparatus

5.2.1 Design Requirements

The design for the test setup is dictated by the restrictions on size and weight

allowable in the SEM. The SEM used in this study is a field emission FEI Quanta

650 SEM. It has a magnification capability up to 1,000,000x with resolution as

low as 1.2nm (30kV, high vacuum). It comes equipped with two detectors (EDT

- Everhart Thornly Detector and CBS - Concentric Backscatter). It has a slightly

larger chamber compared to other benchtop SEM’s however, size is still a constraint

with the motorized stages for sample manipulation. The weight constraint is set at

1.2kg and the size of the device is required to fit over the existing stage without

interfering with the other electronics. In order to probe the test structures, we chose

to use needle probes to make contact with the device. The other approach would

be to wirebond and route the circuit through a custom printed circuit board. We

chose the former approach for its flexibility specially, in the early part of the testing

where designs might need to be changed. As discussed previously we require a four

wire resistance measurement so at least four needle probes are needed. In order to

place the needles on the device and manipulate them in the SEM separate stages are

required which are compatible in vacuum. Finally a good current source is required

and a power supply to a heating source. We require atleast four such needle probes

that can be moved within the SEM. Independent stages that are capable of moving

in three directions are needed. The stages would need to be vacuum compatible and

have a small step size for motion. Lastly we need to be able to carry out tests at an

elevated temperature. To achieve this we must rely on a local heat stage that has low

power consumption and the capability to be controlled with a feedback loop. One

of the challenges to overcome with the test setup is the ability to make connection
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between the electronics outside the chamber and the stages/probes inside the SEM

chamber. This requires designing custom flanges with hermetic connectors that will

hold under vacuum.

5.2.2 Final Design

First, we break down functionality and determine the overall design strategy for

the test setup. Fig. 5.2 is an overview of the various components on the instrument

and their input/outputs.

Figure 5.2. Schematic of test setup control and feedback loop.

One the decisions made early in the design phase was to select motorized stages

rather than manual manipulators which were bulky and vacuum incompatible. An

advantage to using motorized stages is that it allows manipulation without breaking

vacuum in the chamber. The stages chosen for this setup were the AG-LS25V6 series
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from Newport. These stages are vacuum compatible piezo motor driven linear stages

rated for 10−6 hPa. They have a 12 mm travel and precision motion is achieved by

calibrated, pre-stressed linear ball bearings. The minimum step size for this stage is

0.05µm with no secondary feedback. The stages are controlled through an 8 channel

AG-UC8 controller that comes with a stand alone software. In order to reduce the

number of stages required for the 4 wire resistance measurements we chose dual needle

probe holder from American Probe Technologies. These probe holders are designed

to accept 20 mil replaceable probes. The probe holder comes with two 74B-1/45 x

1” holders mounted into an Ultem insulator with a single 0.125” mounting shank.

A twinaxial cable is connected to each holder for electrical connections. With this

design, we have six independent linear stages with two mounted probe holders. Fig.

5.3 is a top view of the stages and probe holder mounted on an aluminum plate.

Three stages are mounted on each side to allow motion in all three directions.

The plate shown in this schematic rests upon the existing stage on the SEM. If

the setup is placed outside the SEM, then it rests on the three M-10 screws with

ball bearing ends that can be adjusted for planarity. For imaging outside the SEM,

we use a Keyence VH-250L long distance working lens mated to a FLIR camera.

With this imaging, it is possible to resolve objects down to 1 µm at the highest mag-

nification (500X). The advantage of this lens is the large field of view so the entire

line being tested can be imaged. To heat the sample, we use the HTS24 (20mm x

20mm) 24W resistive ceramic heater from Thor Labs. The heater is connected to

a temperature controller 5B7-388 from Oven Industries with a T-type thermocouple

feedback attached to ceramic heater. The temperature controller comes with stan-

dalone software with PID control for the heater. Finally, the most critical component

for this setup is the current source. We use the Keithely 2450 sourcemeter that is

capable of nA resolution as a constant current source. Fig. 5.4 is the final test setup

in ambient conditions with the optical imaging system. Fig. 5.5 is the same system

in the Quanta 650 SEM.
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(a)

(b)

Figure 5.3. CAD image for the designs of the test setup (a) Top view of the CAD
model with the aluminum plate with the stages and probe holder (b) Isometric view
of CAD model with the aluminum plate with the stages and probe holder.
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(a)

(b)

Figure 5.4. (a)Test setup for ex-situ experiments under an optical microscope (b) Test
specimen holder with the ceramic heater and needle probes.
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Figure 5.5. Test Setup in the SEM chamber for in-situ experiments.
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For logging data and images, we use an integrated National Instruments Labview

program. Fig. 5.6 is a snapshot of the GUI for the tester in Labview. This is so

that information is synced in time. The information logged is the resistance value

obtained from the sourcemeter and the optical images if the test is being carried out

in ambient conditions.

Figure 5.6. Image of the front diagram GUI in Labview.

The highlights of the tool capabilities are as follows:

1. Ex-situ and in-situ testing capability

2. Vacuum compatible setup with 6 independent piezo stages for probe manipula-

tion

3. 4-wire resistance measurement with current control in the nA range

4. Temperature controlled heating stage for local temperature excursions with ac-

curacy of 1 % of test temperature

5. Integrated control and data logging through Labview
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Table 5.1. Table of resistivity measured at room temperature.

Material Resistivity ρ [ Ω− µm ]

Cu 0.16
Ta 0.74
TiN 3.13

5.3 Preliminary Measurements

Before any electromigration experiments are carried out we need to characterize

the resistivity of the films that are deposited. We use Van der Pauw method and

structure to capture the resistivity of different conductive materials used in out test

structure. These are, namely, Cu, Ta and TiN. Most importantly we need to charac-

terize this as a function of temperature. We incorporated these features on the test

specimen during fabrication, so each sample is individually characterized.

For the Van der Pauw structure certain conditions have to be met [80]:

1. The sample must have a flat shape of uniform thickness

2. The sample must not have any isolated holes

3. The sample must be homogeneous and isotropic

4. All four contacts must be located at the edges of the sample

5. The area of contact of any individual contact should be at least an order of

magnitude smaller than the area of the entire sample.

Tab. 5.1 are the resistivities noted for each material at room temperature. We can

see that the resistivity of copper is the lowest, hence, during testing a large portion

of the current would be diverted from the TiN into Cu. Additionally, Ta is only 5nm

in the structure so its resistance would be large and the current carried by Ta will be

very low.
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On each device, there are two additional test structures with no Cu on them.

These serve as structures where the resistance is measured for the TiN or TiN/Ta.

In a real test structure the Cu strip would act as a parallel circuit. In the absence of

a large contact resistance, the difference between the two structures can be used to

quantify the resistance of the Cu line. We will this approach to determine the fraction

of the current is flowing through the Cu line. We use these base structures to also

characterize the change in the resistance of the structure as a function of temperature.

Fig. 5.7 is an example of the characterization of resistance when the temperature is

increased from RT to 275 oC. As expected the resistance increases fairly linearly with

increase in temperature. There is however, some variation between devices. For this

reason we characterize the base resistance separately for every substrate.

Figure 5.7. Variation in resistance for two TiN structures (deposited at different times)
as a function of temperature.
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5.4 Test Plan and Procedure

A process flow for the experiments is shown in Fig. 5.8. As mentioned in the pre-

vious section, we start with a preliminary evaluation of the film sheet resistance and

the resistance of the base TiN structure without the Cu lines at varying temperatures.

Once the trends are known for the particular substrate we assume similar behavior for

all test structures on that substrate. Next, the test specimen is heated to the desired

test temperature and the needle probes are lowered on to the test structure. Some of

heat is lost to due to conduction once the needle probes are lowered. A small current

is passed (1 mA) through the test structure to ensure the circuit is closed. This also

serves to provide a resistance value for the test structure from which the resistance

of the Cu line is calculated. The portion of current flowing through the Cu line is

then determined and a new current output value is chosen. This current represents

the total current flowing through the circuit which will split at the junction between

Cu and TiN giving the desired current density for Cu. The desired current value, test

length interval and image acquisition intervals are input into the Labview program.

Once the test interval is complete the current source and heater source can be turned

off. Images of the test structure are taken after the interval of testing and the void

growth is measured. Once the measurement is complete the test can be resumed.

We start by considering the variation in the test structure geometry. Most of the

test structure features are kept constant except the width. The rational behind this

decision was discussed in Chapter 3. The details of the geometry are shared in Tab.

5.2. The purpose here is to determine the width of test specimen that gives the most

consistent interface velocity and where the continuum approximation holds.

In another set of experiments, the temperature is varied while keeping the ge-

ometry and current density fixed. The temperature range is chosen such that the

homologous temperature Tm <0.5 for the tests. At higher temperatures, bulk diffu-

sion starts to becomes prevalent along with grain boundary diffusion. Diffusion rates

for Cu at 100 oC and 350 oC are shown in Fig. 5.9.
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Figure 5.8. Process flow used for the electromigration tests.

Figure 5.9. Diffusivities for surface, grain boundary and lattice diffusion of Cu and
Al [81].

The next set of tests is meant to study the effect of current density variation on

the void interface velocity. The range of test current densities chosen here are based

on prior literature on Cu electromigration, details are shown in Tab. 5.3. The test

temperature is fixed in this case at 275 oC to accelerate the rate of diffusion.

Beyond the electromigration tests, evaluation of the microstructure of the films is

also required. EDS and EBSD will were used for analysis of the chemical composition

and characterization of orientation and average grain size of the films.
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Table 5.2. Test Structure Variation

Interface
Length
µm

Width
µm

Thickness
nm

Base layer thickness
nm

Base layer width
µm

0.5

2

TiN/Cu/SiNx 500 5 100 100 40

10

20

0.5

2

TiN/Cu/TiN 500 5 100 100 40

10

20

0.5

2

TiN/Cu/Ta 500 5 100 100 40

10

20

Table 5.3. Test plan: Current density variation

Interface
Test Current density

A/cm2

Test Temperature
oC

1x105

TiN/Cu/SiNx 5x105

1x106 275

(500 µm/ 100 nm/ 10 µm wide) 2x106

3x106

1x105

TiN/Cu/Ta 5x105

1x106 275

(500 µm/ 100 nm/ 10 µm wide) 2x106

3x106
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Table 5.4. Test plan: Temperature variation

Interface
Test Temperature

oC
Test Current density

A/cm2

130

TiN/Cu/SiNx 200

230 3x106

(500 µm/ 100 nm/ 10 µm wide) 250

275

130

TiN/Cu/TiNx 200

230 3x106

(500 µm/ 100 nm/ 10 µm wide) 250

275

130

TiN/Cu/Ta 200

230 3x106

(500 µm/ 100 nm/ 10 µm wide) 250

275
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6. EXPERIMENTAL RESULTS

In this section we present the results from electromigration tests. Results from re-

sistance monitoring are discussed for the different test conditions. EDS and EBSD

characterization is carried out to obtain information on the chemical composition and

the microstructure of the films. Length of voids as a function of time, temperature

and current density are plotted for the different capping/diffusion barrier layers to

obtain interface velocities.

6.1 Resistance Measurement

Resistance measurement in this study serves to determine the base resistance of

the the Cu line and the TiN base layer. Data is collected at 1Hz using the 4-wire

resistance method. Fig. 6.1 shows the change in resistance for varying temperatures

in the range 130◦C to 275◦C. Each of these lines is an evaporated Cu line that is 10

µm in width and 500 µm long with a thickness of 100 nm. At higher temperatures

and higher current densities, the time for testing is shorter. The shortest interval for

testing is 2 hours at 275oC with a current density of 3x106 A/cm2 and the longest

interval for testing is 48 hours at 130oC and current density of 3x105 A/cm2.

As discussed in the previous chapter, these tests were carried out in intervals for

measurement of the length of voids that form at the cathode end. The presented

data is spliced together for the entirety of the test. A smoothing function (leoss) is

used in Matlab to filter out abrupt jumps that were recorded due to vibrations in in

surroundings. This was later resolved using a vibration isolation table. During the

tests, there are multiple samples on the same substrate, even though they are not

subject to a direct current, they experience a temperature excursion which results

in oxidation of the TiN contact pads. Following SEM imaging after each interval
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(a)

(b)

Figure 6.1. Resistance change observed for test structures subject to varying tem-
peratures at a fixed current density j = 3x106 A/cm2 (a) Test structures with SiN
capping layer (b) Test structures with Ta diffusion barrier layer (c) Test structures
with TiN diffusion barrier layer.



90

(c)

Figure 6.1. Continued.

of testing, these jumps in resistance were consistently recorded. During the test,

specially at higher temperatures and high current densities the contact pads undergo

some oxidation.

Even though TiN is relatively resistant to oxidation some surface oxidation is

expected over time which would lead to a lowering of its electrical conductivity. We

confirm this through EDS (Energy dispersive spectroscopy). Usually during reliability

tests, this is not a concern because the structures are either completely embedded or

tested in an N2/Ar environment.

Some tests failed after a few intervals of testing like the 230 oC for the SiN capping

layer and 250 oC for Ta diffusion barrier layer. The test structure with SiNx failed

because of a scratch formed when the test structure was being transferred from under

the needle probes. As a general trend, resistance values increased more rapidly if

the test temperature was higher. At 130oC and 200 oC the resistance change was
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minimal. The test structures with TiN appeared to have a larger jump in resistance

after the interval of testing, suggesting a pronounced oxidation of the test specimen.

A second set of experiments were carried out with varying current densities at fixed

temperature of T = 275oC. Fig. 6.2 is the resistance change noted for the different

tests as a function of the varying current densities. At higher current densities the

resistance change is rapid and so the test intervals were kept short. At low current

densities there is very minimal change in the resistance. Here the data is presented

without the smoothing function. Similar behavior is observed for both the Ta diffusion

barrier layer structures and the SiN capping layer structures.

The abrupt jump in resistance values for Fig. 6.2b correspond to the second

interval of testing. However, none of these cases presented fail due to joule heating,

which is confirmed through SEM imaging. The rise in resistance values does however

affect the local temperatures. If the rise in temperature is gradual, the temperature

controller compensates for the temperature change by lowering the power supplied to

the resistive heater.

Some, test specimens early on in this study were of a smaller cross-section with a

thinner base layer. These devices failed due to joule heating. We present cases where

such failures were observed in the next section.

6.1.1 Joule Heating

Joule heating failure is a major concern for electromigration testing. We briefly

discussed monitoring resistance to determine joule heating failures in an earlier chap-

ter. These failures usually appear as abrupt and rapid rise in resistance values. The

power for joule heating is given by the expression:

P = I2R = j2ρV (6.1)

where, I is the current and R is the resistance of the line. The rewritten form is

expressed in term of j , the current density. ρ is the resistivity and V is the volume
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(a)

(b)

Figure 6.2. Resistance change observed for devices subject to varying current stressing
conditions at a fixed test temperature T = 275 ◦C (a)Test structure with Ta diffusion
barrier layer (b) Test structure with SiNx capping layer.
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of the strip. Joule heating failures generally occur when the current density flowing

through a conductor is large or a flaw is present. We observed two such cases of failure

during our study. One of these failures occurred in the base layer Fig. 6.3 which was

initially captured by the rise in resistance value and then confirmed through imaging.

The current density used during this experiment was set at 1.5 x106 A/cm2 and the

test temperature was T=125 oC. This is during the early phase of testing when a

combination of Ti and Ta were being considered as adhesion/diffusion barrier layers

at the base of the structure. A second failure due to joule heating occurred in an

aluminum line which was captured only through imaging initially Fig. 6.4. This test

was carried out at a high current density j = 8x 106 A/cm2 at T=125 oC. The failure

here looks different from electromigration due to the abrupt nature of voiding and

the absence of material accumulation on the anode end of the line.

Joule heating may not contribute to failure, but, it still provides local energy

in the form of heat, which contributes to shorter electromigration lifetimes. A local

hotspot created due to a flaw or high current densities is undesirable for these tests. A

local change in temperature causes changes in resistivity values and may contribute

to a higher interface owing to a gradient of temperature across the test structure.

We carried out finite element analysis to estimate the local temperature rise due to

joule heating. These results were presented in Chapter 3. Experimentally, there

are a few different techniques available to evaluate joule heating, however, the scale

of the problem makes it challenging to resolve local hot spots. Some experimental

techniques used in literature are nanoIR, thermoreflectance spectroscopy, scanning

joule expansion microscopy (SJEM), scanning thermal microscopy (SThM), Raman

thermometry, AC conductance measurements and pulsed I-V measurements [82]. An

experimental characterization is beyond the scope of this study at present. However,

one of the benefits of the Blech structure used in this study is that, local joule heating

is limited compared to the line-via-line structure, due to the alternate path available

for current to flow.
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(a)

(b)

Figure 6.3. Joule heating failure observed in the base layer with Ti (15nm) and Ta
(5nm) (a) Optical image of failure location (b) Resistance change observed during
testing.
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Figure 6.4. Joule heating failure observed in Al.

6.2 Morphology of Interface

6.2.1 Cathode End

There are some differences in the way the interface moves for each of the cap-

ping/diffusion barrier layers. Fig. 6.5 is a comparison of the cathode end for three

different structures after the first measurement of length of void. We notice motion

for all three interfaces, but, TiN has a cleaner interface at this given test conditions.

This may be because the rates at the top and bottom are the same for diffusion in

the case of TiN. If Ta or SiN are used as a capping/barrier layer then the top surface

may diffuse at a different rate compared to the bottom and this would lead to some
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islands of material to be left behind. This is visible in the SEM image for the Ta

barrier diffusion layer.

Additionally, at lower test temperatures, the islands of material are seen for all

three interfaces. Similar observations were noted by [58] for gold films. Generally,

islands were observed for lower current densities or lower test temperatures. This

may be attributed to smaller contribution of mass transport through grain boundary

as the test temperature is lowered. Fig. 6.6 is a comparison of the cathode end at

200 oC at the same current density for the three different test structures. Islands of

material are visible at the cathode while the interface has moved ahead. Once the

island of material is separated from the moving interface, further testing reveals no

significant change in these islands.

One other observation made from tests at higher current densities and test tem-

peratures is the existence of the curvature of the moving interface. This curvature

was observed in numerical simulations of Chapter 3 for the wide base layer due to

the the additional surface available for diffusion along the sides of the metal film and

the jump in current density at the edge. A surface stress in the metal film is unlikely

to be responsible for driving the diffusion to form a curvature in the Cu film.
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(a)

(b)

Figure 6.5. SEM images of the cathode end of test specimens after testing at T = 275
oC and j = 3x106 A/cm2 (a) Test Structure with TiN diffusion barrier layer (b) Test
Structure with SiNx capping layer (c) Test Structure with Ta diffusion barrier layer.
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(c)

Figure 6.5. Continued.

(a)

Figure 6.6. SEM images of the cathode end of test specimens after testing at T = 200
oC and j = 3x106 A/cm2 (a) Test Structure with TiN diffusion barrier layer (b) Test
Structure with SiNx capping layer (c) Test Structure with Ta diffusion barrier layer.
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(b)

(c)

Figure 6.6. Continued.
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6.2.2 Anode End

The anode end of the test structures helps confirm that the voiding or interface

motion observed on the cathode end is indeed due to electromigration. Fig. 6.7 are

the anode ends of the same test structures as Fig. 6.5 where, the test temperature

was T = 275 oC and the current density was fixed at j = 3x106 A/cm2. In this case

growth is observed on the anode side after testing. In some cases the growth is not

pronounced enough to break through the passivation layer. In the case where the

growth breaks through, we carried out EDS to confirm the composition. Fig. 6.8 is

a point analysis of the region where a hillock is observed. The spectra confirms the

composition being primarily Cu.

(a)

Figure 6.7. SEM images of the anode end of test specimens after testing at T = 275
oC and j = 3x106 A/cm2 (a) Test Structure with TiN diffusion barrier layer (b) Test
Structure with SiNx capping layer (c) Test Structure with Ta diffusion barrier layer.
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(b)

(c)

Figure 6.7. Continued.
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Figure 6.8. EDS spectra of the hillock formation on the anode end of the line.

6.2.3 Surface Texture

The surface texture for the evaporated Cu is quite even with a small grain size.

Plated Cu versus Cu deposited using PVD or CVD often differ in microstructure due

to the process conditions and thickness of deposited films [83]. In general, evaporated

films like the one in this study tend to have smaller grain sizes before anneal. Fig.

6.9 is an image taken on a blanket film of Cu (100nm) before annealing. This film

was evaporated on a different substrate in the chamber during deposition for a real

test specimens. The fabricated test specimens are passivated with SiN to prevent

oxidation. It is therefore challenging to obtain grain size and distribution from those

test specimens without damaging the thin layer of Cu. In order to obtain information

on the grain size and distribution blank samples were placed in the same chamber

during deposition of Cu film. These blank films are subject to anneal conditions of

350 o C as the rest of the test specimens for 3 hours.
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EBSD (Electron Backscattered Detector) characterization was carried out on the

film. Since the films are very thin, polishing cannot be carried out on them and

so they are characterized as deposited. For EBSD mapping, the FEI Quanta 650

electron microscope with an EDAX-TSL Hikari EBSD detector was used. Each pixel

was 20 nm in size with a hexagonal grid shape used for data capture. OIM analysis

software version 5.3 was used to analyze the EBSD measurement results. Sparse set

of grains were observed with the evaporated film. For the grains that were identified

an average size of 374.58 nm was observed on the surface.

6.3 Measurements of Void Length

Measurements of the void length are primarily carried out in the SEM. Optically,

voids of a few microns are visible but, the resolution is not sufficient to make accurate

measurements. Fig. 6.10 is one such example where voided region is visible optically,

but, not resolved enough to make accurate measurements. After each interval of

Figure 6.9. Surface texture of a blank Cu film before anneal.
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testing the device, images are taken in the SEM and measurements at the cathode

end are made using Image J.

Fig. 6.11 is an example of such a measurement. If the curvature is present at

the interface is clean then the minimum and maximum void lengths are measured. If

the curvature is irregular then the measurements are made by finding the minimum

and maximum points that are disconnected from the islands of material behind the

moving interface.

Fig. 6.12 is a compilation of measurements for each test as a function of the

temperature and the interface. Each plot corresponds to fixed temperature and fixed

current density j = 3x106 A/cm2. Each marker corresponds to an mean displacement

measured from the images and the error comes from the curvature of the interface.

Figure 6.10. Optical images of void length recorded for 10 µm wide Cu lines.
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6.4 Velocity of Interface

The velocity for each of these tests is obtained through a linear fit to the void

length measurement data. Most of the data points seem to suggest a linear velocity

profile for the interface. This linear behavior is expected if the test structure lines

are long. Blech like structures that are short are known to produce a back stress,

which changes the interface velocity. Theoretically the line would move with a linear

velocity until the stress gradient is large enough to diminish the growth rate, and

finally the line would reach a critical length. This critical line length would be the

line length predicted by the “Blech Product” for the given test current density.

6.5 Width Variation

Several devices were tested with varying widths of the Cu line while keeping all

the other geometry features the same. Fig. 6.13 is a compilation of some of the

devices tested. At 0.5 and 2 µm width the line starts to develop several opens at the

cathode end. While this is expected for narrow lines with bamboo grained structures,

this is not ideal to determine the growth rate of the voids. At 5 µm, we start to

Figure 6.11. Measurement made in Image J for one of the test structures after an
interval of testing.
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(a)

(b)

Figure 6.12. Record of the length of voids as a function of varying test temperatures
and fixed current density 3x106 A/cm2 for different test structures (a) Test tempera-
ture T = 200 oC (b) Test temperature T = 230 oC (c) Test temperature T = 250 oC
(d) Test temperature T = 275 oC.
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(c)

(d)

Figure 6.12. Continued.
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observe a moving interface but, the interface is not consistent across the width of the

line. At 10 and 20 µm widths, the interface is much more easily discernible. The last

two cases are the same interface with SiNx capping layer tested at the same current

density j = 3 x 106 A/cm2 and test temperature T = 275oC. Even though the 20

µm seems to have the cleanest interface, the current required to achieve the desired

test current density is more than double the current required for the 10 µm wide line.

This would not be an issue if the base layer was scaled correctly to avoid a large local

hotspot ahead of the Cu line. The TiN base layer is of the same width and thickness

in both cases so its resistance only increases with the local rise in temperature. If

the current is doubled, the power of joule heating will be four times as much, which

would lead to a larger temperature gradient. A large temperature gradient as the

one observed in this case may lead to a significant change in the interfacial velocity.

The two cases were compared at identical test conditions and the velocity of the

Cu line was found to be 2.669 µm/hr for the wider 20 µm line compared to 1.395

µm/hr for teh 10 µm line width. This is a significant difference and in order to stay

conservative, we rely on the 10 µm wide lines to keep the joule heating limited in all

experiments moving forward. The 10µm wide line has a polygrain structure which

can approximate continuum behavior without a large temperature gradient.

6.5.1 Temperature Variation

Based on the measurements of void length from the images, we compare the

change in velocity as a function of temperature. The data suggests an exponentially

increasing velocity with an increase in temperature from 130 to 275 oC while the

current density was kept fixed at j = 3 x 106 A/cm2. Fig. 6.14 are plots of the velocity

as a function of temperature with a simple exponential fit. There are differences in

the displacement rates for the three different capping/diffusion barrier layers. Each

marker point is the mean velocity from the linear fits.
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Figure 6.13. Interface motion in Cu lines of varying widths.

(a)

Figure 6.14. Velocity recorded for different test structures at j = 3x106 A/cm2 and
varying temperatures (a) Test structure with Ta diffusion barrier layer (b) Test struc-
ture with TiN diffusion barrier layer (c) Test structure with SiN capping layer.
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(b)

(c)

Figure 6.14. Continued.

6.5.2 Current Density Variation

The test structures were subject to different current densities at a fixed tempera-

ture of 275 oC. For each of these current densities, we expect to see electromigration.

The higher temperature helps accelerate the diffusion rates. Fig. 6.15 is a comparison
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of the velocities obtained for Ta diffusion barrier and a SiNx capping layer. In both

cases the velocity changes linearly as a function of the current density though the

rates of change are different. Electromigration was observed at the lowest test cur-

rent density however, a moving interface was not clear from the images. We exclude

the lowest current density data from our analysis going forward.

Below a current density of 5x105 A/cm2, the diffusion rates are extremely slow.

For a Blech Product of 3700 A/cm with a line length of 500 µm the critical current

density would correspond to 7.4 x 104 A/cm2. It is expected that at this current

density there is no observable electromigration phenomena. The intercept from these

fits give a slightly different critical current density value. We will revisit this in

Chapter 8 when we examine the intercept values along the axis.
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(a)

(b)

Figure 6.15. Velocity recorded for different test structures at T = 275oC and varying
current densities (a) Test structure with Ta diffusion barrier layer (b) Test structure
with SiN capping barrier layer.
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7. A CONTINUUM MODEL FOR ELECTROMIGRATION

7.1 Overview

This chapter is a condensed version of the the theory developed in reference [26]

where, the thermodynamic configurational force associated with a moving interface is

used to derive the conditions for phase growth and nucleation in bodies with multiple

diffusing species and arbitrary surface stress at the phase interface. We start with the

derived interfacial transport theorem for a general scalar field. Analogous to the bulk

field, the balance of mass, momentum and energy are derived next. The thermody-

namic conditions that result from free-energy inequality at the interface are derived

leading to the analytical form of the configurational force for bodies subject to me-

chanical loads, heat, and multiple diffusing species. The derived second law condition

naturally extends the Eshelby energy-momentum tensor to include species diffusion

terms. The above second law restriction is then used to describe the condition for the

growth of new phases in a body undergoing finite deformation. The growth conditions

are derived in both current as well as reference configurations. Finally, a statistical,

temperature-dependent growth velocity is derived using the Boltzmann distribution.

7.2 Derivation of Balance Laws at the Interface

The development in this section is motivated by the pioneering work of Truesdell

and Toupin [84]. The approach followed is to make a systematic analogy to the bulk

balance laws presented in [26], including in the explicit use of an entropic inequality

condition on the interface. Additionally, analogous to bulk derivation, surface quan-

tities corresponding to mass, momentum, internal energy, entropy and free energy are

introduced as variables and resolved through the derived thermodynamic restrictions.

The resulting form of the driving force on the phase interface is similar to that de-



114

rived in [85,86], but the derivation here allows inhomogeneous and anisotropic surface

stress.

7.2.1 Interface Transport Theorem

An interfacial transport theorem is derived by [26] using the idea of an interface

“pillbox” shown in Fig. 7.1, to connect bulk fields with the interface. The interface

transport theorem is valid for a scalar field on the interface and is the basis for

derivation of the mass, momentum and energy balance equations.

Figure 7.1. Control volume (interface pillbox) with generalized field and fluxes.

The local form of the interface transport theorem is given by the expression:

− Jφ (vsn − vn)K + φ̇s + φs∇s · vs = −
q
jφ

y
· n−∇s · hφt + rφs on Γ (7.1)

where, the left hand side of the above expression represents the accumulation of bulk

and interface fields due to bulk normal fluxes and the interface flux. j refers to the

flux of the field φ while r denotes volumetric generation. The interface is considered

as a separate domain, bounded by the curve ∂Γs (Fig. 7.1). The superficial field
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Figure 7.2. Schematic showing the definition of the normals to the interface and to
the boundary of the interface subregion Γs.

on the interface φs is changed by inflows due to a flux h on the boundary ∂Γs of

the interface, the flux exchanges ji with the bulk domains on either side, and the

spontaneous generation rate rs. At the interface the jump in the field and fluxes are

defined as J·K = (·+ − ·−).

7.2.2 Balance Laws at the Interface

The general interface transport theorem of Eq. (7.1) is applied to various conserved

quantities such as species mass, momentum and energy, by replacing φ with the

appropriate conserved quantity to obtain the balance law. The species mass balance

at the interface is obtained by replacing the bulk field φ by ρνα, the mass flux jφ of

the diffusing species α by jα, and the tangential interface flux hφt by the surface mass

flux hαt . The interface is considered massless, and therefore, surface mass excess, φs

is ignored. The rate of spontaneous generation of species α at the surface (as due to
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a chemical reaction) is denoted rαs . Substituting in Eq. (7.1) the species mass balance

is expressed as:

− Jρνα (vsn − vn)K = − JjαK · n−∇s · hαt + rαs (7.2)

The momentum balance at the interface is obtained by considering momentum in

an arbitrary, but fixed direction n̂. Analogous to bulk field, the field φ is chosen to

be φ = ρv · n̂ in the direction n̂. Accounting for the appropriate bulk and interface

flux terms, while ignoring the spontaneous generation of momentum we obtain the

momentum balance as:

− Jρv (vsn − vn)K · n̂ = Jσn̂K · n−∇s · hv
t (7.3)

where, σ is the traction on the interface. Furthermore, the tangential component

of the surface flux hv
t = Phv = −Pσsn̂. Since n̂ is arbitrary, constant and non-zero,

Eq. (7.3) yields:

− Jρv (vsn − vn)K = JσK n +∇s · (Pσs) (7.4)

If the surface stress is homogeneous and isotropic we obtain the Laplace-Young equa-

tion:

− n · JσK n = γκ (7.5)

where, κ is the total curvature of the interface.

As with momentum balance, the interface energy balance is obtained by analogy

of the balance of bulk internal energy. Thus, the bulk field is φ = ρe+ 1
2
ρv · v, bulk

energy flux is je = −σv+jq+
∑N

α=1µ
αjα. The surface field φs is given by the internal

energy per unit area, es. The tangential component of the surface flux corresponding
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to internal energy accumulation is given by het = −Pσsvs + hq +
∑N

α=1µ
α
s h

α
t . Thus,

the interface energy balance relation is:

− Jφ (vsn − vn)K + φ̇s + φs∇s · vs =

−

t

−σv + jq +
N∑
α=1

µαjα

|

· n−∇s ·

(
−Pσsvs + hq +

N∑
α=1

µαs h
α
t

)

+rqs +
N∑
α=1

µαs r
α
s

(7.6)

The interface entropy inequality can now be obtained analogous to the bulk en-

tropy inequality. Let η denote the bulk specific internal entropy using the pillbox

procedure. The entropy imbalance inequality is expressed as,

− Jρη (vsn − vn)K + η̇s + ηs∇s · vs ≥ −
s
jq

T

{
· n−∇s ·

hqt
Ts

+
rqs
Ts

(7.7)

where, ηs denotes the entropy per unit area of the interface. The external sources of

entropy are the bulk heat flux jq, surface heat flux hq and the surface heat generation

rqs . Ts is the surface temperature.

Defining the specific free energy, ψ = e − ηT and its interface equivalent ψs =

es − ηsTs, the free energy inequality is obtained by using the first and second laws of

thermodynamics. Assuming continuity of chemical potential across the interface, i.e.,

JµαK = 0, µαs = µα (7.8)

and under the assumption of continuity of temperature, i.e.,

JT K = 0, Ts = T (7.9)
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we get:

−
s(

ρψ +
1

2
ρv · v

)
(vsn − vn)

{
+ ψ̇s + ηsṪs

+ψs∇s · vs +
1

Ts

hqt · ∇s Ts ≤

− Jρvs · v (vsn − vn)K− Jσ (vs − v)K · n− [∇s · (Pσs)] · vs

−
N∑
α=1

(Jρµανα (vsn − vn)K + hαt · ∇s µ
α
s )

+∇s · (Pσsvs)

(7.10)

The right hand side indicates the work that is being done on the control volume due

to surface tractions and diffusion. The free energy increase of the system is given to

be less than or equal to the right hand side by the second law.

The inequality leads to the following conditions that have to hold at the interface:

−

t

(vs − v) ·

(
ρψI− σ − ρ

N∑
α=1

µαναI

)
n

|

≤ 0 (7.11)

hαt · ∇s µ
α
s ≤ 0 ∀α (7.12)

hqt · ∇s Ts ≤ 0 (7.13)

The conditions Eqs. (7.12) and (7.13) are satisfied by constitutive relations of the

following form:

hαt = −Mα
s∇s µ

α
s (7.14)

hqt = −ks∇s Ts (7.15)

where, Mα
s is a positive definite surface mobility tensor for the species α, and ks is

a positive definite heat conductivity tensor on the surface. The above equations are

the surface analogs of the bulk versions of Fick’s law and Fourier’s Law.
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In the absence of inertial forces, Eq. (7.11) can be restated in the reference con-

figuration as:

VS · JΣν − σIK N ≥ 0 on Γs0 (7.16)

where,

Σν = Σ0 − ρ0

N∑
α=1

µα0ν
α
0 I (7.17)

is an extension to the Eshelby energy momentum tensor [87] Σ0 = (ρ0ψ0I−∇0UσI),

with σI being the first Piola-Kirchoff stress tensor; U is the displacement in reference

coordinates and Γs0 is the subsurface viewed in the reference configuration. Eshelby

also suggests Σ∗0 = Σ0 − σI as an energy-momentum tensor with greater utility for

estimating the force on a defect [87].

The jump JΣν − σIK represents a conserved quantity that will integrate to zero

within a homogeneous domain. In this sense, it is an extension to the path-independent

J-integral of fracture mechanics [28] to bodies with multiple diffusing species. The

conjugate to the reference interface velocity Vs, namely JΣν − σIK N, is the reference

configurational force associated with the motion of the interface.

7.3 Conditions for Phase Growth

During the growth of the phases, Eq. (7.11) should be satisfied at each point

on Γ and at all instants of time. It is convenient, however, to derive the growth

criterion in the reference configuration using Eq. (7.16). We begin by decomposing the

surface velocity into tangential and normal components in the reference configuration

VS = VST
+VSN

N, where N is the surface normal vector with the convention that N
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points from Phase − into Phase + (see Fig. 7.1). Thus, the left hand side of Eq. (7.16)

can be written as

(VST
+ VSN

N) · JΣν − σIK N =VST
·

t

ρ0

(
ψ0 −

N∑
α=1

µα0ν
α
0

)
I− FTσI

|

N

+ VSN
N · JΣν − σIK N (7.18)

where, F is the deformation gradient with the inverse F−1 = G. Simplifying, the

second law condition of Eq. (7.18) reduces to requiring:

− JFVST
· σINK + VSN

N · JΣν − σIK N ≥ 0 on Γs0 (7.19)

Now, treating the dissipation due to tangential slip independent of the normal

velocity causing the growth, the thermodynamic second law conditions for growth,

Eq. (7.19), may be stated as:

VSN
N · JΣν − σIK N ≥ 0 on Γs0 (7.20)

−VST
·
q
FTσI

y
N ≥ 0 on Γs0 (7.21)

with N · JΣν − σIK N representing a jump in volumetric energy density. The second

condition is trivially satisfied in the absence of slip.

Recalling that the positive normal velocity points in the direction N of the inter-

face, from the − Phase to the + Phase in the reference configuration, we will assume

a convention that Phase − is the growing phase and therefore, VSN
is positive during

the growth. Although it is not necessary to choose a priori the observed quantity,
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we choose the surface normal speed VSN
as a macroscopic, positive observed quantity.

Therefore, we restate Eqs. (7.20) and (7.21) to require that:

N · JΣν − σIK N ≥ 0 on Γs0 (7.22)

VSN
= CVNN · JΣν − σIK N on Γs0 (7.23)

VST
= −CVT

q
FTσI

y
N on Γs0 (7.24)

where, CVN and CVT are arbitrary positive quantities.

7.4 Statistical Growth Condition

In general, the atomistic phenomena that lead to phase nucleation and growth

are statistical in nature. Thus, in experimental observations, the growth condition of

Eq. (7.22) requires a treatment keeping in mind the inherent variability at microscopic

length scales. Considering now the growth conditions in the current configuration that

is the alternative form of Eq. (7.22), we rewrite the equation as

gsn ≡
(
H − G

l

)
≥ 0 on Γs0 (7.25)

where, H and G are volumetric and surface energy densities respectively, and l is

a characteristic length scale in the current configuration as explained below. The

definitions of H and G follow from growth conditions:

H (F, να, T ) =

t
√

n · FFTn

(
ρψ −

N∑
α=1

ρµανα

)
−

n · F
(
FT − I

)
σn

√
n · FFTn

|

(7.26)

G (F,σs, T ) = −l FTn√
n · FFTn

· (κσsn +∇s · σs) (7.27)

The arguments in the above expressions explicitly indicate the independent physical

variables that influence the quantities. For ease of reading, henceforth, we will not

explicitly include the arguments when referring to these quantities. The explicit
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introduction of the length scale l in the definition of G nullifies the length scale

dependence inherent in the expression due to the curvature and surface divergence

terms.

Since, for an applied configurational force, the observed velocity in general is in-

fluenced by microstructural arrangement influenced by atomic scale uncertainty, we

now consider a probabilistic treatment of the observed velocity for a given (determin-

istic) configurational force. The statistical growth form derived in [26] in the reference

configuration is

〈VSN
〉 = CVN (N · JΣν − σIK N) exp

[
−
(
Ec
kBT

)]
(7.28)

7.4.1 Application to Small Deformation Diffusive Void Growth

Under the assumption of small deformation the growth condition in the current

configuration reduces to:

t

n ·Σn−
N∑
α=1

ρµανα

|

≥ − FTn√
n · FFTn

· (κσsn +∇s · σs)

≥ − 1√
1 + 2εnn

(I +∇u)n · (κσsn +∇s · σs)
(7.29)

Now, if the surface stress is homogeneous and isotropic (σs = γI), and if strains are

small εnn � 1, the above equation simplifies to,

t

n ·Σn−
N∑
α=1

ρµανα

|

+ κγ ≥ 0 on Γs (7.30)

Now, a growing phase is locally required to have negative curvature. Thus, we

define a local radius of curvature r = − 1
κ
> 0, and assuming Phase − to be void

(values are zero inside the jump term), we get the condition for diffusive void growth

as

n ·Σn−
N∑
α=1

ρµανα − γ

r
≥ 0 on Γs (7.31)
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Finally, applying the statistical arguments of § 7.4, we arrive at the small defor-

mation diffusive void normal velocity as:

vsn = cvn

(
n ·Σn−

N∑
α=1

ρµανα − γ

r

)
exp

[
−
(
Ec
kBT

)]
(7.32)
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8. EXTRACTION AND VALIDATION OF INTERFACIAL ADHESION ENERGY

8.1 Activation Energy

In order to compare the data from this study to others in literature, we check the

activation energy for electromigration. Due to the variety of test methods used in

literature for assessment of electromigration, we first describe the test structure and

the criteria used for failure in Tab. 8.1. For these studies the test conditions used and

the activation energies calculated are presented in Tab. 8.2. While all these studies

are not comparable to this work, we can draw some general conclusions. In general,

the activation energies reported in literature may be based on different failure criteria

which may make direct comparisons less reliable. For narrow test structures < 1

µm where, surface diffusion dominates mass transport, the activation energies are <

1.0 eV [88]. This also requires the temperature ranges and current densities to be

relatively low.

In order to obtain an activation energy from the resulting data, we revisit the

growth condition from Chapter 7 and linearize the equation to yield:

ln vsn = ln (cvH)− Ec
kBT

(8.1)

where, we lump the free energy term and the energy dissipated during diffusion as:

H =

(
n ·Σn−

N∑
α=1

ρµανα

)
(8.2)

The left hand side is known and the when the data is plotted against the inverse of

T , we obtain the activation energy from the slope. In addition, we obtain an intercept

value that corresponds to ln(cvH). The term is unique to the current density at

which the test is carried out. The plots for the three different interfaces are shown
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in Fig. 8.1. The activation energies found in this study are listed in Tab. 8.3. The

test structures with Ta diffusion barrier layer and capping layer SiNx seem to be in

agreement with results reported in literature where, the activation energy falls in the

range of values reported for surface/interface diffusion. The structure with TiN as

the diffusion barrier layer has a lower activation energy. A low activation energy

is a symptom of either poor adhesion at the interface or surface oxidation of Cu

during the fabrication process. Poor adhesion at the interface may be inherent to the

combination of materials or the presence of PR residue.
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Table 8.3. Activation energies calculated in this study

Interface Base/Cu/Barrier/Cap Test Conditions Activation
Layer Thickness Energy

(nm/nm/nm/nm) j(A/cm2) T Range(K) eV

TiN/Cu/Ta/SiN 100/100/5/20 3x106 403.15 - 548.15 0.710

TiN/Cu/SiN 100/100/20 3x106 403.15 - 548.15 0.788

TiN/Cu/TiN/SiN 100/100/10/20 3x106 473.15 - 548.15 0.556

8.2 Extraction of Interfacial Adhesion

One of the goals for this study is to determine the interfacial adhesion between Cu

and the diffusion barrier/capping layers through current induced diffusive voiding. We

revisit the expression derived for the growth condition. The free energy for a system

with an applied current density may be expressed as:

H =

(
n ·Σn−

N∑
α=1

ρµανα − γ

r

)
= −cjJ.n (8.3)

where J is the current density expressed here as a vectorial quantity and n is

normal to the moving interface plane. The negative sign follows convention from

the derivation of the phase growth condition where, −n points away from the void

interface. Such a relation would capture the behavior during electromigration where,

cj captures the relation between diffusion of species and the flow of charge along the

conductor. Note that we have ignored other terms that may be a part of the free

energy of the system like strain energy density, since these terms are negligible for

the current system. We can write the expression for void growth again in terms of

the chosen form of H in Eq. (8.3):
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(a)

(b)

Figure 8.1. Log-linear fit to velocity data for different test structure at fixed current
density j = 3x106 A/cm2 and varying temperatures (a) Test structure with Ta diffu-
sion barrier layer (b) Test structure with SiNx capping layer (c) Test structure with
TiN diffusion barrier layer
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Figure 8.1. Continued

vsn = (−cvcjJ.n) exp

[
−Ec
kBT

]
= (cvjJ.n) exp

[
−Ec
kBT

]
(8.4)

Now, based on the experiments carried out at the different current densities at

a fixed test temperature we are able to determine the constant cvj for given set

of experiments. Fig. 8.2 is the plot of the normalized current density versus the

normalized velocity multiplied with the exponential term. The activation energy

used here comes from the activation energy derived using the temperature variation

data in the previous section. The inverse of the slope from this plot gives the constant

cvj = −cv ∗ cj while, the intercept provides an idea of the critical current density at

which electromigration is no longer observed. Note the lowest current density data

is omitted for the two structures at present. Electromigration was observed at these

current densities however, there was no discernible interface.
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Figure 8.2. Plot of current density variation test data for the Ta and SiN diffusion/cap
layer structures.

Next, we draw an analogy to fracture mechanics where, J-integral which is a path

independent integral quantity used to calculate the energy release rate must achieve

a critical value Jc for steady state crack progression [28]. In other words J ≥ Jc for a

crack to grow. For the case of electromigration we use a similar argument such that,

H ≥ Hc. Hc represents the critical volumetric energy density required for the void to

grow during electromigration. Revisiting the void growth condition 7.31 we add an

additional term for the interfacial energy γf and rearrange the terms:

H ≥ Hc

n ·Σn−
N∑
α=1

ρµανα − γ

r
≥

n∑
i=1

γfi
Li
A

on Γs

(8.5)

The right hand side of this equation represents the critical energy barrier that

needs to be overcome for the void to grow. Locally, the curvature r is very large if the

moving front is planar which makes the first term on the right hand side negligible.
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L is the perimeter of the interface and A is the cross-sectional area of a moving front.

If there is more than one interface then the interfacial energy and perimeter for that

interface are accounted for separately. For steady state diffusive void growth the

H = Hc, thus, the flowing electrons must impart enough energy to debond the atoms

from the interface. Rewriting H as 8.3 we obtain:

H = Hc

cvjJ · n =
n∑
i=1

γfi
Li
A

on Γs

(8.6)

If we now consider taking the ratio of the interfacial energy for the two cases where

SiN and Ta are the only interfaces along Cu conductor we obtain the relation:

cvj,SiNJ · n
cvj,TaJ · n

=
γSiN
γTa

(8.7)

The length and area terms cancel out on the right hand side as they are the same

in both case. Tab. 8.4 are the results from the fit and the ratio of the interfacial

energy using this relation. The ratio for these energies is what we can compare to

other experimental data for validation.

Table 8.4. Fit results for variation in current density

Interface cvj
Jc

A/cm2 Ratio γ/γTa

TiN/Cu/SiNx 23.92 4.63 x 104 2.81

TiN/Cu/Ta 8.50 3.48 x 105 1
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8.3 Validation of Extracted Interfacial Adhesion

Adhesion measurements on thin films are quite challenging to obtain for the in-

terfaces of interest to this study. Fabrication of superlayer structures inspired by

Bagchi’s work [19] were attempted in this work for validation however, those struc-

tures failed during fabrication. More details on those structures are discussed in the

next chapter. We rely on measurements made through four point bend experiments

on sandwich specimen tests available in literature.

Sandwich specimen tests are modifications of the macroscopic fracture tests and

samples for these tests are prepared by incorporating a thin film into a macroscopic

fracture test specimen. This is typically done through diffusion bonding, which

can alter both the film microstructure and interfacial adhesion, since the bonding

process takes a long time (several hours) and occurs at temperatures close to the

melting point. Many different sandwich test specimen geometries (see Fig. 8.3) are

used. These include four point bend, double cantilever and Brazil-nut sandwich

specimen. The type of the sandwich samples considered here is the four-point bend

test [110–113]. To date this is the most popular adhesion test for the microelectron-

ics industry. In this test, two elastic substrates with thin films on them are bonded

together with another material (typically Cu or epoxy). The upper substrate has a

notch in it, and a crack propagates through the substrate and kinks into the interface

of interest upon loading. At this point the strain energy release rate reaches steady

state, which corresponds to the load plateau in the load-displacement curve. The

strain energy release rate can then be calculated from the steady state plateau load

P at fracture [110] as follows:

G =
21(1− ν2)P 2L2

16Eb2h3
(8.8)
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Figure 8.3. (a)Sandwich specimen test schematic [112] for a four point bend test, (b)
Schematic of the cross-section of a sandwich specimen test structure [114].

The challenge in sandwich specimen tests is the complicated processes that go into

specimen preparation. The specimen are prepared by means of diffusion bonding.

This process introduces the possibility of altering film microstructure and interface

adhesion. Also, films plastically yield in strongly bonded interfaces which, is observed

in the adhesion measurements made by Kim et al. [114].

The data sets we use for validation comes from [23] for the Cu-SiNx interface

and [114] for the Cu-Ta interface. For Cu-SiNx Lane reports a interfacial adhesion

GSiN = 18.5 ± 1.8 J/m2. There isn’t much information on the geometry of the

test specimen used and more importantly the thickness of the Cu layer. Cu being

complaint allows energy dissipation in the form of plastic deformation. A thicker layer

of Cu would mean, the measured interfacial energy would include a larger portion of

energy attributed to plasticity. This is observable in the results reported by Kim et

al.. Fig. 8.5 shows the steady state debond energy measured for Cu-Ta and Cu-TaN

interfaces as a function to the Cu layer thickness. In the limit where the Cu layer is

200 nm thick, the reported GTa ≈ 5 J/m2. This gives a ratio for the upper bound:

GSiN

GTa
= 3.7

This value is in 18.5 % larger than the value we obtained through our calculations.

A second study using the four point bend experiment reported a lower value for the

interfacial energy between Cu and SiNx [115]. This study uses a stack shown in
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Fig. 8.6a with 200nm of Cu on a Ta liner and 50 nm of SiN. A notch is introduced on

the side of the coupon where SiN is present and fractures are observed along the Cu-

SiN interface during testing. Fig. 8.6b are results plotted for various configurations

of the test technique used in the study. We will rely on the value reported with the

standard test, since the test method is well established. The reported strain energy

release rate is GSiN = 10.5 ± 1.2 J/m2. This value is lower compared to the fracture

energy reported by Lane et al. highlighting the variability in data across different

studies. We use this as a separate data point to establish a known lower bound for

the purpose of validation where,

GSiN

GTa
= 2.1

The value obtained from this study fits within these bounds. This is a promising

result given the complexity involved in most adhesion characterization methods in

literature. Additionally, the value we obtain through our experiments are bound to

be slightly lower because, the ratio of the interfacial energy is a combination of the

interfacial energy of TiN and Ta or SiN. This is because the base of the Cu line is in

contact with TiN which allows diffusion tangential to it’s surface. Mathematically,

the expression in Eq. (8.7) should read as follows:

cvj,SiN
cvj,Ta

=
γSiN(2t+ w) + γT iN(w)

γTa(2t+ w) + γT iN(w)
(8.9)

where w and t are known geometric width and thickness of the Cu film. The interfa-

cial energy of Cu-TiN is to be determined but, early indications suggests this value

may be small compared to Cu-Ta and Cu-SiN interfacial energies. However, further

verification is required to confirm this.
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Figure 8.4. Results for steady state energy release rate obtained through four point
bend tests on sandwich specimen tests by Lane et al. [23].

Figure 8.5. Results for steady state energy release rate obtained through four point
bend tests on sandwich specimen tests. [114]
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(a) (b)

Figure 8.6. (a)Film stack used for four point bend experiments by Birringer et al. (b)
Fracture energies and yields reported for different test configurations [115].
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9. VALIDATION OF FRACTURE TOUGHNESS: SUPER LAYER TEST

9.1 Overview

This section describes the superlayer method for interfacial adhesion measure-

ment. Originally these structures were meant to serve as a baseline study to validate

experimental results from the electromigration tests. We begin by introducing the

super layer test method. The fabrication steps for the test method are discussed

along with the preliminary requirements for the built-up layers. Next, we describe

the challenges encountered with this method during fabrication that led to premature

failure of the devices.

9.2 Super Layer Test

This method was originally proposed by Bagchi et al., where the interfacial adhe-

sion energy between Cu and SiO2 was characterized by inducing a debonding event at

the interface by depositing a film with a high residual stress. By varying the thickness

of the added layer (superlayer), energy is provided at the interface to drive a crack.

Typically, a metal film like Chromium(Cr) is used for the superlayer becuase of it’s

high melting temperature which, ensures a large residual stress upon cooling. Zheng

et. al. modified the test structure using a sacrificial Au layer to linearly vary the

adhered portion of the film that is delaminated Fig. 9.1a. This modification to the

geometry allows for a more accurate measure of energy release rate as the available

energy to drive the crack reduces. The change in the contact area between the film

and the substrate increases along the length of the film however, the energy available

through the intrinsic residual stress remains the same. As the film decoheres from

the interface, the crack driving force ultimately reduces to the critical value below

which there is no more propagation unless any external force is applied.
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The energy release rate for the interfacial crack in a multi layer stack shown in

Fig. 9.2 is given by [19]:

G =
∑
i

σ2
khi
E

′
i

−
∑
i

1

E
′
i

[
P 2

hi
+

12M2
i
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i

]
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M
′

i = E
′

iκ (9.1d)

where i = 1, 2 refer to the materials in the bilayer, h1 and h2 refer to the film

and superlayer thicknesses, E
′
i are the biaxial elastic moduli Ei/(1 − νi), load P

is associated with the residual tensile stress σi in each layer, κ is the curvature of

the debonded layer, εi are misfit strains and Mi are the bending moments along

the centerline of each layer due to load P . Since, the interfacial toughness is mode

(a) (b)

Figure 9.1. Super layer test (a) Schematic of test strips with sacrificial layer [116]
(b) Delamination observed for Ti-Cr strips with different apex angles for the release
layer [116].
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dependent the phase angle also needs to be specified corresponding to the estimated

interfacial toughness.

The energy release rate in the modified superlayer test is given by:

Gc = G
L

a
(9.2)

When the film and the superlayer combination is cut, the composite film debonds

over the central weak region. The initiated crack then propagates over the varying

width region. The propagating crack arrests at a width of the varying width region

such that the energy release rate is equal to the interfacial fracture toughness.

9.2.1 Super Layer Test Specimen Fabrication

The fabrication of the test specimen conforms to the standard of IC fabrication

with compatible material sets. Cr is the super layer chosen to introduce tensile

stress. The only possible drawback of using the modified version of the super layer

test structures is the use of gold or carbon as a the sacrificial layer. Though it is

possible to etch gold from the stack, it is not a clean process. The etch chemical

may even etch other films that are present, worse it may cause corrosion and sub

critical debonding in the film structure. In order to avoid this we propose a modified

Figure 9.2. Schematic of bilayer film with residual stresses [116].
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fabrication scheme using image reversal photoresist as a possible substitute for gold

as a sacrificial layer. Briefly, the steps are as follows:

1. Start with a wafer that has a combination of Ti and Au as the sacrifical layer.

Based on Zheng’s work we used 5 nm of Ti and 25 nm of Au. Next spin coat

and expose photoresist with mask 1 which, creates the profile for the sacrificial

layer to be etched. Au and Ti are both etched using commercially available

etchants.

2. Spin and expose positive photoresist AZ1518 with mask 2 to form the pattern

for the metal lift-off. Before developing the resist, dip the specimen in Toluene

for 5 minutes. This hardens the top layer of the photoresist and gives it a

desirable negative profile for metal lift off. No post bake is required after this

step.

3. Evaporate the metal film stack on the substrate to the desired thickness. Note,

the superlayer residual stress is based on the thickness of the film and it’s elastic

modulus. Choosing the correct thickness is critical to the design. If the residual

stress induced is small, there is no debond event and if the stress is too large,

uncontrolled debonding occurs. After deposition strip the photoresist. Ensure

that there is little to no agitation when the photoresist is being stripped.

4. Once the metal lift off is carried out spin AZ 1518 positive photoresist and

expose mask 3.This mask pattern is used to define areas where the Cr and Cu

film are to be etched. After developing the resist, wet etch the Cr and Cu films.

Once the etch is complete. Lift off the resist by dipping in a solvent and transfer

quickly to IPA. Follow this step by carrying out CPD (Critical point drying) to

avoid stiction.

5. Measure the length of the film that peeled back to asses the energy release rate.

These steps are shown in a schematic in Fig. 9.3.
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Figure 9.3. Schematic for fabrication of super layer test structures
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9.2.2 Results: Super Layer Test

Test structures were fabricated with 100nm of Cu and 100nm of Cr on SiNx. Ti

and Au were used as the sacrificial layers following [116]. There were several issues

that were encountered during the fabrication process.

1. Most chemical etchants that etch Cr also etch Cu to some extent. This is still

manageable if the etch rates are known and relatively slow. However, it was

found that as the Cr layer is etched, the Cu layers start to crack underneath.

2. The Au sacrificial layer is not ideal for use with Cu as it has better adhesion with

Au compared to SiN. When Au etching was carried out, the etch solution did

not penetrate far enough under the Cu film for it to be effective. The thickness

of the sacrifical layer is crucial, a thin layer will not allow etching solutions to

penetrate and a thick layer will cause the film to tear.

3. Calibrating a film to induce a known amount of residual stress is challenging.

Residual stress measurements will vary from one deposition step to another and

if the metal under the superlayer is ductile, it will plastically yield to conform

to the substrate.

Due to the fabrication challenges, the idea to use superlayers was abandoned for

the given study. Fig. 9.4 and Fig. 9.5 are images from the failed fabricated devices.

We instead use reported values of interfacial energies in literature for the material

sets of interest.
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Figure 9.4. Premature peeling observed in the thin film after deposition.

Figure 9.5. Cracking and premature debonding in films with a superlayer.
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10. CONCLUSIONS AND FUTURE WORK

10.1 Summary of Work

In this study we designed test structures using Blech’s work as inspiration. The

test structures were made such that they would not develop large stress gradients

during testing which, is confirmed by the nearly linear void growth measurements.

Three different test structures were fabricated to allow a comparative study with

varying line widths. The width variation was used to determine the line width most

feasible to allow average void growth measurements. Additionally, numerical simu-

lations were carried out to determine the local temperature change for a chosen test

current density and width of the conducting line. A custom tester was built with

the flexibility to allow ex-situ or in-situ experiments. The developed test setup can

be used in an SEM for test specimens or test conditions where, optical measurement

may not be sufficient. The tool has the ability to provide nA current source resolu-

tion while taking 4-wire resistance measurements. Tests can be carried at elevated

temperatures using a local heat source in the form a ceramic heater.

Three different test structures with varying capping interfaces (Cu-Ta, Cu-SiNx

and Cu-TiN ) were subject to electromigration stress conditions. First, temperature

was varied between 130 oC and 275 oC at a fixed current density of 3 x106 A/cm2. An

exponential change in void growth rate was observed as the temperature was changed.

After data fitting, the activation energy was extracted for each test structure. The

results for Cu-Ta and Cu-SiNx interface were found to be in good agreement with

activation energies reported in literature for cases where surface or interface diffusion

is the primary diffusion mechanism. The test structure with Cu-TiN interface yielded

a lower activation energy of 0.56 eV indicating possible oxidation in the test structure.

A second set of experiments were carried out on two of three device structures (Cu-
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Ta and Cu-SiNx) where, the test temperature was kept constant at 275 oC and the

current densities were varied. The results from both test structures confirmed linearly

varying void growth rates. Using the phase growth condition derived by [26] and using

a simple analogy to fracture mechanics, we derived a condition where, the driving force

for diffusion of species needs to exceed a critical value for diffusion to occur. Using

the data fits from the two different test conditions we were able to extract a ratio

for the interfacial energies γSiN

γTa
of the two tested interfaces (Cu-SiNx and Cu-Ta).

We obtained a ratio of 2.81 from our experiments. This ratio was validated against

published data from literature that used four point bend experiments on sandwich

specimens. The ratio of interfacial energies from existing literature was found to

be 2.1 and 3.7 which, puts the calculated values in this study within the bounds.

However, it is noted that the value we calculate should include interfacial energy for

TiN as well. Since the test structures all have an interface with TiN as the base

layer. The adhesion characterization of the Cu-TiN interface needs to be carried out

separately to verify the exact ratio but, the results seem promising.

Superlayer test structures were fabricated to initially serve as validation for the

interfacial energy however, several fabrication challenges were encountered which led

to premature failure of the devices.

10.2 Implications of the study

The study has a few fundamental and technological implications:

1. This method and structure can be used to evaluate the viability of new diffu-

sion/capping barrier layers without the need for extensive reliability studies on

real structures that may take a long time to carry out.

2. It provides a fundamental basis to explain the variation in electromigration

lifetimes observed for different material interfaces. Improving adhesion at the

interface by chemical treatments or surface cleaning will provide better electro-

migration performance if the material interface cannot be changed.
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3. This method to extract adhesion energy from current driven diffusive systems is

the only other work in literature apart from [23] where a fundamental relation

between adhesion and void growth kinetics is derived. However, Lane et al.

use a correlation that was derived using the assumption of a linear behavior

between work of adhesion and activation energy.

4. Potentially, the method proposed here for adhesion characterization can be

extended to flexible substrates and embedded structures, which is currently not

possible with any of the existing thin film adhesion characterization methods

10.3 Future Work

Interfacial adhesion at the Cu-TiN needs to be characterized using a different

method so a more accurate comparison can be made with the extracted values through

the electromigration experiments. Additionally, test structures with silicon carbide

(SiC) as the passivation layer are to be fabricated for testing. This will allow a second

data set to validate the extracted interfacial adhesion values.

The current data set for test temperature variation uses a fixed a current density

at 3 x 106 A/cm2. For a given interface, the extracted value of ln(cvH) through data

fits is a unique value that changes with the current density. In order to estimate the

constant cv additional tests will be required at a different current density. Further-

more, a thorough investigation of the Cu microstructure after annealing is required

to ascertain average grain sizes.
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A. INSTABILITY AT BONDED HETEROGENEOUS FILM INTERFACE

A.1 Motivation

Loss of adhesion between two films as evidenced by peeling is an important and

common occurrence in nature and in engineered systems with molecular forces being

the fundamental cause [117–119]. Research into understanding the mechanics of con-

tact with adhesion including peeling has a long and significant history [1, 120, 121].

More recently, several studies have modeled the peeling of homogeneous films in bio-

logical and non-biological applications including [122–129].

The bond toughness of an interface can be quantified by adhesion energy, which

is the amount of energy required to debond a unit area of the interface. In his

pioneering work, Rivlin [1] suggested that the effective work of adhesion might vary

with Young’s modulus due to the fact that the stored energy in the film is dependent

on its elastic modulus. In another landmark study, Kendall [2] showed that the

fracture toughness of a heterogeneous film depends on the bending rigidity of the

structure. He derived the quantitative relationship between the bending rigidity of

the film, the interfacial fracture energy and the fracture toughness of the peeled

structure. Recently, several studies in the literature [119,128–135] have demonstrated

the influence of the arrangement of the geometry or the material of the adherends to

the increase in force required for a crack propagating perpendicular to the adherend

patterns. In general, these studies demonstrated that the bond toughness or the

effective adhesive energy can be dramatically increased by manipulating the extrinsic

heterogeneity due to geometry or material stiffness without modifying the intrinsic

interfacial adhesion characteristics.

In general, arguments based on energy stored in the films during the peel tests

are used to explain the dependence of effective adhesion energy on film heterogeneity.
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Models proposed in the literature to describe the above experimental observations

vary broadly in their treatment of (1) deformation of the unbonded film (2) descrip-

tion of the fracture process zone and (3) modeling of unstable crack propagation. Xia

et al. [131] derived the governing conditions of the peeling process by modeling the

film as a beam and minimizing the total potential energy of the system consisting of

the stored bending energy in the heterogeneous film, potential of the peel force and

the adhesion energy in the bonded portion of the film. Inherent in their formulation

were assumptions of small curvature as well as debond without progressive damage

in the bonded portion. Cuminatto et al. [132] modeled a periodically bonded film to

finite thickness substrate as a beam on elastic foundation with normal (opening) and

torsional stiffness. The film deformation was assumed to be small. They then derived

an algebraic expression for the energy release rate available for crack growth as a

function of film/substrate thickness relative to crack length and film stiffness relative

to foundation stiffness. Heide-Jorgensen and Budzik [133] also modeled a periodically

bonded film as a beam on elastic foundation under the same assumptions as Cumi-

natto et al. [132]. Their model differed from that of Cuminatto et al. [132] in the

geometrical description of the problem and in the estimation of the applied moment

at the crack tip. Heide-Jorgensen and Budzik [136] expanded their earlier study to

analyze the interaction between the crack tip and the region where positive peeling

stress exists (foundation ‘process’ zone, λ−1). They showed that when the unbonded

portion (discontinuity) was a large fraction of the foundation process zone, then the

crack propagation is unstable resulting in a ‘snap-down” in the load-displacement

response. Avellar et al. [134] carried out finite element simulations using a cohesize

zone model of the fracture process zone. They demonstrated that the peel force en-

hancement in adhesive tapes (unlike in bond between brittle structures) depends on

the adhesive strength as well as the cohesive-zone size. Arguably, an analytical de-

scription of, the impact of finite deformation of the film or the impact of the fracture

process zone size and the resulting damage at the interface would provide insight

into the peeling of heterogeneous films that the above cited models have not consid-
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ered. For the same interfacial adhesive properties, a smaller fracture process zone

size signifies the existence of a larger stress concentration. The relationship between

the intrinsic adhesive strength of the interface as well as the bending rigidity of the

adherent and the fracture process zone size is elaborated in the present study.

The instability in the force-displacement response during the peeling test is an-

other important phenomenon that requires careful study. The experimental evi-

dence presented in Xia et al. [131] and Heide-Jorgensen and Budzik [136] suggests

that the adhesive strength improvement is accompanied by instability in the force-

displacement response. Furthermore, the instability during the peeling process is not

well controlled, and parts of the load-displacement response are unreachable under

load-control as several studies have shown [137–139]. In the present study, we demon-

strate that an analysis based on forced-controlled response modeled in the previous

analytical studies does not fully describe the instability phenomenon. To address this

challenge, in this study, a semi-analytical solution is developed, which can describe

the unstable crack propagation during peel test of heterogeneous films.

The above cited analytical models of the peeling process [1,2] use work of adhesion

to describe the peel force, but generally do not solve for stresses and displacements

near the crack tip. In the present study, we use a cohesive zone model (CZM) to

describe the debonding process and through it extend the description of the inter-

face state beyond what one can obtain from interfacial energy alone. Unstable crack

propagation is also simulated using the CZM. In general, instability is challenging to

model in numerical simulations. Solutions often diverge when unstable crack growth

is encountered. Although techniques exist to overcome the numerical challenges of

modeling the instability caused by a sudden debond [134, 140], an alternative ana-

lytical approach might be more efficient and might help in more fully understanding

the instability phenomena. Therefore, a semi-analytical method based on the co-

hesive zone model is developed in this study to describe the peel process for the

heterogeneous film. The unstable crack propagation process is clearly demonstrated
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Figure A.1. Schematic drawing of heterogeneous adhesive beams (a) Thickness en-
hancement (b) Material enhancement.

and information including the distribution of energy and fracture process zone size is

obtained with the model.

A.2 Scope of the Present Study

References [2,131] demonstrated that the bending rigidity has a substantial influ-

ence on the adhesion of a heterogeneous film to a substrate. Therefore, we begin with

an approximation of the heterogeneous film as an Euler-Bernoulli beam with bending

rigidity (D = EI) that is related to both the elastic module (E) and the second

moment of cross-sectional area (I). Figure A.1 shows the schematic of two types of

composite adhesive films. Both composite structures consist of alternating stiff and

compliant segments. The schematic shown in Figure A.1(a) is a homogeneous mate-

rial with changing cross-sectional thickness, while the one shown in Figure A.1(b) is a

film composed of two materials with different Youngs moduli. For a beam with a rect-

angular cross-section the second moment of cross-sectional area will change by three

orders of magnitude with the thickness, i.e., from the standpoint of bending rigidity,

twice the cross-section thickness in Figure A.1(a) is numerically equal to eight times

the elastic modulus increase in Figure A.1(b). This idea provides flexibility to choose

between material heterogeneity and thickness variation for equivalent improvement

in peel resistance.

Xia et al. [131] carried out a series of peeling tests for the thickness-enhanced

heterogeneous adhesive film. In order to validate the semi-analytical method devel-
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Figure A.2. Schematic drawing heterogeneous film under peel.

oped in this paper, the composite film shown in [131] is considered. The specimen

geometry and test conditions used by Xia et al. are repeated below for convenience.

The tested specimen consisted of a heterogeneous adhesive film, a plastic substrate

and an epoxy layer as shown in Figure A.2. The base of the composite film was a thin

polyester (PET) sheet. To introduce heterogeneity in bending stiffness, an array of

PET stiffeners with uniform thickness were bonded onto the base using UV curable

glue. The elastic modulus and the Poissons ratio of polyester were E0 =3.8 GPa and

ν = 0.42, respectively. The modulus of the UV curable glue was E1 ≈ 4 MPa. The

flat side of the composite film was bonded to the plastic substrate using a two part

epoxy. During the peel test performed under displacement controlled loading, failure

was observed at the adhesion interface between the composite strip and the epoxy

layer. The intrinsic adhesion energy of the polyester-epoxy interface was G = 5.1

J/m2, which was measured by a separate peel test conducted at θ = 90o.

Two composite films with different cross-sectional thickness presented in [131] are

investigated in the present work. (1) Geometric parameters of the first specimen are:

width of the composite strip w = 38.0 mm, thickness of its base film is t1 = 0.161

mm, thickness of the UV curable glue is t2 = 0.01 mm, thickness of the stiffeners is

t3 = 0.025 mm, length of the stiffeners is l = 6 mm, and center-to-center spacing of

the stiffeners is set at p = 12 mm. In this case, the bending rigidity ratio of stiff

(with stiffeners) to compliant (without stiffeners) regions is (Ds/Dc) approximately

2.0. (2) Geometric parameters of the second specimen are: width of the composite

film w = 38.0 mm, thickness of its base film is t1 = 0.161 mm, thickness of the UV
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curable glue is t2 = 0.03 mm, thickness of the stiffeners is t3 = 0.161 mm, length

of the stiffeners is l = 10 mm, and center-to-center spacing of the stiffeners is set

atp = 12 mm. In this case the bending rigidity ratio (Ds/Dc) is about 8.8.

In addition to the thickness-enhanced specimens, two material-enhanced spec-

imens were also investigated. This is because it is relatively easier to implement

the material-enhanced case in a theoretical framework. Also, we want to study the

differences between these scenarios. For the material-enhanced case, the base film

thickness is the same as in the thickness-enhanced cases except the thickness is kept

uniform and not varied. Two different elastic moduli E and E0 marked in Fig.1(b)

were considered. E0 is the elastic modulus of a homogeneous polyester film and E in

the material-enhanced regions is taken as either 2.0E0 or 8.8E0 for it to match the

rigidity in the equivalent thickness-enhanced cases.

A.3 Finite Element Simulation of Peeling Failure in Heterogeneous Films

Prior to discussing the semi-analytical solution method developed in this study,

preliminary finite element simulations of peeling in the composite film are carried

out using CZM to demonstrate the ability of numerical solutions in capturing the

experimentally observed response. The simulations were performed in ABAQUS(R)

using the standard implicit mode. Linear 8-noded brick elements (C3D8) were used

to mesh the film. The adhesion between the composite film and the epoxy layer was

simulated using the bilinear 8-noded three dimensional cohesive elements (COH3D8).

The parameters set for the CZM were as follows: the energy release rate G is set

equal to the intrinsic adhesion energy of the polyester-epoxy interface at 5.1 J/m2.

The maximum strength S0 is 0.51 MPa and the elastic rigidity K1 is set at 1500 MPa.

With these cohesive parameters, the critical separation at failure can be calculated.

In general, these cohesive parameters (e.g., the maximum strength or the critical sep-

aration) can be obtained by an inverse analysis using experimental data [141]. For

the present work, we found these parameters by trial-and-error. To reduce the com-
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putational expense, only half the width of the specimen was modeled by imposing

a symmetric boundary condition. Since the solidified epoxy layer has higher tough-

ness compared to the composite film, its influence on peeling failure was neglected in

our work and the bottom of the plastic substrate was constrained with an encastre

boundary condition. During the peel test, a steady-state peeling force is applied at

the end of composite film with the peel angle fixed at θ = 90o. Since the deformation

of composite film is dominated by bending, the in-plane stretch is neglected. Addi-

tionally, large deformation of the composite film was simulated through the geometric

nonlinearity mode in ABAQUS(R).

Figure A.3 shows the simulated peeling force-displacement response curves as well

as the experimental results from [131]. Here the two different bending rigidity ratios

(Ds/Dc = 8.8 and Ds/Dc = 2.0) were investigated. Both the thickness-enhanced and

material-enhanced composite films were simulated. For the thickness-enhanced case,

one can see that the simulated force-displacement response curve for Ds/Dc = 8.8

shown in Figure A.3(a) is in good agreement with the experimental results except for

the first peak. This difference arises as a result of the initial free non-adhered length

of the film ahead of the bonded interface in our simulation. In the simulations, this

length was chosen arbitrarily. However, it does not significantly influence the force-

displacement response curves for the following peaks. From Figure A.3(b) one can see

that the simulation results and the experimental results for Ds/Dc = 2.0 don’t agree

as well as they do for the case where Ds/Dc = 8.8. This difference though relatively

small is a result of the chosen cohesive parameters.

As discussed previously, the material-enhanced and the thickness-enhanced films’

dimensions and properties were chosen to make them numerically equivalent in terms

of bending rigidity. Therefore, the response of these two cases coincide except near the

peaks. The material-enhanced film is slightly more rigid compared to the thickness-

enhanced film. This difference is the result of the differing constraints at the stiff-

compliant interface compared to the homogenous film with varying thickness. For the

thickness-enhanced film, the edge is partially free. Going from a thick cross-section
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Figure A.3. Experimental results from [131] and FEM simulation results compared
for two cases with thickness-enhanced and material-enhanced heterogeneous film un-
dergoing peel (a) Ds/Dc = 8.8 (b) Ds/Dc = 2.0.
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to a thin cross-section only a part of the edge is constrained unlike the material-

enhanced case where the entire edge is constrained between the stiff and compliant

segments. This effect is insignificant away from the interface due to Saint Venant’s

principle. Thus, these two cases of heterogeneous films are similar in terms of bending

performance except for the regions where the film is unconstrained as described above.

The agreement between the simulations and the experimental results show that

cohesive zone models can be used to simulate the adhesive failure of a heterogeneous

film faithfully. However, one significant challenge encountered with the finite element

simulations is obtaining a convergent solution during unstable crack propagation. In

order to circumvent this issue appropriate element size and time increments need to

be chosen. Further a viscous damping force can be used to deal with the convergence

issues. Note, there is a tradeoff with solution accuracy when damping is applied.

Alternatively the convergence criteria can be loosened. However, even with these

steps obtaining a convergent solution may still be challenging.

A.4 Semi-Analytical Solution for Peeling Failure of Heterogeneous Film

During unstable crack propagation, information on variation of fracture process

zone size and stored energy in the film cannot be obtained. Moreover, simulations

based on force-controlled loading are challenging to simulate using the current finite

element method since two solutions may exist for the same force. This caveat will

be discussed further in future sections. To this end, a semi-analytical solution is

developed, which can describe the unstable crack propagation during peel test of

heterogeneous films.

In this study, the heterogeneous film is simplified as an EulerBernoulli beam,

shown in Figure A.4. The derivation for an analytical solution of beam bending with

large deformation is quite challenging, especially for cases subjected to complex and

nonlinearly distributed loads. To simplify the derivation we start by splitting the

film into two sections. One is the adhesion-free section, considered a cantilever beam,
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where the loads are applied at its free end and another is the section that is adhered

to the substrate. In general, the bending deformation of the adhered section is rather

small despite being subject to a complex nonlinear adhesive force. For this reason the

small deformation assumption is made for the adhered part, while large deformation

theory is used for the adhesion-free section. Continuity and smoothness constraints

need to be imposed at the interface that connects the two sections.

A.4.1 Analytical Solution for Adhesion Portion

Since the loading direction is along θ = 90o, the tangential component of the

adhesion tractions can be neglected and only the normal tractions are considered in

the present study. A bilinear traction-separation law only considering mode I fracture,

schematically shown in Figure A.5, is adopted here. This CZM is the same as the

one implemented in ABAQUS(R). Once the framework of the analytical method is

L3

Material I

L1

l1 a b c

P
M

A’

A

B’ C

C’

B

D FE
W(x)

x

G H

l3

L2

l2

Material II

Crack tip

Damage zone tip

AD: Adhesion-free zone
DE: Damage zone 
EH: Linear elastic zone L3

Material I

L1

l1 a b c

P
M

A’

A

B’ C

C’

B

D FE
W(x)

x

G H

l3

L2

l2

Material II

Crack tip

Damage zone tip

AD: Adhesion-free zone
DE: Damage zone 
EH: Linear elastic zone 

Figure A.4. Schematic drawing of debonding adhesive beam on an elastic foundation
under peel loading.
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established, an extension to mixed-mode failure is relatively easy to implement. The

traction-separation law can be written as

T (δ) =


σmax

δ1
δ if 0 ≤ δ ≤ δ1

δf−δ
δf−δ1

σmax if δ1 ≤ δ ≤ δf

0 if δf ≤ δ

(A.1)

where δ1 is the characteristic length denoting the onset of damage at adhesion inter-

face, to which the maximum traction σmax corresponds; δf is the critical separation

when failure occurs. When δ < δ1, the mechanical behavior of adhesion interface

always follows the linear elastic relationship. Once the separation δ exceeds δ1, the

adhesion interface starts to damage, and finally, total separation occurs when δ > δf ,

i.e., there is no traction transmitted across the interface.

From Figure A.4, one can see that the adhered region is further separated into

two zones. They are referred to as: the linear elastic zone and the damage zone.

They correspond to two stages of the traction-separation law (linearly increasing and

linearly decreasing) as shown in Figure A.5. If the separation δ in the damage zone

reaches δf , both the crack tip and the damage zone tip will move forward. As the

crack length increases a new adhesion-free surface is formed. In the following section,

O

A

B

σf

Τ(δ)

δ1 δf

δ

k1
k2

Figure A.5. The bilinear cohesive zone model.
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the analytical solutions for deformation in the linear elastic zone and the damage zone

are derived. Next, discussion of some issues associated with solving the equilibrium

equations in this framework are presented. Though there is prior work in literature

where a similar approach was used [142,143], the derivation is limited to homogeneous

films.

Governing Equation in Damage Zone

In order to simplify the derivation, the origin of the coordinate system is always

fixed at the crack tip. In the damage zone (0 ≤ x ≤ a), tractions degrade with

separations along branch (A-B) in the CZM, and separation of interface, i.e., the

vertical deflections (w1(x)), changes in the range [δ1, δf ]. The governing equation for

w1(x) is expressed as
d4w1(x)

dx4
=
−bk2[δf − w1(x)]

EI
(A.2)

where k2 is transverse stiffness of the CZM at the descending stage. Eq. (A.2) is

rewritten as:
d4w1(x)

dx4
= 4β4[w1(x)− δf ] (A.3)

where β =
4

√
bk2

4EI
, δf =

2Gf

σmax
, and k2 = σmax

δf−δ1
. The general solution to this fourth

order differential equation:

w1(x) = δf +C1 cos(
√

2βx)+C2 sin(
√

2βx)+C3 cosh(
√

2βx)+C4 sinh(
√

2βx) (A.4)

where C1,C2,C3,C4 are unknown coefficients obtained using boundary and continuity

conditions.
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Governing Equation in Linear Elastic Zone

If the interface separation (equivalent to the beam deflection w2(x)) is less than δ1,

its traction will vary linearly with w2(x). In the adhesion region (a ≤ x ≤ a+b+c), the

traction-separation relationship is controlled by branch (O-A) shown in Figure A.5.

In this case, the governing equation of w2(x) is written as

d4w2(x)

dx4
= −4α4[w2(x)] (A.5)

where α =
4

√
bk1

4EI
, k1 = σmax

δ1
. The general solution of Eq. (A.5) is written as

w2(x) = exp(−αx) (C5 sin(αx) + C6 cos(αx)) + exp(αx) (C7 sin(αx) + C8 cos(αx))

(A.6)

where C5, C6, C7 and C8 are unknowns that need to be solved by using boundary

and continuity conditions. As x→∞, w2(x)→ 0. So C7 and C8 both turn out equal

to 0. Only the first term remains, i.e., Eq. (A.6) reduces to

w3(x) = exp(−αx) (C9 sin(αx) + C10 cos(αx)) (A.7)

Solution Cases and Boundary Conditions

Based on the general solution for deflections w1(x), w2(x) and w3(x), the governing

equations that describe peeling failure of heterogeneous films are derived. As the crack

extends during the peel process, the damage zone size changes along with the film

material properties and geometry. To accommodate this change different analytical

solutions considering different situations have are constructed. For the present study,

five cases (or analytical solutions) are derived to obtain the entire solution to crack

propagation along the heterogeneous film-substrate interface. Figure A.6 illustrates

these five solution cases. In Case 1, the crack tip is located at the first material
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interface and no damage exists at the adhesion interface. In Case 2 and Case 3,

the crack tip is still at the material interface, but the damage zone E’E occurs at

the adhesion interface. Unlike Case 2, the crack tip in Case 3 is ready to extend

forward. Here, the same governing equations are used for the two cases. In Case 4,

both the crack tip (E ′) and the damage zone tip (E) propagate and leave the material

interface, but no damage is accumulated at the next material segment. In Case 5,

the damage zone (E) extends through the new material interface but the crack tip

(E ′) is still at the previous material segment. When the crack tip reaches the new

material segment, a new cycle based on the above 5 solution cases is repeated.

Now, Case 4 is considered as an example to further illustrate how boundary and

continuity conditions are established. All the other cases can be derived in a similar

manner. From Case 4 shown in Figure A.6, the crack tip (E ′) and damage zone tip

(E) separate the stiff (or the compliant) material segment (DF ) into three parts. DE ′

is the adhesion-free, E ′E is the damage zone and EF is the elastic zone EF . Here the

latter two are still adhered to the substrate. The governing equations for E ′E and EF

Table A.1. Boundary conditions at the different points for Case 4.

𝑤1 𝑥 |𝑥=0 = 𝛿𝑓 𝑤1 𝑥 |𝑥=𝑎 = 𝛿1 

 At Point 𝐷 At Point E 

𝑤1 𝑥 |𝑥=𝑎 = 𝑤2 𝑥 |𝑥=𝑎 
𝑑𝑤1(𝑥)

𝑑𝑥
|𝑥=0 = 𝜃0 

𝑑𝑤1(𝑥)

𝑑𝑥
|𝑥=𝑎 =

𝑑𝑤2(𝑥)

𝑑𝑥
|𝑥=𝑎 

𝑑2𝑤1(𝑥)

𝑑𝑥
|𝑥=𝑎 =

𝑑2𝑤2(𝑥)

𝑑𝑥
|𝑥=𝑎 

𝑑3𝑤1(𝑥)

𝑑𝑥
|𝑥=𝑎 =

𝑑3𝑤2(𝑥)

𝑑𝑥
|𝑥=𝑎 

At Point 𝐹 

𝑑2𝑤1(𝑥)

𝑑𝑥2
|𝑥=0 =

𝑀 + 𝑃𝐿3

𝐸𝐼

𝑑3𝑤1(𝑥)

𝑑𝑥2
|𝑥=0 =

𝑃

𝐸𝐼

𝑤2 𝑥 |𝑥=𝑎+𝑏 = 𝑤3 𝑥 |𝑥=𝑎+𝑏 

𝑑𝑤2(𝑥)

𝑑𝑥
|𝑥=𝑎+𝑏 =

𝑑𝑤3(𝑥)

𝑑𝑥
|𝑥=𝑎+𝑏 

𝑑2𝑤2(𝑥)

𝑑𝑥
|𝑥=𝑎+𝑏 =

𝑑2𝑤3(𝑥)

𝑑𝑥
|𝑥=𝑎+𝑏 

𝑑3𝑤2(𝑥)

𝑑𝑥
|𝑥=𝑎+𝑏 =

𝑑3𝑤3(𝑥)

𝑑𝑥
|𝑥=𝑎+𝑏 
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are different though, derived in the previous section they are Eq. (A.4) and Eq. (A.6),

respectively. For FG, the governing equation is Eq. (A.7). Since the length of the

stiff/compliant segments in the present study is larger than the damage zone size, and

the interface separation in the elastic zone is rather small, the effect of periodically

changing adhered materials at the elastic zone on its adhesion force are neglected.

The boundary and continuity conditions along the length of the film where these zones

exist are listed in Tab. A.1. At each location, four equilibrium equations (deflection,

rotation angle, force and moment) are used. In Tab. A.1, a is the damage zone size,

which is as unknown and b is dependent on a. The external force P and the rotation

angle θ0 at the crack tip are unknowns that satisfythe critical crack propagation

condition. Lastly, the distance from the loading point to the crack tip, l3, shown in

Figure A.4, and the moment applied at the loading point, M , are variables calculated

from iterative solution in the adhesive-free part of the beam. For the analytical

solution in the adhered portion, these two parameters l3 and M are assumed as known

quantities. Therefore a total of 13 equilibrium equations listed in Tab. A.1 are used

to solve the 13 unknowns (C1, C2, C3, C4, C5, C6, C7, C8, C9, C10, P, θ0, a) at each

crack propagation step. However, the unknown a has infinitely many solutions to the

set of Eqs. (A.4, A.6, A.7). To circumvent this issues during the iterative analysis

two groups of equilibrium equations are constructed by deleting one relatively non-

important equilibrium equation at point F . For instance, in the first equilibrium

equation system, the force balance equation at point F is deleted and in the second

equilibrium equation system the moment balance equation is deleted. If is taken a

as a known value now, we obtain the force (P )-damage zone size (a) response curves

wherein many intersection points exist. Only the first solution is usually of practical

interest since it corresponds to the lowest strain energy stored in the strip during

the peel test. The damage zone size (a) is then determined by searching the first

intersection point of the two curves. It follows that the force (P ), the rotation angle

(θ0) and the deflection (w0) at the crack tip are written as a function of l3 and M .
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Since the analytical solution is rather complex, the following simplified expressions

are given for the convenience of explanation.

P = F (l3,M) (A.8)

θ0 = F ′(l3,M) (A.9)

w0 = F ′′(l3,M) (A.10)

If we know M and l3, the force(P ), the rotation angle(θ0) and the deflection(w0) at

the crack tip are solvable. The results are then transferred to the adhesion-free part to

solve for its bending deformation. Note, M is zero when the force controlled loading

condition is used and M varies for displacement controlled loading condition based

on the deformation state. This is discussed in detail in future sections of the paper.
Semi-analytical 
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Figure A.6. Different stages of crack propagation in the heterogeneous adhesives.
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Figure A.7. Schematic drawing of bending deformation in a cantilever beam (a) Uni-
form cantilever beam (b) Adhesion-free portion of heterogeneous strip.

A.4.2 Semi-Analytical Solution for Adhesion-Free Portion

Uniform Cantilever Beam

The adhesion free portion of the film is subject to large deformations during the

peel test, as such a rigorous treatment that takes into account the large deforma-

tions is needed. The large deflection of a bending beam was extensively studied in

prior literature. Dado and Al-sadder [144] summarized several existing approaches:

the elliptic integral approach [145], the numerical integration approach with itera-

tive shooting techniques (e.g., [146]), incremental finite difference or finite element

method with Newton-Rhapson iteration technique(e.g., [147]), and other approxima-

tion methods. However, there are particular drawbacks in terms of applicability,

complexity and stability with the listed methods. Recently, Chen [148] developed

an integral approach based on the formulation proposed by Ang et al [149], which

is easier to apply compared to the traditional approaches. In the following section,

Chen’s work is briefly reviewed and its application to the peel test on a heterogeneous

film is introduced.
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The differential equation for a beam under large deflections is written as:

d2w(x)
dx2

[1 + dw(x)
dx

]3/2
=
M(x)

EI
(A.11)

where w(x) is the deflection and x is the coordinate axis that is parallel to the

original beam, as shown in Figure A.7. The left-hand side of this equation is the

curvature of the bending beam. The curve length of the bending beam is then:

s(l) =

∫ l

0

√
1 +

(
dw(x)

dx

)2

dx (A.12)

where l denotes the projection length of the deformed beam. Let us define

z =
dw(x)

dx
(A.13)

Thus we obtain
ds

dx
=
√

1 + z2 (A.14)

Eq. (A.11) is converted to

dz

(1 + z2)3/2
=
M(x)

EI
dx (A.15)

This equation is integrated and we obtain

z√
1 + z2

=

∫ x

0

M(x)

EI
dx+

θ0√
1 + θ2

0

= G(x) (A.16)

where θ0 is the rotation angle between the beam and the x axis. This θ0 is obtained

from the adhered section of the beam.

From Eq. (A.13), Eq. (A.14) and Eq. (A.16) we obtain

ds

dx
=

1√
1−G2(x)

(A.17)
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and
dw

dx
=

G(x)√
1−G2(x)

(A.18)

Eq. (A.17) and Eq. (A.18) become the new governing equations dictating large

deflection bending in cantilever beam. For the simple loading case with a concentrated

force and uniform beam properties, the governing equation yields a first order ODE

which is easily integrated.

If a homogeneous cantilever beam with uniform material property as shown in

Figure A.7(a) is considered, its deformation is solved numerically using Eq. (A.16)

through Eq. (A.18) in an optimization scheme. For a given value of projection length

l, G(x) is calculated according to Eq. (A.16) and then the curve length s and the

deflection w is obtained by integrating Eq. (A.17) and Eq. (A.18). By changing l,

once s approaches its original length of beam (L), the iterative search is terminated.

It is worth noting here that the axial deformation (stretch) of the beam is ignored

since it is small compared to the bending deformation. Also note that G(x) is less

than 1 by definition. During the searching process if G(x) > 1 is encountered, it

means that the present assumed value l is too large, a smaller value needs to be

provided.

Heterogeneous Strip

For a heterogeneous film, the solution method is similar to the case of a homoge-

neous cantilever beam. Nevertheless, the boundary conditions and the construction

of the objective function for the optimal solution are different. Prior to introducing

the solution procedure, let us first prescribe m as the total number of segments of

the adhesion-free portion where material property changes; and let n be the current

segment number, (1 ≤ n ≤ m). As an example to illustrate the procedure consider a

heterogeneous film with the adhesion-free portion containing three segments (m=3)

with different rigidities. The adhesion-free portion is considered to be a cantilever

beam with the right side subjected to a rotation constraint θ0 and initial deflection
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w0, and at its left end subjected to a concentrated force P along with a bending

moment M , as shown in Figure A.7(b). Note that the boundary conditions θ0, w0

and the loading P are not known aprior. These are values that need to be calculated

from the solution of adhered portion using Eq. (A.10). As discussed previously, the

solution for the adhered portion is based on an initial guess for M on the adhesion-

free portion and the projection length of the adhesion-free portion (lm). The final

solution lies somewhere between these two extremes and is solved iteratively.

In order to accurately calculate the deformation of a composite beam, all the

curve lengths of the bent beam sn (e.g., OC’, OB’ and OA’, shown in Figure A.7(b))

are required to approach their original lengths Ln (corresponding to L1, L2 and L3).

Therefore, a multi-objective optimal scheme is adopted. The calculation of each curve

length sn requires a corresponding G(x). For the uniform beam calculating G(x) is

straightforward but, for the beam with varying material properties, the calculating

G(x) is bit more challenging. Treating each segment separately, G(x) for n such

sections is written as:

Gn
m(x) =

n∑
i=2

[(
P

Ei−1Ii−1

− P

EiIi

)(
lmli−1 −

l2i−1

2

)
+

(
M

Ei−1Ii−1

− M

EiIi

)
li−1

]
+

P

EnIn

(
lmx−

x2

2

)
+

M

EnIn
x+

θ0√
1 + θ2

0

(A.19)

Note that the first item in the equation above starts with n = 2. For the present

example, G1
3(x), G2

3(x) and G3
3(x) need to be calculated separately. Once the ideal

G(x) values are obtained from the optimization, the deflection of the adhesion-free

portion in the heterogeneous film is calculated.

Solution Construction for Different Loading Conditions

The iterative optimization solution scheme is dependent on the loading condi-

tions. We categorically separate the two scenarios into force-controlled loading and
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displacement-controlled loading conditions. When the crack propagates stably, both

the loading conditions yield the same results. However, for unstable crack prop-

agation, the force-controlled loading condition only predicts initiation, while the

displacement-controlled loading captures the whole process of instability. As such,

displacement-controlled loading has more practical significance but, it is more chal-

lenging to implement in a general theoretical framework. For this reason, most of the

prior work in literature deals only with solutions based on force-controlled loading.

Instability occurs when external work reaches a critical value and the crack contin-

ues to propagate without addition of any more energy to the system. The dissipation

of energy during crack propagation comes from the release of accumulated elastic

strain energy in the beam. Therefore, during displacement-controlled loading, al-

though no additional external work is applied the instability still occurs. This leads

to a drop in the peel force which is accounted for with the inclusion of a passive

bending moment at the loading point. As illustrated in Figure A.8, Point A is the

crack tip location before the instability occurs. Since the driving force that cause the

instability is the released strain energy, the beam bends minimally after dissipation

of energy. If this additional bending moment M is not applied during unstable crack

propagation, Point A moves to Point A′ and our loading point shifts from its original

location. The additional bending moment term M ensures that the loading location

remains unchanged during the peel process. However, in the case of stable crack

propagation or in the case of force-controlled loading, this extra bending moment will

not appear.

The following section introduces the solution scheme for the two loading sce-

narios and their respective objective functions in the optimal iterative solution are

constructed.

(i)Force-controlled loading

Following the discussion in the previous section, when force-controlled loading is

considered, the extra bending moment M does not appear here in Figure A.7(b), i.e.,
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M = 0. For this case, the constrained nonlinear multi-objective optimization problem

describing peeling failure in composite film is:

min
li
U =

n∑
i=1

wi
|si(li)− Li|

Li
(A.20)

Subject to


Gn
m(li)<1 i = 1, 2, ...n

li
Li
≤ li+1

Li+1
i = 1, 2, ...n− 1

lb ≤ li ≤ ub i = 1, 2, ...n

(A.21)

In this optimization procedure, the projection lengths of li are taken as opti-

mization variables and the curvature lengths si are used to construct sub-objective

functions. A weighted global criterion scheme is adopted here, where all the sub-

objective functions are combined to form a single global function U . wi the weight

function here wi = Li∑n
i=1 Li

is constructed such that
∑n

i=1wi = 1. For some specific

cases, this weight function is appropriately adjusted. The global objective function U

is minimized subject to the three constraints listed. The first one, Gn
m(li) < 1, arises

from the requirement of integral equation construction (see the previous discussion).

The second constraint comes from the requirement of deformation compatibility. The

third sets the variable range, where lb and ub represent the lower limit and the upper

limit, respectively.

The general procedure to obtain the optimal solution is as follows: (1) An initial

guess for the optimum variables, i.e., the projection lengths for different segments

(l1, l2, .., lm) is made. Once lm is known, the effective loads at the interface between

the adhered portion and the adhesion-free portion is the force P and the bending

moment P ∗ lm (2) P , θ0 and w0 are calculated using the analytical expression Eq.

(A.10) (3) Based on those values, a new deformation configuration of the bent beam

is calculated using Eq. (A.17) and Eq. (A.18). Simultaneously the curvature lengths

si(li) in Eq. (A.20) are calculated (4) The iterative optimization scheme in Eq.

(A.20) is used and step 1 to step 3 are repeated. The optimal variables (l1, l2, .., lm)

are iteratively searched and the final deformation of the bent strip is calculated.
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(ii)Displacement controlled loading

For displacement-controlled loading in addition to the applied concentrated ver-

tical force a bending moment is passively triggered when instability occurs. The

objective function for the displacement-controlled loading is then described as:

min
li,M0

U =
n∑
i=1

wi(1− wd)
|si(li,M0)− Li|

Li
+ wd

|d(li,M0)− d0|
d0

(A.22)

Subject to


Gn
m(li)<1 i = 1, 2, ...n

li
Li
≤ li+1

Li+1
i = 1, 2, ...n− 1

lb ≤ li ≤ ub i = 1, 2, ...n

(A.23)

The displacement related sub-objective function in Eq. (A.22) contains another op-

timization variable, M . Here, d0 and d(li,M0) represent the prescribed displacement

and the calculated displacement at the loading point during the iterative process. wd

is the weight function prescribed to the displacement term in the global objective func-

tion. The constraints are kept the same as that for the force-controlled loading. The

optimal solution procedure is also the same as that for the force-controlled loading.

The only difference is the change of optimization variables and the objective-function.

A’

AO

P P

B’B

Figure A.8. Schematic drawing for two states of beam before and after unstable crack
propagation.
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Figure A.9. FEM simulation v.s. Semi-analytical solution for two different bending
rigidity ratios (a) Ds/Dc = 8.8 (b) Ds/Dc = 2.0.

A.5 Results and Discussion

The example discussed in Section A.3 is further investigated using the proposed

semi-analytical method. It is shown that the thickness-enhanced heterogeneous film is

equivalent to the material-enhanced film in terms of peel performance. The material-

enhanced film (with the width b=0.4 mm) is studied. Here, two bending rigidity ratios

Ds/Dc=8.8 and Ds/Dc=2.0 are considered. The results from the displacement-

controlled loading and the force-controlled loading scenarios are also discussed.

A.5.1 Discussion on Peel Force Variation

Figure A.9 shows the normalized peel force-displacement response curves obtained

from the semi-analytical solution based on the two loading conditions and two bend-

ing rigidity ratios. In this figure, the finite element results from the displacement-

controlled loading are included as well. Here, two force peaks are shown, which

correspond to the crack being allowed to extend through two heterogeneous seg-

ments. Each heterogeneous segment contains one stiff portion and another compliant
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portion. From Figure A.9 we observe that the semi-analytical solutions are in good

agreement with the FEM results for the displacement controlled case except where the

load drops. During this stage, instability is encountered, so the crack instantaneously

extends in a dynamic fashion. Force balance here cannot be established without con-

sidering an extra bending moment at loading point. As such, the FEM simulation

does not converge where the snap back occurs. No information on the loading con-

dition is available at this stage as shown in Figure A.9. Due to the instantaneous

crack propagation this force variation cannot be captured by existing experimental

methods. However, the present semi-analytical method provides a basis for describing

the unstable crack propagation process. From the results of semi-analytical method

we see that the force drops first to a smaller value, and then snaps back to a certain

value where the crack starts to grow again in a stable manner.

Figure A.10 depicts the relationship between the peel force and the crack tip loca-

tion, which clearly shows the force fluctuation during crack extension. Based on both

Figure A.9 and Figure A.10, it is easy to predict when the force peaks occur, when

the instability occurs and how far the crack will propagate in an unstable manner.

For the heterogeneous film the lengths of the stiff segments and compliant segments
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Figure A.10. Peel force changing with crack tip location under different bending rigid-
ity ratio and loading conditions.
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are both 6 mm. The peak force occurs at the interface going from a compliant mate-

rial segment to a stiff one, while unstable crack propagation occurs going vice-versa.

The unstable crack propagation starts when the crack tip is located at x = 0mm

and ends at x = 8.3mm for Ds/Dc = 8.8. In the case of a lower bending rigidity

Ds/Dc = 2.0 it starts at x = 5.0 mm and ends at x = 6.4 mm (i.e. the beam first

experiences stable crack propagation before instability takes place). Thus, for the

smaller rigidity case the instability occurs closer to the material interface when the

crack traverses for a stiff to a compliant segment. In addition, the maximum force to

debond is lower for the beam with a lower bending rigidity. It is important to not

here that unstable crack propagation through the stiff segment has no influence on

the force required to debond in the compliant region. Force to debond in the compli-

ant region coincides for both cases of bending rigidities Ds/Dc=8.8 and Ds/Dc=2.0

as shown in Figure A.10. This implies that the local rigidity enhancement in the

heterogeneous film has little influence on the debond characteristics of the compliant

region except in the zone where unstable crack propagation occurs. If the force to

debond in the compliant region is considered the baseline then, the maximum force to

peel in the heterogeneous film is improved 8 fold for Ds/Dc=8.8, and nearly 2 times

for Ds/Dc=2.0. To summarize, the higher bending rigidity ratio in the heterogeneous

film increases the maximum peeling force and increases the length for which the crack

propagates unstably.

As discussed previously, unstable crack propagation is triggered by displacement-

controlled loading and it is a consequence of release of stored elastic strain energy in

the beam. A bending moment term is then required at the loading location to satisfy

the constraints when the energy is released. Figure A.11 shows the change in force

together with the change in moment during unstable crack propagation for Ds/Dc =

8.8. It is observed that the force decreases when the bending moment increases and

vice versa, the effect is shown in Figure A.9. Once crack propagation returns to the

stable regime, this extra bending moment vanishes(M = 0). These results obtained

through the semi-analytical model are validated against the FEM results presented
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in Figure A.9. Those FEM results in turn were validated by experimental results

presented in Section A.3.

Figure A.9compared results from the force-controlled loading case to the displacement-

controlled loading. The two response curves coincide at all locations expect in re-

gions along the film where unstable crack propagation occurred in the displacement-

controlled loading case. This similarity is down to the fact that the extra bending

moment term disappears in the displacement-controlled loading case when the crack

propagates stably. As a consequence the same set of governing equations describe

peel in both cases. The load-displacement response curves from the semi-analytical

model for force-controlled loading case are validated against the results presented

in [131] as shown in Figure A.9. The results seem to agree well with the existing

set of data. However, the present method provides more insight about the variation

of the fracture process zone size and the traction-separation relationship around the

crack tip.

Crack tip location (mm)
0 2 4 6 8

F
or
ce
(N

)

0

0.02

B
en
d
in
g
M
om

en
t
(N

·
m
m
)

0

0.05

Force

Bending Moment

Figure A.11. Variation of force and extra bending moment during unstable crack
propagation.
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A.5.2 Discussion on Energy Variation

Improvement in film fracture toughness and unstable crack propagation discussed

earlier are related to the bending rigidity ratio of the heterogeneous film. However,

the fundamental reason for this correlation is not well understood. In order to explain

this dependence one viable approach is to study the transfer and distribution of energy

in the film during the peel process.

Figure A.12 (a) and (b) show the variation of work or energy in the peeling film

for both loading conditions. Here, Ds/Dc=8.8 is taken as an example to explain

the variation of energy during crack propagation. Each sub-figure in Figure A.12

contains four curves: the external work, the internal energy, the difference in external

work and the internal energy, and the theoretical fracture energy (equal to the area

of crack extension zone multiplied by the fracture energy in CZM). Both sub-figures

suggest the differences between external work and internal energy approaches the

theoretical fracture energy, and only small errors exist. The small deviation is caused

by numerical integration. If the number of discrete points along the curves is increased
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Figure A.12. Energy or work changing with crack tip location under different loading
conditions (a) Force-controlled loading (b) Force-controlled loading.
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these errors can be further reduced. From an energy balance standpoint the result

verifies that the calculated energy variation with crack extension is reasonable.

A closer inspection of the two sub-figures in Figure A.12 shows similarity in be-

havior for the two different loading conditions. When the external work is increases,

the internal energy is increases in the film but, the increase is not as significant. This

observation signifies that a part of the external work is dissipated in the creation of

two new surfaces when the crack front progresses. More importantly, external work

is crack driving force in this case. On the contrary when the external work is kept

the same or decreases, the internal energy decreases more rapidly. This implies that

during this stage of crack propagation the release of accumulated internal energy

adds to the crack driving force. As such, the released strain energy is responsible for

unstable crack propagation. For the displacement-controlled loading case, the slight

jump in external work at x=5.00 mm corresponds to the addition of the extra bending

moment term. As discussed earlier, this is a passive load introduced as a result of the

release of accumulated internal energy.

In Figure A.12, at locations x = 0 mm and x = 12 mm of the crack tip where

the transition occurs from a complaint segment to a stiff segment, the external work

and the internal energies follow the same trend for the two cases. Rapidly increasing

external work is converted to stored internal energy at that point. A similar effect

is observed with the peel force at those points as shown in Figure A.9. Rivlin [1]

had showed that fracture toughness is only dependent on the peel force and the peel

angle. We can thus conclude that the sudden improvement in fracture toughness is

related to the increase in the internal energy. However, it is still unclear why the

external energy rather than resulting in failure at the adhesive interface is converted

to internal energy in the beam.

The internal energy in the present case contains the bending strain energy and

the cohesive energy of the beam. Stretch in the film is ignored by choice as the

angle for peel θ = 90o is imposed. The stretch energy term is negligible compared

to the bending energy as dicussed early on in the paper. Figure A.13 shows the
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variation of the bending strain energy and the cohesive energy in the peeling system

under force-controlled loading condition. Comparison of the magnitude of the two

energies suggests that the bending energy is the dominant term, by as much as 20

times the cohesive energy. The bending beams acts as a large reservoir of energy.

Through this reservoir, external work is transferred to the adhesive interface. When

the beam absorbs energy upon bending, the fracture toughness of peeling system is

improved. However, when it releases this excess energy, it risks triggering unstable

crack propagation.

Cohesive energy in the beam maintains a stable value as the crack progresses

until an interface between a stiff segment and a compliant segment is encountered

as shown in Figure A.13. In stiffer sections where the material rigidity is higher,

the stored cohesive energy is larger. Figure A.14 shows the variations of fracture

process zone(damage zone) size for two different bending rigidity ratios. Comparing

these with the cohesive energy in Figure A.13, it is clear that the two follow a similar

trend. This implies that the cohesive energy is linked to the fracture process zone size.

The higher the rigidity, the larger the fracture process zone size and cohesive energy

in the beam. This correlation is validated for two different bending rigidity ratios, as
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shown in Figure A.14. Sections of the beam with a higher bending rigidity resist the

extension of cracks more than the sections with a lower bending rigidity. The beam

in those sections has a larger fracture process zone size and therefore absorbs more

energy. From a different viewpoint, if the same traction-separation law is considered

a larger fracture process zone results in a lower stress concentration at the crack

tip. Crack growth resistance is higher when the stress concentration is lower. This

intricate relationship is the reason for substantial improvement in fracture toughness

of the heterogeneous adhesive film.

Interestingly the cohesive energy increases slightly when the strain energy is re-

leased from the film. Figure A.13 shows a rise in cohesive energy just before reaching

the interface between the stiff and complain segment, this is followed by a rapid de-

crease in cohesive energy to the next stable value. In Figure A.13 when the crack

tip is located at x = 4.2mm, the accumulated strain energy is released, but the co-

hesive energy increase before it changes direction halfway through the transition into

the next segment. On the contrary, when the crack tip located at x = 11.2mm and

the strain energy increases near the next interface, the cohesive energy drops below

the stable value. Halfway through the increase in strain energy, the cohesive energy
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begins to increase as well. That is to say, when the bending heterogeneous film under-

goes a rapid change in energy, the adhesive interface which is connected to the beam

suffers fluctuations in their energy states. When the accumulated bending strain en-

ergy in the strip is released, part of the released energy is transferred to the adhesive

interface. When the absorbed energy at the interface exceeds its capacity, the excess

energy is dissipated and results in crack extension. This reduces the cohesive energy.

In addition, a part of the released energy is transferred to the loading point. During

displacement-controlled loading an extra bending moment is produced at the loading

point to absorb this energy at first before releasing it. To this end energy balance is

ensured.

A.5.3 Impact of Cohesive Parameters

For a bilinear cohesive zone model that considers failure in the mode-I direction

four essential cohesive parameters are required; fracture energy G, slope at linear

stage K1, maximum traction σmax and the critical separation at failure δf . The first

two parameters are obtained from experiments. Of the remaining two, one is picked

arbitrarily and the other is derived using fracture energy. In this paper the maximum

traction σmax is chosen as a variable to study the impact of cohesive parameters on

peel test simulations. Figure A.15(a) shows us the peel force-displacement response

curves based on different σmax. Figure A.15 (b) and (c) exhibit the variation of strain

energy and cohesive energy, respectively. Variation of σmax has little influence on

the force-displacement response curve and the strain energy of the film. However,

the cohesive energy curve changes with σmax as expected. As discussed earlier, the

magnitude of bending strain energy is usually much larger than the cohesive energy

for the chosen adhesive film. It is the primary term that dominates fracture toughness

of the film under peel. Therefore, even with a large variation in σmax and change in

cohesive energy at the interface, the peel performance does not change as much. Now,

if fracture energy (area under the traction-separation law) is changed the influence
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on peel performance is significant. This paper uses the values reported by Xia et

al. [131] and no changes are made to the reported fracture toughness.

Although σmax does not have a significant influence on the peaks in Figure A.15 (a)

and (b), we observe from Figure A.15(b) and Fig.15(c) a delay in the release of energy.

The release of energy after the delay is also much faster for larger σmax. In addition,

the fluctuation (the bump shown in the cohesive energy curve) before the unstable

crack propagation is smaller. This implies that a higher σmax will not be influenced

by the strain energy in the bending beam as much. Figure A.15(c) shows another

interesting phenomena. With increase in σmax, the cohesive energy decreases similar

in nature to the fracture process zone size. It signifies that the higher σmax leads to

a smaller fracture process zone size. A higher adhesive strength σmax has a stronger

local constraint on the adherent and therefore its fracture process zone is smaller. To

summarize, we know that both a larger bending rigidity and a lower adhesive strength

cause an increase in the fracture process zone size. A larger bending rigidity results

in the increase of fracture toughness in peeling test but a lower adhesive strength

reduces the fracture toughness. Although the fracture process zone is larger with a

lower adhesive strength the fracture toughness is lower (damage zone is larger), so

there is a tradeoff in choosing an appropriate adhesive strength.

A.6 Summary

In this study, a semi-analytical method based on CZM was proposed to study the

peeling failure of a heterogeneous film in a large deflection framework. Two loading

scenarios, displacement-controlled and force-controlled loading are analyzed. It is

worth noting that the semi-analytical solution provides an approach to study insta-

bility in heterogeneous adhesives during unstable crack propagation. Understanding

the instability phenomena opens up another mechanism for designers to improve

fracture toughness of the film without modifying the interface. This semi-analytical
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method was validated with finite element simulations and the experimental results

from literature. The main conclusions from this paper are summarized as follows.

1. The proposed semi-analytical method provides greater insight that cannot be

obtained through existing simulation or experimental techniques. These addi-

tional pieces of information include the instantaneous process of load variation

during unstable crack propagation, the fluctuation of fracture process zone size

before debond, and the energy transfer during crack propagation.

2. The energy absorbed in the process of bending the composite beam is the reason

for the improvement of fracture toughness. The transfer of energy depends on

the rigidity of beam and the cohesive properties of adhesion interface. For the

heterogeneous adhesive film, most of the external work is converted to elastic

strain energy, and the rest into the cohesive energy at adhesive interface. If the

rigidity of beam is larger, the fracture process zone size is larger due to a more

rigid constraint at the adhesive interface. For the same cohesive law, a larger

fracture process zone size signifies that more energy is absorbed at the cohesive

interface. It also implies that the stress concentration around crack tip is not as

significant in this case.

3. Unstable crack propagation occurs when the crack is extends through material

interface from a stiff to a compliant segment in the composite film. Due to

the difference in ability to store elastic strain energy between the two segments

excess energy is released when the crack extends through the stiff segment. This

excess release of energy causes the unstable crack propagation.

4. FEM simulation of both the thickness-enhanced and the material-enhanced het-

erogeneous films show that their peel performance is similar when they have

equivalent bending stiffness. The only exception occurs at the interface going

from a thick segment to thin segment and vice versa for the case of the thickness

enhanced film. The force peak is different because a part of the edge has no

constraints when compared to the material-enhanced film.
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5. The choice of different cohesive parameters (e.g., the maximum cohesive strength,

or the critical failure separation) for the same cohesive energy in CZM influences

the peel performance. A smaller adhesive strength results in a larger fracture

process zone size but, the relation is not necessarily linear. Therefore, the in-

crease of fracture process zone size does not result in a larger energy absorption

in the film. It follows that the lower cohesive strength will result in lower fracture

toughness of heterogeneous adhesive film.
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