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ABSTRACT 

Zirconium alloys (zircaloy) have been widely used in light water reactors due to their good 

thermomechanical properties, corrosion resistance, and low thermal neutron absorption rate. As 

one of the most important safety barriers, cladding is not only used to encapsulate nuclear fuel, 

but also to prevent the nuclear fission products from leaking into the coolant. During the 

operation of nuclear reactors, hydride will form in zircaloy and significantly degrade the tensile 

strength, ductility, fracture toughness, and creep behavior of the cladding, and eventually leading 

to the failure of cladding. Therefore, understanding the material properties of zircaloy and its 

hydrides is crucial to the safety of power plants. In this study, the mechanical Raman 

spectroscopy and nano-mechancial testing techniques were used to perform thermomechanical 

measurements and damage analysis of zircaloy-4. The Raman thermometry method was used to 

measure localized spatially resolved thermal conductivity and establish the potential linkage of 

microstructure to thermal and mechanical properties of zircaloy-4. The local thermal 

conductivity values showed to increase with increase in grain size. Nanoindentation and nano-

scale impact techniques were used to obtain the viscoplastic constitutive relation of hydrides at 

elevated temperatures. Based on the obtained viscoplastic model, fracture strength of hydrides 

was predicted by using finite element method (FEM) simulations. An extended Gurson-

Tvergaard-Needleman (GTN) model was used to study the macro-scale fracture behavior of 

hydrided zircaloy-4 structures. Good agreement between calculated and experimental results was 

obtained for various boundary conditions. 
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INTRODUCTION 

Zirconium alloys (zircaloy) have been widely used in light water reactors due to their 

good thermomechanical properties, corrosion resistance, and low thermal neutron absorption rate. 

As one of the most important safety barriers, cladding is not only used to encapsulate nuclear 

fuel, but also to prevent the nuclear fission products from leaking into the coolant. In normal 

reactor operations, the temperature in cladding is stabilized around 300°C. While, during 

transient events in reactor operations, the temperature of cladding increases rapidly up to 600°C. 

During the dry cask storage period, the cladding temperature remains above 200°C for decades. 

Moreover, during the operation of nuclear reactors, hydride will form in zircaloy cladding and 

significantly degrade the tensile strength, ductility, fracture toughness, and creep behavior of the 

cladding, and eventually leading to the failure of the structure. Therefore, understanding the 

material properties of zircaloy and its hydride is crucial to the safety of power plants. In this 

study, the mechanical Raman spectroscopy and nano-mechancial testing techniques were used to 

perform thermomechanical measurements and damage analysis of zircaloy-4. 

Chapter 1 details  the experiments that were conducted on two polycrystalline zircaloy-4 

samples to obtain the microstructural dependence of thermal conductivity. The experiments were 

performed on a novel Raman spectroscopy platform. By introducing a thin silicon coating on the 

sample surface, the Raman thermometry method was extended to perform thermal conductivity 

measurements on a metallic sample. A heat transfer model was derived to relate the substrate 

thermal conductivity to the laser induced temperature increase on the thin film surface. 

Combining this heat transfer model with the Raman thermometry method, experiments were 

performed to measure localized spatially resolved thermal conductivity and establish the 

potential linkage of microstructure to thermal and mechanical properties of zircaloy-4 samples . 

Chapter 2 details an experimental method to obtain the viscoplatic relation of δ-hydrides. 

nanoindentation and nano-scale impact techniques were used to obtain the constitutive relation of 

δ-hydrides at elevated temperatures. To prevent oxidation effects on the sample surface and the 

indenter tip, the purge chamber was filled with nitrogen gas during all high temperature 

experiments. FEM simulations with an iterative algorithm were used to determine the plastic 

stress-strain curves of δ-hydride. Then a power law viscoplastic model was fitted to the data in 

order to describe the elastoplastic response of δ-hydride. Based on the global tensile fracture 
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stress reported by Shi et al., the fracture strength of hydride was predicted by using FEM 

simulations. The ductile to brittle transition of the hydrided zircaloy structure has also been 

studied. 

Chapter 3 details a modified Gurson-Tvergaard-Needleman model for fracture analysis of 

hydrided zircaloy structures. The model accounts the damage effects from both precipitate 

debonding in zircaloy matrix and hydride cracking. ABAQUS user defined subroutines UMAT 

was used to implement the extended GTN model into ABAQUS/Standard. Axial tensile tests and 

ring compression tests were studied by using 3D FEM simulations. The simulations satisfactorily 

reproduced experimental load-displacement curves. Furthermore, the model successfully 

predicted the width reduction and the hydride cracking porosity at the fracture surface in axial 

tensile tests. Good agreement between calculated and experimental results was also achieved for 

crack initiation prediction in ring compression tests.  

Chapter 4 and 5 summarize the key findings of this work along with future 

recommendations.
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Abstract 

In this work, microstructural dependence of thermal conductivity of two polycrystalline zircaloy-

4 samples was analyzed by using an extended Raman thermometry method. The thermal 

conductivity value was found to range from 11-13 Wm-1K-1 for the analyzed samples. The local 

thermal conductivity values showed decrease with grain size decreasing. Thermal resistance 

from grain boundaries and inhomogeneous composition are identified as two potential 

contributors to the thermal conductivity suppression. The Kapitza thermal resistance model is 

shown to describe the measured dependence trend of thermal conductivity on grain size variation.  

Nanoindentations were performed to obtain the local elastic modulus for the analyzed samples. 

The thermal conductivity increases with elastic modulus increasing in each sample. Such result 

indicates a possibility that at room temperature phonon thermal conductivity makes an 

unneglectable contribution to the total thermal conductivity in zircaloy-4.   

   

Keywords: Raman spectroscopy, Zircaloy-4, microstructure, thermal conductivity. 
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1.1 Introduction 

Zirconium alloys (zircaloys) have been widely used in light water reactors due to their good 

thermomechanical properties, corrosion resistance, and low thermal neutron absorption rate [1]. 

Zircaloy cladding encapsulates nuclear fuels to prevent the nuclear fission products from leaking 

into the coolant [1]. In normal reactor operations, the temperature in cladding is stabilized around 

300°C. While, during the transient events, the temperature of cladding increases rapidly up to 

600°C. During the dry cask storage period, the cladding temperature remains above 200°C for 

decades. Therefore, understanding the material properties of zircaloy is crucial to the safety of 

power plants. Although thermal properties of zircaloy have been studied extensively during the 

past few decades [2-8], there are still some aspects that remain unknown, such as the relationship 

between the microstructure and local thermomechanical properties. The current research focuses 

on studying the microstructure dependence of thermal conductivity of zircaloy-4. 

Typically, there are two types of thermal conductivity measurement techniques, steady state 

methods (comparative technique, radial heat flow method, parallel conductance method, and 

electrical heating methods) and transient methods (transient plane source method, laser flash 

method, 3ω method, and hot-wire method) [9, 10]. Due to the limitations of these experimental 

techniques, thermal conductivity is usually reported as an averaged effective value over the 

entire measured domain [10]. Recently, researchers used the spatially resolved time-domain 

thermoreflectance (TDTR) method to study the localized thermal conductivity in polycrystalline 

diamond [11]. TDTR is based on the monitoring of acoustic waves that are generated by the 

thermal strain induced by a pulsed laser. However, TDTR is applied notably to thin film 

materials (up to hundreds of nanometers thick). In this work, a novel extended Raman 

thermometry method is used to measure the thermal conductivity distribution at site specific 

locations in bulk specimens to provide a precise assessment on the localized thermal 

conductivity rather than an averaged value. The Raman thermometry was established by 

Perichon et al. [12] in 1999 and has been used broadly in thermal conductivity measurements, 

[13-22]. In comparison to other thermal conductivity measurement methods, Raman 

thermometry has multiple advantages including that not only it is a noncontact and 

nondestructive method, in addition it only requires a short time for data collection. The spatial 

resolution is typically a few microns, which makes it suitable for measurements of localized 

material properties. In a typical Raman thermometry measurement, a local temperature increase 



 

 

17 

is induced by laser heating effect. Based on the relationship between temperature and the Raman 

peak shift, [23, 24], local temperature information can be captured by a Raman thermometry 

camera. Thereafter, by using a proper heat transfer model, the thermal conductivity value can be 

obtained from the local temperature [25]. Besides being used on traditional solid samples, this 

method can also be extended to suspended nanowires [20], suspended membranes [14, 26, 27], 

and thin film samples [15, 18, 28]. 

The Raman spectroscopy method is not only used in thermal conductivity measurements, 

but also in stress distribution investigations. This technique is based on the Raman Stokes peak 

position which can be changed by both local stress and local temperature, while the line width 

broadening is only affected by the surface temperature. It provides a possible way to separate 

stress and thermal effects apart from Raman measurements. This method was first used by Abel 

et al.[13], while studying the temperature distribution of a micron-sized polycrystalline silicon 

beam with external loading. They showed that by utilizing the Raman technique both the stress 

and thermal affects could be separated, within a range of uncertainty [13]. Beechem et al. [29] 

measured the stress distribution in polycrystalline silicon by using the Raman Stokes peak shift 

and the temperature distribution by using Raman Stokes line width.  

In this work, the Raman thermometry method was extended to perform thermal conductivity 

measurement on metallic samples by coating a thin silicon layer on the sample surface. A heat 

transfer model was derived to relate the substrate thermal conductivity to the laser induced 

temperature increase on the thin film surface. Combining this heat transfer model with the 

Raman thermometry method, experiments were performed to measure localized spatially 

resolved thermal conductivity and establish the potential linkage of microstructure to thermal and 

mechanical properties of zircaloy-4 samples. 

1.2 Material and Methods 

1.2.1 Sample Preparation 

A cold-worked stress-relieved (CWSR) zircaloy-4 disk with a thickness of 1.5 mm was 

obtained from American Elements. According to the ASTM D5045 standard for three-point 

bending tests, the dimensions of the sample are shown in Figure 1 (a). Electrical discharge 

machining was used to machine specimens from the zircaloy-4 bulk material. A representative 
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specimen image is shown in Figure 1 (b). In order to reduce the roughness of the sample surface, 

mechanical polishing with 600, 1000, and 1200 grade SiC paper was first performed. Then 

samples were polished by using 1 μm SiC suspension. Finally, as the finishing step, vibratory 

polisher with 0.05 μm colloidal silica suspension solution were used to obtain satisfactory 

sample surface condition. An array of nanoindentations were performed around the notch tip to 

obtain local mechanical properties. To obtain the Raman signal, a thin silicon layer (~1 μm) was 

coated on the polished surface by using the chemical vapor deposition technique. Figure 1 (c) 

shows a scanning electron microscope (SEM) image of the silicon coating around the notch tip 

area on a zircaloy sample. Figure 1 (d) shows a SEM image of the silicon coating at the sample 

edge. The thickness of the silicon coating is measured as 951.3 nm, which is very close to the 

designed thickness (~1 μm). 

 

 

Figure 1. (a) Dimension of the zircaloy sample; (b) photo of zircaloy sample, (c) SEM image of 

silicon coating surface around the notch tip, (d) SEM image of silicon coating at the sample edge 

with a thickness measured as 951nm 
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Experimental procedure involves the following steps: 

(1) performing nanoindentation tests to analyze the microstructural dependence of the elastic 

modulus; and  

(2) performing load independent thermometry measurements to analyze the microstructural 

dependence of the thermal conductivity. 

1.2.2 Experimental Setup  

A multi-functional Nanotest platform from Micro Materials Ltd. [30-32] was used to perform 

all nanoindentation experiments. A schematic of the setup is shown in Figure 2 (a). During 

indentations, a calibrated electromagnetic coil was used to control the indentation load with a 

resolution of 1 µN. The displacement of the indenter was recorded by measuring the voltage 

change of a capacitive transducer with a resolution of 0.01 nm. A Berkovich type diamond 

indenter was used to perform all nanoindentation tests. The indentation area (500 µm×350 µm) is 

located around the notch tip of the zircaloy specimen, which is shown in Figure 2 (b). The 

spacing between indentations is 50 µm. Samples were loaded to a peak load of 50 mN at a 

loading/unloading rate of 2.5 mN/s. The dwell time at peak load was selected as 5 s. The 

Young's modulus was obtained by using the Oliver and Pharr method to analyze the indentation 

load-depth curves [33].  

Figure 2 (c) shows the experimental setup of the Raman thermometry. The sample was fixed 

on a three-dimensional (3-D) controllable platform. The platform also has a dual in-line package 

(DIP) hot stage to perform high temperature experiments. The laser used in this experiment is an 

Ar+ laser with 514.5 nm wavelength (Modu-Laser, Inc., UT). The laser beam travelled through a 

single mode fiber, a collimator, a dichromic mirror, and finally was focused by a ×40 objective 

onto the sample surface. The reflected laser was collected by a spectrometer (Acton SP2500, 

Princeton Instruments, Inc., NJ) for further Raman peak shift analysis. The scanning area (500 

µm×350 µm) of the Raman thermometry test overlaps with the nanoindentation tests, as shown 

in Figure 2 (b). The spacing between scanning points is also 50 µm.  
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Figure 2. (a) Schematic of the setup of nanoindentation tests; (b) schematic diagram of 

nanoindentation and Raman thermometry scanning schedule; (c) schematic setup of Raman 

thermometry platform. 

1.2.3 Heat Transfer Model 

As discussed in the introduction, the Raman thermometry can only provide temperature 

information on the sample surface. Therefore, a proper correlation between the coating surface 

temperature rise and the substrate thermal conductivity needs to be established. Based on 

previous researches [16, 34], the heat transfer model for a thick substrate with a thin film was 

derived. In this case, the thickness of the substrate (1mm) is a thousand times larger than the 

coating layer thickness (1µm), thus the substrate can be treated as an infinite half-plane.  

 

 

Figure 3. Schematic of the thin film with a thick substrate in the cylindrical coordinate system. 
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Two heat transfer equations can be used for this thin film and thick substrate structure: 

 
∂tf(r, z)

∂r2
+

1

r

∂tf(r, z)

∂r
+

∂2tf(r, z)

∂z2
= 0, (1)  

 
∂ts(r, z)

∂r2
+

1

r

∂ts(r, z)

∂r
+

∂2ts(r, z)

∂z2
= 0, (2)  

where tf is the film temperature, ts is the substrate temperature, and r is the radial distance. The 

local temperature value can be normalized by using relation t(r,z)=T(r,z)-T0, where T and T0 are 

the local temperature and the far field temperature (which can be considered as environmental 

temperature), respectively. Therefore, t(r,z) represents the local temperature increase due to the 

focused laser beam. By enforcing the continuity condition of heat flow and temperature at the 

interface between the substrate and the film, boundary conditions can be given as: 

 tf(r, z) =  ts(r, z)   at  z = δ, (3)  

 Kf

∂tf(r, z)

∂z
= Ks

∂ts(r, z)

∂z
   at  z = δ, (4)  

 Kf

∂tf(r, z)

∂z
= −f(r)  at  z = 0  and  0 < r < d/2. (5)  

Here, δ is the thickness of the thin film, Kf is the thermal conductivity of the film, and Ks is the 

thermal conductivity of the substrate. Equation (3) represents the temperature continuity at the 

interface; Eq. (4) represents the heat flow continuity at the interface; and Eq. (5) represents the 

laser beam energy distribution on the thin film. A Gaussian function is used for the laser beam 

intensity distribution, which is described as, 

 f(r) =
2P

πR0
2 exp (−

2r2

R0
2 ).  (6)  

In Eq. (6), f(r) is the intensity distribution of the laser beam as a function of radial distance r, R0 

is the laser beam radius, and P is the power of the laser beam. These equations can be solved by 

using the Hankel transform. Taking the Hankel transform of the order zero to Eq. (1)-(5) leads to 

following equations, 

 
d2Tf(ξ, z)

dz
− ξ2Tf(ξ, z) = 0, (7)  
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d2Ts(ξ, z)

dz
− ξ2Ts(ξ, z) = 0. (8)  

The boundary conditions after transformation can be defined as, 

 Tf(ξ, δ) = Tf(ξ, δ), (9)  

 Kf
∂Tf(r,δ)

∂z
= Ks

∂Ts(r,δ)

∂z
,  (10)  

 Kf

∂Tf(r, δ)

∂z
= −

P

2π
exp (−

R0
2ξ2

8
). (11)  

For these transformed equations, the solutions will be in the following format, 

 Tf(ξ, z) = A(ξ)eξz + B(ξ)e−ξz, (12)  

 Ts(ξ, z) = C(ξ)e−ξz, (13)  

In Eq. (12), A(ξ) and B(ξ) are two coefficients which can be solved as,  

 A(ξ) =
P

2π

(Kf − Ks)exp (−R0
2ξ2/8)

Kfξ[Ks − Kf + exp (2ξδ)(Kf + Ks)]
 , (14)  

 B(ξ) =
P

2π

(Kf + Ks)e2ξδexp (−R0
2ξ2/8)

Kfξ[Ks − Kf + exp (2ξδ)(Kf + Ks)]
 . (15)  

Substituting Eq. (14) and (15) into Eq. (12), 

 

Tf(ξ, z) =
P

2π

exp (−R0
2ξ2/8)

Kfξ[Ks − Kf + exp (2ξδ)(Kf + Ks)]
[(Kf − Ks)eξz

+ (Kf + Ks)e−ξze2ξδ]. 

(16)  

By using the inverse Hankel transform, the temperature distribution on the film surface can be 

found as,  

 tf(r, 0) = ∫ ξTf(ξ, 0)J0(ξr)dξ.
∞

0

 (17)  
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In Eq. (17), J0 = (𝜉𝑟) is the Bessel function of zero order. The laser spot average temperature (t̃) 

can be calculated by integrating Eq. (17) over the laser spot area,  

 

t̃ =
1

πR0
2 ∫ tf(r, 0) ∙ 2πr ∙ dr

R0

0

 

=
2

R0
2 ∫ ξ ∙ Tf(ξ, 0) ∫ J0(ξr) ∙ r ∙ drdξ

R0

0

∞

0

 

=
2

R0
∫ Tf(ξ, 0) ∙ J1(ξR0) ∙

∞

0

dξ 

=
PKf

R0π(Kf + Ks)
∫

Kf − Ks

Kf + Ks
+ exp (−

2δ
R0

λ)

λ (
Ks − Kf

Kf + Ks
+ exp (−

2δ
R0

λ))

exp (−
λ2

8
) ∙ J1(λ) ∙

∞

0

dλ 

(18)  

 

In Eq. (18), λ = 𝑅0𝜉 . The natural heat convection coefficient between sample and the 

surrounding air also needs to be considered [15]. In this setup, the sample can be simplified as a 

plane and the surrounding air flow can be considered as laminar flow. Then the Rayleigh number 

is, 

 

 

RaL =
gβtL̅3

αν
. 

(19)  

In Eq. (19), g is the gravity acceleration, β is the air thermal expansion coefficient, L is the 

sample height, ν is the air kinematic viscosity, and α is the air thermal diffusivity. The Nusselt 

number and the natural heat convection coefficient are given as, 

 

 

N̅uL = 0.68 +
0.67RaL

1/4

[1 + (0.492/Pr)9/16]4/9
, 

(20)  

 h̅ = N̅uL(κair 2R0⁄ ). (21)  
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In Eq. (20) and (21), kair is the air thermal conductivity which equals to 0.0265 Wm-1K-1. After 

considering the air convection contribution during the heat transfer process, the Eq. (18) can be 

modified as [15],  

 

 

t̃ =
Pkf[I0(1) + I1(1)]

√2πR0e(Kf + Ks)(δh̅/Kf + 1)
 , 

(22)  

In Eq. (22), I0(1) is the zero-order modified Bessel function, I1(1) is the first-order modified 

Bessel function, and h̅ is the natural heat convection coefficient. The thermal conductivity of a 

amorphous silicon thin film (Kf) is reported as about 2 Wm-1K-1 [35]. R0 and P are the laser spot 

size and the sample absorbed laser power, respectively, which need to be calibrated in 

experiments. The desired thermal conductivity ks can be obtained by solving Eq. (22). 

1.2.4 Experiment Calibration 

1.2.4.1 Correlation between Raman Peak Shift and Temperature 

Calibrating the correlation between the Raman peak shift and the temperature is important 

for the Raman thermometry method to obtain temperature information on a sample surface. To 

achieve this, a test sample was mounted on the DIP hot stage to perform calibration runs at 

different temperatures. Figure 4 (a) shows a schematic of the DIP hot stage setup. The sample 

was fixed on the hot stage by using high temperature glue. The sample was heated to the desired 

experimental temperature by using thermocouples. The power of thermocouples was controlled 

by a feedback circuit to stable sample temperature at the target value. Calibration temperatures 

were selected based on the limitation of the coating technique. Temperatures higher than 200°C 

will cause delamination of the silicon layer. Therefore, the calibration temperature range was 

varied from 20°C to 180°C in increments of 40°C. During each temperature exposure, fifteen 

different points on the sample surface were scanned to measure the Raman Stokes peak. In this 

case, low laser power must be used to make sure the laser beam does not induce a detectable 

local temperature increase on the sample surface. Researchers reported this low laser power for 

silicon and silicon dioxide film Raman tests to be about 1.1 mW [15, 16]. In current tests, the 

laser with 0.7 mW power level was selected, which is the lowest power level achievable with a 

available Raman signal. Figure 4 (b) shows the temperature dependent Raman peak shift 
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relationship, demonstrating a linear trend. After the linear fitting process, the relationship was 

determined as, 

 Δ𝜔 = 489.781 − 3.2 × 10−3𝑇.  (23)  

 

 

Figure 4. (a) The DIP hot stage for calibration tests. (b) Linear correlation between temperature 

and Raman shift shift for the silicon coated zircaloy sample. 

 

1.2.4.2 Laser Spot Size Determination 

According to the wavelength of the laser and the numerical aperture of the objective lens, 

the theoretical spot diameter is calculated to be 966 nm. Nevertheless, in real practice, there are 

many other factors also influence the laser spot size, such as the surface quality of samples and 

the focusing distance. Therefore, the laser spot size is different from sample to sample; it needs 

to be measured for each case. Here, the laser spot size was determined by using the cleaved edge 

method [26]. First, the laser beam was focused on the sample surface near an edge. Then, the 

sample was moved slowly at a speed of 1µm/s, allowing the laser to scan across the edge. The 

sample moving distance and reflected laser intensity were both recorded simultaneously.  

The laser intensity profile was fitted by using the Boltzmann equation (given in Eq. (24)). 

Differentiating the Boltzmann equation with respect to the sample moving distance leads to the 

changing rate of the reflected laser power (given in Eq. (25)). Then, the Gaussian peak function, 

Eq. (26), was used to fit the laser spot profile. The diameter of the laser spot was considered as 
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the full width at half maximum (FWHM) of the Gaussian peak function fitting result. A typical 

laser spot profile is shown in Figure 5 (a). The spot size determination was performed on each 

sample, the results are detailed in Table 1.  

 y =
A1 − A2

1 + e(x−x0)/dx
+ A2, (24)  

 y′ = (A2 − A1)
e(x−x0)/dx

(1 + e(x−x0)/dx)2dx
 , (25)  

 y = y0 +
A × exp (

−4 ln(2) (x − xc)2

w2 )

w√π/4ln (2)
. (26)  

 

 

Figure 5. (a) Curve fittings to determine the laser spot size. (b) Schematic of the method to 

determine the laser absorbed power on the sample surface, laser power measurement points 

are numbered as 1-5. 

 

Table 1. Laser parameters for each sample. 

 Sample 1 Sample 2 

Laser spot radius (µm) 2.3 2.5 

Absorbed laser power (mW) 8.3 8.4 
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1.2.4.3 Laser Power Absorbed by Samples 

The laser power absorbed by the sample cannot be measured directly. Therefore, an indirect 

measurement method was developed by previous researchers [22, 36]. It assumes that optical 

devices in the laser path have a constant energy dissipation ratio with respect to the incident laser 

power. Then the absorbed laser power can be calculated based on the laser power measured at 

five different points along the laser path. Figure 5 (b) shows the laser path and measurement 

locations. The laser power was measured by using a power meter (S140C+PM100USB, Thorlabs, 

Inc., NJ) at these locations. The laser intensity is denoted by Ii , where i represents the 

measurement location. The total laser intensity generated was measured as I1 . Most of the 

incoming laser power was reflected by the dichroic mirror; measured as I2. A small portion (I3) 

of laser was not reflected by the dichroic mirror, rather it went through the mirror and was 

dissipated in the air. I4 denotes the laser power coming from the objective, and it was also the 

total laser power being delivered onto the sample surface. Then, most of the laser was absorbed 

or reflected by the sample. The reflected laser travelled back through the objective and dichroic 

mirror, and was measured as I5. Based on the assumption that the dissipation ratio of the laser 

power through dichroic mirror and objective remains the same, following relationships can be 

defined: 

 I4
R = I4 − Is, (27)  

 I2
R =

I4

I2
× I4

R, (28)  

 I5 =
I3

I1
× I2

R.  (29)  

 I5 = I4 −
I1 × I2 × I5

I3 × I4
. (30)  

In above equations, Is denotes the sample absorbed laser power, which is the desired quantity. 

The superscript ‘R’ refers to reflection. I2
R and I4

R are the reflected laser intensity at points 2 and 

4, respectively. These values cannot be measured directly, they can only be estimated according 

to above relations. Combining above equations and solving for Is gives Eq. (30), which can be 

used to estimate the sample absorbed laser power. The absorbed laser power for each sample is 

detailed in Table 1. 



 

 

28 

1.3 Results 

1.3.1 Microstructure Characterization 

Figure 6 (a, b) show the backscattered electron (BSE) micrographs of samples that were 

subjected to Raman thermometry tests. Both platelet and basketweave grain morphologies are 

observed in the samples [37]. Grains comprising a collection of laths in a specific direction 

(platelets) are observed to have varying widths. In this study, grains that have several laths in a 

parallel direction (platelets) and grains with a basketweave morphology are collectively 

categorized as large individual grains (LIGs). Categorizing them in this fashion helps to 

determine the correlation between local grain microstructure and local material properties. Figure 

6 (c, d) show the processed micrographs of Figure 6 (a, b), respectively. Various image 

processing tools such as image addition/subtraction, Gaussian blurring, and thresholding 

available in ImageJ [38] were used to provide an enhanced edge contrast to the microstructure. 

The raw BSE micrographs were first Gaussian blurred with a radius of 2 pixels and then 

subsequently subtracted from the raw micrographs. Therefore, the newly produced processed 

micrographs only indicate the edges of grain boundaries enhanced with a greater contrast. The 

processed micrographs are then thresholded to set the edges of the enhanced grain boundary 

pixels at a value of 255 and the remainder at 0. The processed micrographs presented in Figure 6 

(c, d) therefore provide a visual assistance for manual categorization of LIGs in Figure 6 (e, f). 

The quantity of LIGs determined via visual assessment of samples 1 and 2 are 17 and 35, 

respectively.  

A more detailed analysis of the spacing between platelets or individual basketweave laths is 

determined via a quantitative stereological assessment of the grains. If the platelets and lath 

morphologies from various grains are assumed to represent a similar microstructure to that of 

idealized lamellar phases in grains, then the total number of features by totaling length NL, mean 

random spacing 𝜎𝑟 , and mean true spacing 𝜎𝑡  between laths from various grains can be 

determined by using Eqs. (31) and (32), respectively [39]. 

 σr =
1

NL
, (31)  

 σt = 0.5 ∗ σr. (32)  
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From above equations, sample 1 (𝜎𝑡 =  4.45 ± 0.96µm) has a slightly larger mean true spacing 

between laths in LIGs than sample 2 (𝜎𝑡 =  3.47 ± 1.32µm). Previous researchers have shown 

that the lath size in zircaloy-4 can vary from 1µm to 7µm, based on variations in the cooling rate 

from the β-phase [40]. Several grains with large areas and clear lath structures on each sample 

were selected for further thermal conductivity analysis. The selected grains are numbered in 

Figure 6 (e, f). The mean true spacing in the selected grains are listed in Table 2.  

In sample 1, most LIGs have parallel platelet structures with mean true spacing around 4µm. 

While, in grain 4 of sample 1 the basketweave structure is coarser with a mean true spacing of 

6.3µm. In sample 2, most grains have fine parallel platelet structures with mean true spacing 

ranging from 2~4µm. Grain 1 has a coarse basketweave structure with a mean true spacing of 

5.5µm. Grains 4 and 6 have a basketweave grain structure with a mean true spacing of 5.46µm 

and 5.78µm, respectively. Therefore, selected grains can be grouped based on their mean true 

spacing. Typically, it can be observed in these two samples that grains with a mean true spacing 

under 5 µm have fine platelet structures. While grains with a mean true spacing greater than 

5 µm may have different lath structures, i.e. either a coarse platelet structure or a basketweave 

structure. 
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Figure 6.  (a)-(b) BSE micrograph of specimen 1 and 2, respectively. (c)-(d) The processed 

images for identification of LIGs of specimen 1 and 2, respectively. (e)-(f) LIGs overlaid on the 

micrographs in (a, b), with labels for selected grains in samples 1 and 2 whose mean true spacing 

is tabulated in Table 2. 
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Table 2. Mean true spacing of platelets and basketweave laths in LIGs from samples 1 and 2. 

 Mean True Spacing (µm) 

Grain 1 Grain 2 Grain 3 Grain 4 Grain 5 Grain 6 Grain 7 

Sample 1 3.99±0.15 4.36±0.23 3.34±0.25 6.30±0.36 3.59±0.14 3.99±0.13 3.92±0.33 

Sample 2 5.50±0.57 2.35 ±0.24 2.29±0.32 5.46±0.75 3.36±0.32 5.78±0.61 3.75±0.49 

1.3.2 Elastic Modulus Distribution 

Figure 7 (a, b) depict the nanoindentation obtained elastic modulus contour plots and the 

corresponding LIG partitions (intercepted from the BSE micrographs in Figure 6) for both 

samples. Taking the average of all 70 measurement points, the average elastic moduli are 77.6 

GPa and 80.3 GPa for samples 1 and 2, respectively. These values match well with the literature 

reported elastic modulus of zircaloy-4 as 80±6.4GPa [41].  The larger LIG size in sample 1 leads 

to a more homogeneous elastic modulus. The average elastic modulus values in each LIG are 

detailed in Table 3. The grain numbering corresponds directly to Figure 7. Since grain 7 in 

sample 1 only contains two measurement points, it has been omitted in Table 3.  

 

 

Figure 7. Elastic modulus contour plot of (a) sample1, (b) sample2, indicating the specific 

regions measured via nanoindentation tests. Note that the LIGs identified with black lines in (a) 

and (b) correspond to those previously identified in the BSE micrographs in Figure 6. 
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Table 3. Elastic modulus in selected LIGs. 

 Elastic Modulus (GPa) 

Grain 1 Grain 2 Grain 3 Grain 4 Grain 5 Grain 6 Grain 7 

Sample 1 78.80±1.86 78.52±1.61 77.73±0.79 78.31±1.31 77.95±1.13 77.21±1.24 - 

Sample 2 80.28±2.70 80.33±2.07 80.15±1.49 78.98±3.44 81.23±3.10 82.38±2.21 80.18±2.31 

1.3.3 Thermal Conductivity Distribution  

Figure 8 shows the room temperature Raman thermometry obtained thermal conductivity 

contour plots and the corresponding grain partitions (intercepted from the BSE micrographs in 

Figure 6)  for both samples. Taking the average of all 70 measurement points, thermal 

conductivity values are 12.2 Wm-1K-1 and 11.5 Wm-1K-1 for sample 1 and sample 2, respectively. 

These values are very close to the values reported by other researchers [3-6, 42-44] ranging from 

12~15 Wm-1K-1 for both zircaloy-2 and zircaloy-4. The small difference might be due to the 

thermal resistance at the interface between the silicon coating and the substrate. As shown in 

Figure 8, the thermal conductivity is not identical around the notch tip area. Generally, grain 

boundaries are considered as an obstacle for heat transmission, which is known as the Kapitza 

resistance [45, 46]. Therefore, regions with larger grains are expected to have relatively higher 

thermal conductivity values, due to a lower grain boundary (GB) fractional coverage. The 

average thermal conductivity values in selected LIGs are listed in Table 4.  

 

Figure 8. (a) Thermal conductivity contour plot of (a) sample 1 (b) and sample 2, indicating the 

specific regions measured via Raman thermometry. Note that the LIGs identified with black lines 

in (a) and (b) correspond to those previously identified in the BSE micrographs in Figure 6.  
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Table 4. Thermal conductivity in selected LIGs. 

 Thermal Conductivity (Wm-1K-1) 

Grain 1 Grain 2 Grain 3 Grain 4 Grain 5 Grain 6 Grain 7 

Sample 1 11.84±0.61 12.2±0.34 12.14±0.46 12.08±0.69 11.94±0.76 11.81±0.48 - 

Sample 2 11.96±0.53 11.21±0.41 11.34±0.43 11.59±0.70 11.37±0.39 11.58±0.41 11.27±0.58 

1.4 Discussion  

One goal of this research is to establish the potential linkage of microstructure to localized 

thermal and mechanical properties in zircaloy-4. Utilizing the spatial mapping of the elastic 

modulus in Figure 7 and the thermal conductivity in Figure 8, connections to the microstructure 

are examined. Figure 9 (a) depicts the correlation between the mean true spacing and elastic 

modulus in selected LIGs based on the data summarized in Table 2 and Table 3. As shown, the 

elastic modulus does not show a clear dependence on the mean true spacing in selected LIGs. 

Experimental measurements have shown that the grain size can affect the elastic modulus of 

nanocrystalline metallic materials [47, 48]. The variation of elastic modulus may be attributed to 

the large volume fraction of atoms that are located at interfaces and/or surfaces and porosity [49, 

50]. However, such grain size induced elastic modulus variation only happens in nanocrystalline 

materials. Especially when the volume fraction of the interfaces or/and surfaces becomes 

comparable to the volume fraction of the crystals. Considering the mean true spacing (2~7 µm) 

in current examed zircaloy samples, the grain size effects on the elastic modulus is neglectable.  

Figure 9 (b) depicts the correlation between the mean true spacing and average thermal 

conductivity in selected LIGs based on the data summarized in Table 2 and Table 4. As shown in 

Figure 9 (b), LIGs with larger mean true spacing have slightly higher thermal conductivity 

values.  
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Figure 9. Correlation between mechanical and thermal properties in selected LIGs: (a) elastic 

modulus vs. mean true spacing, (b) thermal conductivity vs. mean true spacing. 

 

 

According to the classical kinetic model, the thermal conductivity from both electrons and 

phonon can be expressed as the same form [51], 

 k =
1

3
Cvλ (33)  

In Eq. (33), C is the specific heat per unit volume from electron/phonon, v is the average 

electron/phonon group velocity, and λ is the electron/phonon mean free path (MFP). In general, 

the local MFP for the heat carriers can be written following the Matthiessen’s rule, given in Eq. 

(34), 

 λloc = [λbulk
−1 + λdef

−1 + λGB
−1]−1. (34)  

In Eq. (34), λbulk  corresponds to the scattering between heat carriers in a bulk crystal, λdef 

corresponds to the heat carrier scattering at defects such as impurities and dislocations, and λGB 

corresponds to the heat carrier scattering at GB. According to Eq. (34), there are two plausible 

contributors for the variation of local thermal conductivity. The first one is the inhomogeneous 

composition and impurity distribution, which leads to a decrease of electron and phonon MFPs. 

The second contributor is the thermal resistance induced by GBs. LIGs with smaller mean true 

spacing have closer GBs, thereby blocking free electrons and phonon waves [52]. Energy 

dispersive X-ray spectroscopy (EDS) was used to investigate elemental distribution within the 

sample. Figure 10 (a, b) show a BSE micrograph and the corresponding EDS map indicated by 
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the red box. The EDS results highlight the elemental distribution of Fe, indicating a significant 

enrichment along grain boundaries. Other elements (Ca, Zr, Cr, Ni, Cu, Zn, Sn, Al, and Si) were 

found to be distributed uniformly in the sample. Similar observations have also been reported in 

literature [53, 54].  

 

 

Figure 10.  (a) BSE micrographs on sample 1. (b) EDS mapping of Fe element in the selected 

area. 

 

Due to the complexity and anisotropic nature of the basketweave grain structure, there is no 

available model to predict thermal conductivity value for the basketweave grain structure. The 

most popular thermal conductivity model for polycrystalline materials is the Kapitza resistance 

model. In this model, the effective thermal conductivity for polycrystalline structures, Keff, can 

be described as [45, 46], 

 Keff =
Kintra

1 + RkKintra/d
 . (35)  

In Eq. (35), Kintra  is the thermal conductivity in the intragranular region or a single crystal 

structure, Rk is the Kapitza thermal resistance due to GBs, and d is the average grain size. The 

GB thermal resistance can be calculated by, 

 Rk =
LGB

KGB
=  

LGB

FGBKintra
. (36)  
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In Eq. (36), FGB is the suppression function defined as FGB =
KGB

Kintra
. Wu et al. [55] performed 

molecular dynamics (MD) simulations to study the thermal conductivity in α-zirconium. Based 

on their study, the thermal conductivity at GB is only 12% of the bulk thermal conductivity. 

Therefore, FGB can be approximated as 0.12. LGB is the thickness of the GBs. Generally, a GB 

has a finite thickness of only a few angstroms. However, instead of considering a GB as a 

discrete thermal resistance locally, recent study shows GBs can exert their influence nonclonally, 

by increasing the heat carrier scattering rate in surrounding grains [11]. The influence range can 

be a few MFPs from the GB. Therefore, LGB  should be considered as the width of the GBs 

influence range. The heat carrier MFPs in metals and alloys are only a few nanometers. Thus, 

LGB  is estimated as 10nm for zircaloy. By taking Kintra = 12 Wm−1K−1 , the GB thermal 

resistance for zircaloy can be calculated as  6.94 × 10−9 m2KW−1, which is comparable to the 

thermal resistances of the GBs ranging from  10−10 m2KW−1  to 10−9 m2KW−1 [56]. Figure 11 

(a) depicts the comparison between experimental measurements and Kapitza model prediction on 

the correlation between thermal conductivity and grain size. The Kapitza resistance model 

predicts the effective thermal conductivity for a polycrystalline structure increases with the 

increase of average grain size, which is consistent with current Raman thermometry 

measurements that LIGs with larger mean true spacing have slightly higher thermal conductivity 

values. Moreover, according to the model prediction, the thermal conductivity suppression 

mainly happens when the grain size is smaller than 2µm, while the mean true spacing in selected 

LIGs is in the range of 2µm~7µm. This also explains why the grain size induced thermal 

conductivity change is not very significant in current experimental measurements. It is also 

worth to notice that the Kapitza model assumes circular grains, thus deviations are expected 

when using it to predict thermal conductivity value for lamellar, platelets, or basketweave grain 

structures. 
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Figure 11. (a) Comparison between experimental measurements and Kapitza model 

prediction on the correlation of thermal conductivity and grain size, (b) thermal conductivity 

vs. average elastic modulus in selected LIGs. 

 

Figure 11 (b) shows the correlation between the local thermal conductivity and the elastic 

modulus in selected LIGs based on the data summarized in Table 3 and Table 4. It is worth to 

notice that there is a clear difference in thermal conductivity and elastic modulus between sample 

1 and 2. Sample 1 has a higher thermal conductivity and lower elastic modulus than sample 2. 

Such differences could be attributed to the variation in the fabricated microstructures. If the data 

from each sample is considered separately, the thermal conductivity shows a slight increasing 

trend with elastic modulus in each sample. In the Debye’s model, the phonon group velocity 

equals to the velocity of sound, which can be estimated from the elastic modulus [57], as given 

in Eq. (37), 

 vp = √E/ρ . (37)  

In Eq. (37), E is the elastic modulus and ρ is the density of solids. Thus, a higher elastic modulus 

leads to a higher phonon group velocity, which will further contribute to a larger phonon thermal 

conductivity. Generally, in metals and alloys, the electrons migration dominates the heat 

conduction [51]. While, based on the MD simulation results from Wu et al. [55], the phonon 

thermal conductivity contributes around 17.8% of the total thermal conductivity in α-zirconium, 

which cannot be neglect in thermal conductivity analysis. Furthermore, they also studied the 

anisotropy of phonon thermal conductivity induced by grain orientations in α-zirconium. Their 
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results are summarized in Table 5. As shown, MD simulations predict when the elastic modulus 

increases by 20GPa, the phonon thermal conductivity will increase by 1.1 Wm-1K-1 in α-

zirconium. Such variation ratio between the elastic modulus and the phonon thermal conductivity 

is also close to our experimental observations. Therefore, the correlation between the local 

thermal conductivity and the elastic modulus may be attributed to the increase of the phonon 

thermal conductivity with the increasing elastic modulus. 

Table 5. Crystallographic orientation induced anisotropy in phonon thermal conductivity [55]. 

Orientation 

(α-zirconium) 
Elastic Modulus (GPa) 

Phonon thermal 

conductivity (Wm-1K-1) 

[011̅0] 104 2.8345 

[211̅̅̅̅ 0] 104 2.6661 

[0001] 124 3.7769 

1.5 Conclusion 

For the first time, the Raman thermometry method has been extended to the thermal 

conductivity measurement of metallic samples by introducing a thin silicon coating. In this work, 

Raman thermometry method has been used to measure the thermal conductivity of notched 

polycrystalline zircaloy-4 samples. A heat transfer model was derived for this thin film system, 

relating the laser spot temperature on the film surface to the local thermal conductivity value of 

the substrate. To determine a potential relationship between microstructure, thermal conductivity, 

and mechanical properties, Raman thermometry and nanoindentation tests were performed, 

respectively, in various LIGs. The findings in this study are summarized as follows, 

(1) The thermal conductivity of zircaloy-4 measured in this study was found to range from 11-

13 Wm-1K-1, which is close to literature reported values ranging from 12~15 Wm-1K-1 [3-6, 

42-44]. The small difference may be due to the thermal resistance at the interface between 

the silicon coating and the substrate, which is not considered in current heat transfer model. 

(2) LIGs with larger mean true spacing show slightly higher thermal conductivity values. This 

can be induced by the inhomogeneous composition/impurity distribution and the thermal 

resistance of GBs.  

(3) The correlation between thermal conductivity and grain size in selected LIGs follows the 

Kapitza resistance model prediction.  
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(4) Based on measurements from selected LIGs, the thermal conductivity shows a slight 

increasing trend with the increase of the elastic modulus in each sample. Based on the 

classic kinetic model[51] and the Debye’s model [57]. This may be attribute to the increase 

of the phonon thermal conductivity with the increase of the elastic modulus. 

This research has demonstrated the determination of microstructure dependent thermal 

conductivity on zircaloy-4 samples by using the Raman thermometry method. This method can 

be easily extended to other morphologies, such as equiaxed grain structures. For future studies, a 

laser with lower wavelength and higher power can be used to improve the Raman signal quality, 

which may be helpful to reduce the measurement deviation. Other coating techniques and 

coating materials can also be used to enhance the temperature limitation and provide better 

Raman signals.   
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Abstract 

In this work, hydrogen was charged into zircaloy-4 samples to obtain δ-hydride rim/blister 

structures. Nanoindentation and nano-scale impact experiments were performed on the hydride 

blister at elevated temperatures to obtain viscoplastic responses of δ-hydride. By combining a 

finite element model with an iteration algorithm, the constitutive relation of δ-hydride was 

revealed from test data. The power law model was used to represent the strain rate dependent 

plastic behavior of δ-hydride. The Strength coefficient and the strain hardening exponent were 

found to decrease as temperature increased, which indicates softening behavior of hydride at 

high temperatures. The strain rate exponent remains as a constant with temperature increasing, 

which indicates the ductility of hydride does not change significantly at high temperatures. A 

finite element model was created to study the failure strength of δ-hydride. The fracture strength 

of δ-hydride was predicted at different temperatures. The ductile to brittle transition of the 

hydrided zircaloy structure has also been investigated. 

 

Keyword: δ-hydride, nanoindentation, nano-scale impact, viscoplasitc model, fracture strength. 
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2.1 Introduction 

As the primary nuclear fuel cladding material, zirconium alloys (zircaloy) are known for 

their outstanding thermomechanical properties and corrosion resistance at operating conditions 

[1]. However, during the operation of nuclear reactors, zircaloy cladding will chemically react 

with the high temperature coolant water, producing zirconium oxide and hydrogen. A small 

amount of hydrogen will diffuse into the cladding. Once the critical solubility limit is reached, 

second phase precipitates will form, which are known as zirconium hydrides [2]. Typically, there 

are four different phases of zirconium hydride: ζ-phase ( ZrH0.5 ), γ-phase ( ZrH ), δ-phase 

(ZrH1.5~1.7), and ε-phase (ZrH1.75~2)[3]. In the reactor environment, δ-phase hydrides are most 

often observed [3]. Moreover, δ-hydrides are known to be extremely brittle at all temperatures 

and will significantly degrade the tensile strength, ductility, fracture toughness, and creep 

behavior of the cladding, and eventually leading to the failure of cladding [4, 5]. In the past five 

decades, extensive research has been conducted on the mechanical property changes of nuclear 

fuel cladding due to hydride precipitates [6-15]. It has been shown that there is an obvious 

transition from ductile failure to brittle failure in hydrided cladding, which depends on the 

temperature and hydride rim thickness [16-18]. Due to the limitation of experimental techniques, 

these tests were performed on large-scale “bulk” samples. Post fracture material characterization 

provides some insights into the hydride induced damage mechanism. However, mechanisms 

responsible for the ductile to brittle transition still cannot be revealed from macroscale tests, due 

to the complex microstructural features induced by the hydride formation at different length 

scales within the zircaloy matrix. In order to account for the microscopic features, constitutive 

models that incorporate local mechanical properties of embedded hydride precipitates at 

microscale are required [19].  

Several advanced experimental techniques are available to obtain mechanical properties 

from hydride precipitates or bulk scale hydride blisters. Lin et al. [14] quantified the load 

partitioning phenomenon in δ-hydride phase and α-zirconium phase during uniaxial tensile 

loading by using high-energy synchrotron X-ray diffraction. Weekes et al. [20] studied the 

twinning and shear bands of δ-hydride phase during micro-pillar compression tests. Chan et al. 

[21] performed micro-cantilever fracture tests to obtain the fracture toughness of δ-hydride. 

Nanoindentation has been shown to be effective to obtain various local material properties at 
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elevated temperatures [22-32]. Nanoindentation has also been used to study the mechanical 

properties of δ-hydride phase [9, 33-37]. Rico et al. [9] and Evans et al. [36] performed 

nanoindentation tests at room temperature and found Young's modulus and hardness of δ-

hydrides are significantly higher than the zircaloy matrix. Cinbiz et al. [37], Kese et al. [35], and 

Suman et al. [34] performed nanoindentation tests at elevated temperatures and found the elastic 

modulus and hardness of hydride both decrease as temperature increases. Overall, most 

nanoindentation experiments have been limited to measurements of nano-hardness and Young’s 

modulus of hydrides. Recently, Rengel et al. [33] reported stress-strain curve of the hydrides 

based on their nanoindentation tests by using a spherical indenter. However, their experiments 

were performed only at room temperature, and the strain rate effect was not considered. 

Accounting for strain rate effects is essential for predicting time dependent deformation. Due to 

the complex nature of hydride assisted cracking, a more comprehensive strain rate dependent 

viscoplastic constitutive model needs to be established. 

Studying the fracture strength of hydride is also an important topic. However, due to the 

small size of hydrides, it is very difficult to obtain the fracture strength of single-phase hydride. 

Most work in this area were performed to obtain the fracture properties on hydrided zircaloy 

structures, which shows an influence of hydride distribution on overall cladding ductility. There 

is very limited work on studying fracture strength of a single-phase hydride. Simpson et al. [38] 

performed fracture tests on compact tension specimens of single phase hydrides. The fracture 

toughness of hydrides was determined as deceasing with the increase of hydrogen/zirconium 

(H/Zr) ratio. The fracture toughness of δ-hydride was reported varying from 1 MPa√𝑚 to 3 

MPa√𝑚 as temperature goes up to 300 ˚C. Chan et al. [21] performed micro-cantilever fracture 

tests at room temperature to obtain the fracture toughness of δ-hydride. The fracture toughness 

was reported to be 3.3 MPa√𝑚, which is slightly higher than the value obtained by Simpson et al. 

[38]. Based on the fracture toughness obtained from these tests, δ-hydride is extremely brittle 

even at 300 ˚C. This cannot answer why the failure process of hydrided zircaloy structure 

becomes ductile at high temperatures. Additionally, it also needs to be noticed that fracture 

toughness is different with fracture strength. Fracture toughness is a property which describes the 

ability of a material to resist pre-existing cracks, while fracture strength is the stress when a 

material fails or crack initiates. Shi et al. [39] studied the hydride fracture strength via acoustic 
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emission technique during uniaxial tensile tests. They reported the hydride fracture strength as a 

function of hydride length and temperature. However, the reported stress was the stress acting 

globally on the tensile specimen instead of the stress acting locally on the hydride.  Furthermore, 

Leitch et al. [40] studied the elastic-plastic accommodation energy generated by the formation of 

plate-shaped hydride by using finite element models. Due to the lack of accurate stress-strain 

relation of hydrides, they used an elastic/perfectly plastic model for both the zircaloy matrix and 

hydride inclusion. Moreover, their assumption that the yield stress is the same for both phases 

does not hold at low temperatures [21].   

In this research, nanoindentation and nano-scale impact techniques were used to obtain the 

constitutive relation of δ-hydrides at elevated temperatures. High temperature experiments were 

performed inside a purge chamber, which was filled with nitrogen gas to minimize oxidation 

effects on the sample surface and on the indenter tip. Finite element simulations with an iterative 

algorithm were used to determine the plastic stress-strain curves of δ-hydride. Then a power law 

viscoplastic model was fitted to the data in order to describe the elastoplastic response of δ-

hydride. Based on the global tensile stress reported by Shi et al. [39], the fracture strength of 

hydride was predicted by using finite element method (FEM) simulations. Furthermore, the 

ductile to brittle transition of the hydrided zircaloy structure has also been studied. 

2.2 Experimental Setup 

2.2.1 Sample Preparation 

A recrystallization annealing (RXA) zircaloy-4 sheet from ATI Specialty Alloys and 

Components was used for this study. The chemical composition is shown in Table 6, which is 

very similar to the ASTM Standards B353-12 [41].  

Table 6. Chemical composition of the as-received zircaloy 4 samples. 

Elements O Sn Fe Cr Al Cu Ni Zn Ca 

Weight% 1.7 1.1 0.2 0.1 0.009 0.007 0.002 0.002 0.001 

 

To minimize residual stresses, electrical discharge machining was used to cut specimens from 

the RXA zircaloy-4 sheet. Figure 12 (a) shows the dimension of the square sample. The 
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dimensions of the sample were determined to be 1.2cm × 1.0cm. Figure 12 (b) shows the 

microstructure of the as-received zircaloy-4 sample obtained via scanning electron microscopy 

(SEM).   

 

  

Figure 12. (a) Dimensions of the zircaloy-4 sample, (b) SEM back-scattered electrons image of 

the as-received zircaloy microstructure. 

 

Two separate polishing steps were performed on the sample, (1) polishing the front surface 

of the sample to perform hydrogen charging, and (2) polishing the cross-section of the sample to 

perform nanoindentation and nano-scale impact experiments. Mechanical polishing with 600, 

1000, 1200, and 2000 grade SiC papers, and 1 μm SiC suspension was performed for the front 

surface of the sample. A thin Ni film (~300 nm) was then coated onto the polished surface of 

specimens by using the chemical vapor deposition technique, to enhance the hydrogen charging 

process and achieve desired near-surface hydride morphology [42]. Samples were heated up to 

400 ˚C in a Sievert-type apparatus gas charging system to perform the hydrogen charging, and 

further details of the charging process can  be found in literature [14, 43]. The samples remained 

in stress-free environment during the whole charging process, and the hydrogen concentration in 

these samples was calculated to be near 1200 weight part per million (wppm) post charging. To 

observe the hydride morphology, the sample was mounted in an epoxy holder with the cross-

section exposed, as shown in Figure 13 (a). Then the cross-section was polished by using a 

mechanical polisher with 600, 1000, 1200, and 2000 grade SiC sheets, and 1 μm SiC suspension 

solution respectively. Finally, as the finishing step, a vibratory polisher with 0.05 μm colloidal 

silica suspension solution was used to obtain satisfactory sample surface condition. The sample 
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was etched with an acid solution of DI water, sulfuric acid, nitric acid, and hydrofluoric acid 

with a volume ratio of 10:10:10:1 for 5s to observe the hydride morphology by using optical 

microscopy. Figure 13 (b, d) depict optical microscope images of the cross-section of a hydrided 

zircaloy sample prepared using the above described method. Near the Ni coating surface, a 

hydride rich rim/blister structure was observed. The thickness of the hydride rim/blister structure 

was measured as 70 μm, as shown in Figure 13 (b). Figure 13 (c) shows more details of the near-

surface hydride rim/blister structure. Underneath the hydride rim/blister layer, smaller hydride 

precipitates evenly distribute in the zircaloy-4 matrix with random orientations, as shown in 

Figure 13 (d). Figure 13 (e, g) show the electron backscatter diffraction (EBSD) microstructure 

characterization of hydride rim/blister layer and zircaloy matrix respectively. Large equiaxed 

grains can be observed in zircaloy matrix, as shown in Figure 13 (g), while in the hydride 

rim/blister layer, all equiaxed zircaloy grains transfer to the lamellar zircaloy hydride grains, as 

shown in Figure 13 (e). Figure 13 (f, h) show the phase maps corresponding to Figure 13 (e, g) 

respectively. The δ-hydride is colored as green and the α-zircaloy matrix is colored as red. The 

volume fraction of δ-hydride is about 95% in the hydride rim/blister layer. 

 

 

Figure 13. Optical microscope images of the hydrided zircaloy-4 sample, (a) the cross-section of 

a hydrided zircaloy-4 sample, (b) hydride morphology near the Ni coating surface, (c) near-

surface high-density hydride rim/blister layer, (d) uniformly distributed hydrides in the zircaloy-

4 matrix; (e)-(f) EBSD orientation map and phase fraction map of the hydride rim/blister layer, 

(g)-(h) EBSD orientation map and phase fraction map of the zircaloy matrix with individual 

hydride precipitates. 
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2.2.2 Nano-indentation Experiments 

A multi-functional nanomechanical platform (Micro Materials Ltd., UK) [44-46] was used 

to perform all nanoindentation and nano-scale impact experiments at three different temperatures: 

room temperature (RT), 150˚C, and 300˚C. The platform sits inside a purge chamber, as shown 

in Figure 14 (a). During high temperature tests, the air inside the purge chamber was replaced by 

nitrogen (99.99% purity) to avoid any oxidation effects on sample surface and indenter tip. An 

oxygen meter (GREISINGER GOX-100) was used to monitor the oxygen concentration inside 

the purge chamber, and the oxygen concentration was maintained below 0.1% for all high 

temperature tests. When performing high temperature nanoindentation and nano-scale impact 

experiments, the indenter and the sample are required to be maintained at the same temperature 

to reduce the thermal drift effect. As a consequence, thermocouples were used for monitoring 

and controlling temperatures on the sample surface and the indenter tep. Other parts of the setup 

were maintained at room temperature via utilization of an insulated shield (see Figure 14 (b)). 

Due to the small size of the hydride precipitates, a spherical diamond indenter with a radius 

of 0.7μm was used for experiments. The indenter tip geometry was calibrated under SEM, and a 

detailed description is provided in section 2.2.4. The room temperature machine compliance was 

calibrated on a fused silica sample as 0.27 nm/mN, and the high temperature machine 

compliance was calibrated on a sapphire sample as 0.40 nm/mN and 0.52 nm/mN for 150˚C and 

300˚C, respectively. The indentation size effect of hydride was tested at RT to determine the 

peak load used for experiments. Figure 14 (c) shows the nano-hardness of hydrides as a function 

of the indentation depth. As shown, the indentation size effect of hydride ends at about 100nm. 

Therefore, a load of 3 mN with a loading/unloading rate of 0.15mN/s was used to carry out the 

experiments. Figure 14 (d) shows typical indentation curves on hydrides with a peak load of 

3mN and a 5s dwelling period at different temperatures. The minimum indentation depth is about 

200nm at RT, which avoids the indentation size effect of hydride. Twelve indents were 

performed on the hydride rim/blister layer at each temperature. 
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Figure 14. (a) The nanoindentation platform inside a purge chamber, (b) schematic of the high 

temperature nanoindentation setup, (c) analysis of the indentation size effect on hydride at RT, (d) 

representative indentation curves on hydride at different temperatures. 

 

 

Following the Oliver and Pharr method, the Young's modulus and nano-hardness were 

obtained  from the analyses of indentation load-depth curves [47].  

 
Er =

√π

2

S

ac
, (38)  

 
H =

Pmax

ac
. (39)  

In Eq. (38), S=dP/dh denotes the slope of the initial unloading portion of a load-displacement 

curve (also known as the elastic stiffness), ac  is the projected area of the indentation at the 

contact depth, and Pmax is the maximum applied load. Er is the reduced modulus, and can be 

expressed as shown in Eq. (40), 

 1

Er
=

1 − vs
2

Es
+

1 − vi
2

Ei
. (40)  
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In Eq. (40), E and ν are the Young’s modulus and the Poisson’s ratio, respectively. The subscript 

i and s stand for the indenter and the specimen, respectively. Typically, Ei = 1141 GPa and vi =

0.07 are used for a diamond indenter [48]. Moreover, Field et al. [49] reported the use of the 

stress-strain curve obtained from a nanoindentation for understanding material behavior at the 

microscale. The nanoindentation stress-strain in this study was obtained by using equations 

proposed by Kalidindi et al. [50]. 

 
σind =

P

πac
2

, εind ≈
he

2.4ac
. (41)  

In Eq. (41) and Eq. (42), P is the applied load, and he is the elastic depth, which was calculated 

from the load and the elastic stiffness [51]. 

 
he =

3

2

P

S
 . (42)  

Eq. (43) shows the relationship between the contact depth and contact area. 

 
hc = h −

1

2
he;  ac = √2hcR − hc

2, (43)  

In Eq. (43), h is the total depth, hc is the contact depth, and R is the radius of the indenter.  

 The nanoindentation stress-strain data from experiments was considered as the quasi-static 

response of the material, the strain rate was determined to be around 0.01 s-1. To obtain accurate 

stress-strain curves from nanoindentation, an important step is to perform the zero 

load/displacement correction, which helps to find the effective contact point and eliminates any 

artifacts created by unavoidable surface condition. At the initial elastic loading stage, a linear 

regression analysis was performed to obtain an effective zero load/displacement point [50]. The 

stiffness for a spherical indentation can be written as shown in Eq. (44). 

 
S =

3(P − P∗)

2(h − h∗)
. (44)  

In Eq. (44), P, h, and S are the measured load, displacement, and stiffness signal in the initial 

elastic loading stage, and P* and h* denote the load and displacement values at the actual contact 

point. Eq. (44) can be rearranged and plotted as P −
2

3
Sh versus S, (see Figure 15 (a)) with the 

linear portion of the slope and intercept representing −
2

3
ℎ∗  and 𝑃∗ , respectively. As a 
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consequence, the actual load and displacement signal can be obtained via a linear regression 

analysis, and the corrected nanoindentation stress-strain curve are calculated, as shown in Figure 

15 (b).  

 

 

Figure 15. (a) The linear regression analysis for the zero load/displacement correction, (b) 

comparison of indentation stress-strain curve without and with the zero load/displacement 

correction. 

2.2.3 Nano-scale Impact Experiment 

 In order to obtain the elastoplastic response of the δ-hydride at higher strain rates, nano-

scale impact tests were performed on the same platform. The schematic setup of pendulum is 

shown in Figure 16 (a).  Before each impact, the pendulum was pulled at both ends, with the pre-

defined force applied by the electromagnet at the top and the solenoid at the bottom. At impact, 

the solenoid releases the pendulum, and the indenter accelerates under the electromagnetic 

loading until it collides with the sample. The load that was applied to the pendulum was pre-

defined as 0.2mN and remained constant during the whole impact. The displacement history of 

the indenter revealed information on strain rate, strain, and stress during the impact. 
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Figure 16. (a) The nanoindentation and nano-scale impact setup, (b) representative indenter 

displacement (blue curve) and velocity (red curve) history from a nano-scale impact test. 

 

A typical displacement (blue curve) versus time history during the first penetration cycle is 

shown in Figure 16 (b). The sample surface is defined as zero displacement position, and 

positive displacement means penetration into sample. Since the indenter was pulled away from 

the sample surface before the impact, displacement starts from negative. The maximum 

penetration depth (hmax ) can be identified directly form the displacement history, and the 

indenter velocity (red curve) was obtained by taking first order time derivative to the 

displacement curve. The indenter is accelerated until it collides with the sample, and as a 

consequence, the maximum of the velocity trace is the initial contact velocity (Vin).  After 

contact, the indenter decelerates and bounces off the sample surface. Post deceleration and 

bouncing off sample surface, the indenter is re-accelerated via electromagnetic loading. Hence, 

the residual depth (hres) can be identified correlating to the minimum of the velocity trace. 

Although, the strain rate varies during the impact process, an average strain rate can be 

approximated by using Eq. (45) [52],    

 ε̇ ≈
Vin

hmax
, (45)  

The strain rate in the nano-scale impact experiments determined by using Eq. (45) approached 

300 s-1. The strain calculation is same as Eq. (41), while the stress calculation was slightly 

different. In the stress calculation, the indenter load P is replaced by an effective force [53], 
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 σ = Feq πac
2⁄ , (46)  

In Eq. (46), Feq is the effective force during the impact penetration, and according to energy 

conservation principle, Feq can be calculated with Eq. 10 [54],   

 
∫ Fdh

hres

0

= Feq ∙ ∆h =
m(Vin

2 − Vout
2 )

2
, (47)  

In Eq. (47), m is the effective mass of the pendulum, which was calibrated by dynamic hardness 

tests on a quartz sample at room temperature as 48g. Furthermore, the stress-strain data of both 

indentation and nano-scale impact were fitted by using the power law viscoplastic constitutive 

model, and ten impact experiments were performed on the hydride rim/blister layer at each 

temperature [55]. 

2.2.4 Indenter Tip Geometry 

Since both the nanoindentation stress and strain depend on the contact area of the indenter, 

characterizing indenter tip radius and curvature is very crucial to obtain the accurate stress-strain 

curves from nanoindentation tests. The topography of the indenter tip was obtained by a SEM 

microscope, as shown in Figure 17 (a).  

 

 

Figure 17. (a) SEM image of the indenter tip with a radius of 0.7 μm. (b) Theoretical model of a 

conical indenter with a worn spherical tip [56]. 
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The indenter used was a rigid conical-spherical indenter. Figure 17 (b) shows the spherical part 

of the indenter which is defined at the apex of the conical indenter. The radius R of the spherical 

part is calculated from the tip defect ht and the cone angle φ, using the following Eq. (48) [56], 

 

 
R =

ht

1
sin φ

− 1
. 

(48)  

The transition depth hs  between the spherical and the conical parts of a conical-spherical 

indenter, was calculated using Eq. (49), and the contact area, ac, was calculated using Eq. (50), 

 hs = R(1 − sin φ). (49)  

 ac =  √2Rhc − hc
2   for   hc ≤ hs, 

ac = (ht + hc) tan φ   for   hc ≥ hs. 

(50)  

The indenter parameters obtained via assessment of SEM image is detailed in Table 7. The 

indenter parameters were also used to analyze experimental data and create the indenter part in 

the FEM model. 

Table 7. Indenter geometry parameters 

φ ℎ𝑡 (µm) ℎ𝑠 (µm) R (µm) 

46 0.271 0.194 0.688 

2.3 Numerical Method 

2.3.1 Finite Element Model For Nanoindentation 

An axisymmetric finite element model was created in the ABAQUS v6.14 program to 

reproduce load-displacement curves of nanoindentation experiments, and isotropic material 

properties have been used in current model. The Poisson’s ratio for the zircaloy-4 matrix and δ-

hydride used in the FEM model are 0.342 and 0.37 respectively [37, 57]. Since both the elastic 

modulus and the hardness of δ-hydride are much smaller than diamond (less than 10%), the 



 

 

58 

indenter can be modeled as an analytical rigid object [58]. The model geometry is shown in 

Figure 18 (a), and the geometry of the indenter was determined based on the SEM image 

assessment (see Figure 17). The size of the matrix is 10μm × 10μm, and a partition area of 

2μm × 2μm  was created to refine the mesh near the indentation site. The depth of the 

indentation was less than 0.5 µm, and as a consequence, the bottom side of the matrix is not 

affected by the indentation, which was fixed in both x and y direction. The left side along the 

symmetric axis, is fixed in x direction and allowed to move freely in y direction. Furthermore, a 

displacement-controlled boundary condition was used in nanoindentation simulations to 

calculate the reaction force which is then compared to the experimental load-displacement curves. 

The friction between the indenter and the material was neglected as a consequence of indenter 

penetration depth being small [33]. The two dimensional (2-D) non-linear geometry and the 

finite sliding contact hypothesis was also used for all the simulations. A reduced integration 

scheme was then applied in the region far from the contact point to reduce computational costs. 

The minimum size of the element at the contact region was set to 10 nm. Figure 18 (b, c) shows a 

typical stress distribution and plastic strain field around the indenter during an indentation test.  

 

 

Figure 18. (a) Geometry and boundary conditions for the nanoindentation FEM model. (b) Stress 

(GPa) distribution during a nanoindentation test. (c) Plastic strain field during a nanoindentation 

test. 
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2.3.2 Iteration Algorithm 

The stress state in the material under a nanoindenter is very complicated. Hence, the stress-

strain relation obtained from nanoindentation tests are considered as effective ones. It is known 

that the stress-strain relation obtained from nanoindentation experiments generally overestimate 

material strength in comparison to the relations obtained from macroscale tests. In this work, an 

iteration algorithm proposed by Rengel, et al. [33] was used to correct the effective stress-strain 

relation for the material. Experimental load-displacement curves produced from nanoindentation 

tests were reproduced by using the FEM simulations and the iterative algorithm in tandem. As a 

consequence, the stress-strain relation used in the FEM simulations is considered as the true 

effective stress-strain relation for the material. The original iteration algorithm performs the 

correction in a pointwise fashion, and the correction at a certain strain is based on the difference 

between load-displacement curves at the corresponding displacement point. Hence, the 

correction amount at different strain is different, and over-correction tend to occur when a large 

difference is present between the experimental and FEM predicted load-displacement curves. To 

mitigate this issue, modifications were made on this iteration algorithm by replacing the 

pointwise correction with an averaged correction ratio.  

By using the stress-strain curve obtained from nanoindentation tests, the first iteration load-

displacement ( P1 - h1 ) curve was obtained from the FEM simulation. Comparing with the 

experimental data (Pexp-hexp), the new stress-strain data can be determined in an iterative fashion 

using Eq. (51). 

 
σi+1(ε) =  δ ∙ σi(ε) ∙

1

n
∑

Pexp(dj)

Pi(dj)

n

j=1

+ (1 − δ) ∙ σi(ε). 
(51)  

In Eq. (51), d is the displacement, δ is a parameter that changes linearly from 0.4 to 1 in 10 

iterations, and is dependent on the current iteration number, ε is the effective plastic strain that 

corresponds to the value of displacement, and n is the total number of data points on the 

experimental load-displacement curve. Additionally, the relation between ε and d can be 

established by using Eq. (52) and Eq. (53), 

 t =  
d − dmin

dmax − dmin
 , (52)  
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 ε = εmax ∙ tα . (53)  

In Eq. (52) and Eq. (53), t is the interpolation parameter varying in the range (0,1), dmax is the 

maximum displacement value, dmin is the displacement value where the stress-strain curve 

separates approximately from initial experimental one, and α is an exponent equal to 1 in this 

study. More information about parameters in this iteration algorithm is detailed by Rengel et al. 

[33] elsewhere. Since isotropic material properties has been assumed in FEM simulations, the 

converted stress-strain relation should be considered as an isotropic effective stress-strain 

relation. The converted effective stress-strain curve also provides other important information 

(such as yield stress, hardening exponent, etc.)  about the material. 

2.3.3 Viscoplastic Power Law Model  

Depending on the type of stress, the stress-strain behavior of hydride can be identified by 

two different correlations [59]. Before yielding, Eq. (54) representing Hooke’s law was used to 

describe the elastic deformation; whereas,  

 σ = ε ∙ E. (54)  

After yielding, a power law model proposed by Fields et al. [55] was used to describe the plastic 

deformation (see Eq. (55)). Since this model accounts for the strain-hardening and the strain rate 

sensitivity, it has been widely used to describe the viscoplastic behavior in different materials, 

 
σ = Kεn (

ε̇

ε̇0
)

m

= Kεn(ε̇∗)m. (55)  

In Eq. (18), K is the strength coefficient, n is the strain hardening exponent, m is the strain rate 

exponent, and 𝜀0̇ is the reference strain rate, which is considered as 1 s-1 in this study. Following 

the method proposed by Tsai et al. [60], these material parameters can be determined by 

assuming an effective viscoplastic stress-strain curve in the form, as shown in Eq. (56),  

 σ = A ∙ εn. (56)  

In Eq. (56), A is presented as a function of the effective plastic strain rate 𝜀̇∗, 
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 A = K(ε̇∗)m. (57)  

By linearly fitting the obtained nanoindentation and nano-scale impact stress-strain data on the 

log–log scale by using Eq. (56), the values of A and n can be determined as the intercept and the 

slope respectively. Additionally, via Eq. (57), the parameters K and m can be determined in a 

similar fashion. Once the parameters K, n, and m are determined, material behavior at different 

strain rates can be predicted. The yield stress is given as the non-zero intersection of Eq. (54) and 

Eq. (55), which can be written as Eq. (58), 

 σy = [
K

En
(ε̇∗)m]

1
1−n

. (58)  

2.3.4 Finite Element Model For Hydride Cracking  

The Fracture strength of hydride estimated via the FEM models in this study was based on 

the global tensile fracture stress reported by Shi et al. [39]. A 2-D axisymmetric FEM model was 

created in the ABAQUS v6.14 program to calculate the stress in a single hydride precipitate at 

crack initiation. Figure 19 (a) shows the dimension of the simulation domain. The width of 

simulation domain was fixed as 20μm, and the height was set as 1.5L, where L is the length of 

the hydride precipitate. The hydride precipitate was modeled in an oblate spheroid shape with a 

fixed thickness of 3 μm. The length of the hydride varies from 20 μm to 160 μm, and a uniaxial 

tensile loading was applied on the top edge of the domain during deformation. The left edge was 

modeled as the central axis and fixed in the x direction, the bottom edge was fixed in the y 

direction. Triangular element (CAX3) with a size of 0.2μm was used in the hydride phase. 

Quadrilateral element (CAX4) was used in the zircaloy-4 matrix phase, the maximum element 

size was 1μm at edges of the domain. Both the hydride and the zircaloy-4 matrix were 

considered as isotropic materials, and the viscoplastic constitutive relation obtained in current 

work was input as material properties of the hydride phase. Additionally, the model proposed by 

Geelhood et al. [59] was used as the elastoplastic material properties of the zircaloy-4 matrix. 

The Poisson’s ratio for the zircaloy-4 matrix and δ-hydride used in the FEM model are 0.342 and 

0.37 respectively [37, 57]. 

Formation of δ-hydride precipitates in a zircaloy matrix leads to generation of misfit strains 

(a consequence of volume expansion), and for a δ-hydride plate lying on near-basal planes, the 
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volume expansion was estimated to be 17.2% [61]. In current FEM model, the misfit strain 

distribution was implemented isotopically, and the misfit strain was distributed equally in 

different directions as 0.054 [40]. The misfit strain was modeled with a pre-defined field prior to 

tensile loading, and Figure 19 (b, c) shows the stress field and equivalent plastic strain field 

induced by isotropic misfit strain distribution. The FEM model was used primarily to assess the 

variation in fracture strength of the δ-hydride with respect to (1) hydride length, and (2) different 

temperatures (RT, 150˚C, and 300˚C). 

 

 

Figure 19. (a) Geometry and boundary conditions for the hydride cracking FEM model. (b) 

Stress field (kPa) induced by isotropic misfit strain distribution, (c) equivalent plastic strain field 

induced by isotropic misfit strain distribution. 

2.4 Results and Analyses  

2.4.1 Elastic Modulus And Nanoindentation Hardness   

The elastic modulus was calculated from measured reduced modulus by using Eq. (40). As 

shown in Figure 20 (a), the elastic modulus of δ-hydride was measured as 91.65±4.35 GPa, 

87.11±4.54 GPa, and 78.72±4.88 GPa (mean ± standard deviation) at RT, 150˚C, and 300 ˚C, 

respectively. The elastic modulus of δ-hydride decreases at elevated temperatures, and this trend 

corroborates with the findings from other researchers [34, 35, 37]. Additionally, the elastic 

modulus is observed to drop by 14% as temperature increases to 300 ˚C. Figure 20 (b) shows the 

nanoindentation hardness of δ-hydride, which was measured as 4.02±0.21 GPa, 2.71±0.19 GPa, 
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and 1.60±0.13 GPa at RT, 150˚C, and 300 ˚C, respectively. The nanoindentation hardness of δ-

hydride decreases as a function of increasing temperature, and is corroborated with the findings 

from other researchers [34, 37]. Table 8 details the reported mechanical properties of δ-hydride 

from different nanoindentation tests. The large variations observed in both elastic modulus and 

nano-hardness in Table 8, may be attributed to influences from different sample preparation 

methods and indenters used. More importantly, some works used very small nanoindentation 

loads without considering the indentation size effect [36].  

Eq. (59) details the empirical relationship that can be used to calculate the yield stress of a 

material from the nanoindentation hardness [62], 

 H = c ∙ σy. (59)  

In Eq. (22), c is a constrain factor, and a value of 5.04 reported by Kese et al. [35] was used in 

this study to relate the nanoindentation hardness to the yield stress of δ-hydride. The right axis of 

Figure 20 (b) shows the yield stress of δ-hydride estimated by using Eq. (59). The estimated 

yield stress is very close to values reported from other experimental methods, such as 

compression tests on bulk hydrides [13], micro-cantilever fracture tests [21], and micro-pillar 

compression tests [20]. 

 

 

Figure 20. Material properties of δ-hydride under different temperatures: (a) elastic modulus, (b) 

nanoindentation hardness (left axis) and yield stress (right axis). 
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Table 8. A comparison of elastic modulus and nano-hardness of δ-hydride reported in literatures. 

  Young's modulus (GPa) Nano-hardness (GPa) Test Method 

25˚C 150˚C 300˚C 25˚C 150˚C 300˚C 
 

Siddharth et al. [34]  133.18 115 100 4.6 3 2.1 Nanoindentation 

Cinbiz et al. [37] 97.46 96.4 95 4.1 3 2.8 Nanoindentation 

Kese et al. [35] 115 109 106 5.3 5.2 5.3 Nanoindentation 

Rico et al. [9] 92 - - 2 - - Nanoindentation 

Evans et al. [36] 155 - - 4.6 - - Nanoindentation 

Rengel et al. [33] 99 - - 4.5 - - Nanoindentation 

Menibus et al. [63] 80-95 - - 5.8 - - Nanoindentation 

Pan et al. [64] 90-100 87-95 80-90 - - - Internal Friction 

Puls et al. [13] 80-95 - - - - - Compression 

Chan et al. [21] 80-85 - - - - - Micro Cantilever 

2.4.2 Correction For Plastic Stress-Strain Curve 

As described in section 2.3.2, the stress-strain relation can be obtained from the loading part 

of the nanoindentation load-displacement curve. For example, Figure 21 shows the analysis of 

the 150 ˚C nanoindentation data. Figure 21 (a) depicts the loading part of load-displacement 

curves with both mean (black curve) and variations (red shadow), and Figure 21 (b) shows the 

corresponding nanoindentation stress-strain curve calculated from the load-displacement curve in 

Figure 21 (a).  

By using the FEM model and iteration algorithm described in sections 2.3.1 and 2.3.2, 

corrections can be performed to reveal the true stress-strain relationof the hydride phase. By 

inputting the stress-strain relation obtained from nanoindentation tests to the FEM model, a 

predicted load-displacement curve was obtained. Additionally, based on the difference between 

the predicted curve and the actual load-displacement curve from experiments, a new stress-strain 

curve was calculated using Eq. (14). A Matlab script was programed to run FEM simulations and 

perform iterations (detailed in sections 2.3.1 and 2.3.2) automatically. Figure 21 (c, d) depicts the 

evolution of the load-displacement curves and plastic stress-strain curves at different iterations. 

Red curves are the load-displacement curve and the plastic stress-strain curve obtained from 

experiments; while, gray curves are outputs from FEM simulations at each iteration step. The 

black arrows in Figure 21 (c, d) shows the changing directions of these curves during iterations. 

After performing 8 iterations, the FEM predicted load-displacement curve perfectly matches with 

the experimental one. The yield stress of δ-hydride after correction is nearly 500 MPa at 150˚C, 
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and is very close to the value estimated from nanoindentation hardness experiments. Similar 

analyses were performed on the test data at RT and 300 ˚C. 

 

 

Figure 21. 150˚C experimental data and analysis, (a) nanoindentation load-displacement curve 

with mean (black curve) and variations (red shadow) of δ-hydride, (b) nanoindentation stress-

strain curve of δ-hydride, (c) evolution of load-displacement curves during iterations, (d) 

evolution of plastic stress-strain curves during iterations. 

2.4.3 Power Law Model Fitting 

The stress-strain relation from nanoindentation and nano-scale impact tests were fitted by 

using the power law viscoplastic model detailed in section 0. Figure 22 shows the linear fitting of 

RT experimental data which was used to determine the model parameters. A linear regression 

analysis was performed on the plastic portion of the nanoindentation stress-strain curve (see 

Figure 22 (a)). Furthermore, the slope and y-axis intercept from the line regression analysis 

reveals the strain hardening exponent n and log(A) at 𝜀̇ = 0.01s-1, respectively. Figure 22 (b) 

depicts the linear regression analysis for nano-scale impacts, and the intercept with y-axis is 

log(A) at 𝜀̇ = 300s-1. Additionally, repeating the linear regression analysis on log(A) vs. log(ε̇) 
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(see Figure 22 (c)), assists in determining the strain rate exponent m (slope) and log(K) (y-axis 

intercept), respectively. 

 

 

Figure 22. Linear fitting process to determine parameters for the power law model: (a) 

nanoindentation data, (b) nano-scale impact data, (c) Log(A) vs. Log(𝜀̇). (d) The strength 

coefficient K as a function of temperature, (e) the strain hardening exponent as a function of 

temperature, (f) the strain rate exponent m as a function of temperature. 

 

Similar assessments were performed on the test data at 150˚C and 300˚C, and the power law 

viscoplastic model parameters (k, n, and m) determined in this study is summarized in Table 9. 

Figure 22 (d - f) show the changes in trend of K, n, and m at different temperatures. Figure 23 (a) 

shows the comparison between fitted power law viscoplastic model (dashed lines) and 

experimental results (dotted symbols). The graph reveals that the yield stress at elevated 

temperatures match with values estimated from nanoindentation hardness tests. Figure 23 (b) 

shows the comparison between experimental (solid lines) and FEM simulated (dash lines) load-

displacement curves at different temperatures. Since creep properties were not measured in 

current study, the dwelling time in FEM simulation is set as zero. Unloading initiates 

spontaneously when the maximum load was reached. As shown in Figure 23 (b), the FEM 

simulation results agree well with experimental results. 



 

 

67 

 

 

Figure 23. (a) Stress-strain response of δ-hydride at RT (black), 150˚C (blue), and 300˚C (red), 

(b) experimental and simulated load-displacement curves at different temperatures. 

 

Table 9. Viscoplastic material parameters for δ-hydride 

 K (GPa) 𝑛 𝑚 

RT 1.577 0.143 0.012 

150˚C 1.002 0.135 0.012 

300˚C 0.631 0.122 0.013 

2.4.4 FEM Simulation For Hydride Cracking 

FEM simulations calculated hydride fracture strength in the current study was compared to 

the global tensile stresses reported by Shi et al. [39]. Figure 24 (a) shows the relation between 

hydride fracture strength vs. hydride length at RT, and tensile stresses vs. hydride length reported 

by Shi et al. [39]. Shi et al. [39] reported the following: (1) when the hydride length is smaller 

than 80μm, the fracture strength of hydride decreases linearly, and (2) when the hydride length is 

larger than 80μm, the fracture strength remains as a constant. Interestingly, the FEM simulations 

on hydride cracking in the current study corroborates the findings reported by Shi et al. [39]. The 

model used in this study clearly shows the following: (1) when the hydride length is larger than 

80μm, the hydride fracture is constant (~1030MPa). (2) The fracture strength increases as 



 

 

68 

hydride length decreasing. (3) The maximum fracture strength is nearly 1070MPa. Furthermore, 

it should be noted that the variation of the fracture strength with respect to hydride length is 

relatively small, (~40MPa), and the fracture strength of hydride at room temperature was 

determined to be ~1030MPa. In conclusion, the fracture strength of the hydride (at room 

temperature) determined from this study appears to be in a close proximity to fracture strength 

estimated from micro-scale fracture tests [20, 21]. 

Additionally, the relation between hydride fracture strength and temperature was also 

determined. The hydride length selected for the FEM simulations were 120 μm. From Figure 24 

(b), it is evident that the fracture strength of hydride decreases with temperature increasing. The 

hydride facture strength calculation in the current study is only valid up to 200˚C as a 

consequence of change in the failure mechanisms of the hydrided zircaloy. At temperatures 

above 200˚C, the failure mechanism of hydrided zircaloy structure changes from brittle hydride 

cracking to ductile failure of zircaloy-4 matrix [15, 65]. A linear regression was performed to fit 

the relation between the hydride fracture strength and temperature, which predicts the fracture 

strength is about 400MPa at 300˚C. The tensile strain of the simulation domain at hydride 

fracture is shown in Figure 24 (c), reveals the brittle-ductile transition at a temperature range 

spanning between 100 ˚C and 150˚C. Furthermore, the simulation results on brittle-ductile 

transition in the current study is also corroborated via experimental observations from other 

researches  [66, 67]. 

 

 

Figure 24. (a) Relation between fracture strength and hydride length at room temperature, (b) 

fracture strength of hydride at elevated temperatures, (c) global tensile strain at hydride cracking 

under elevated temperatures.  
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2.5 Discussion 

As shown in Figure 22 (d, e), both K and n decreases as a function of increasing temperature. 

This trend indicates the softening behavior of hydride at high temperatures. In current study, the 

strain rate exponent (m) appeared to remain nearly constant at room and elevated temperatures. 

Furthermore, the lack of information available on the strain rate exponent of hydrides prevented 

the comparison between results from this study and values reported from other test methods. 

Two factors that influence the strain rate exponent values are: (i) dislocation interaction induced 

work hardening; (ii) dislocation annihilation and dislocation offset induced flow softening. At 

low temperatures, the strain rate exponent has small values as a consequence of the dislocation 

pile-up and dislocation tangles, while at higher temperatures, diffusion becomes more dominant 

and facilitates more slip systems to activate. Such changes help the flow softening takes the lead, 

which can offset the effect of work hardening emerging in high strain-rate deformation. For most 

metals, the strain rate exponent increases slowly at low temperatures, and increases rapidly as 

temperature approach more than half the melting temperature [68]. Generally, the strain rate 

exponent can be used to estimate the tensile ductility of materials [69]. As a consequence, the 

strain rate exponent remains as a constant with increasing temperature. Such observed trend 

indicates the lack of change in ductility of hydrides at high temperatures [38]. 

Experiments from Shi et al. [39] revealed that higher stress levels are required to crack small 

hydrides [39]. The FEM simulation from the current study corroborates the observations reported 

by Shi et al. [39]. The variation of fracture strength with respect to hydride length can be 

attributed to the difference of hydride aspect ratio and misfit residue strain level. Understanding 

the ductile to brittle transition mechanism in hydrided zircaloy structures is crucial for 

developing methods to prevent structural failure. The deformation behavior of the ductile 

zircaloy matrix changes comparatively small over the narrow ductile to brittle transition 

temperature range (100~150˚C). Therefore, it has been hypothesized that there may be a rapid 

change in the hydride fracture deformation behavior near the ductile to brittle transition 

temperature [2]. Figure 24 (b) shows that the fracture strength of hydride changes linearly with 

temperature, and there is no rapid change near the ductile to brittle transition temperature. 

Another plausible explanation is the variation of yield stress of hydride and zircaloy matrix. As 

seen in Figure 25 (a), at low temperatures, the yield stress of δ-hydride is significantly higher 

than zircaloy matrix. The resulting mismatch in the work-hardening capability is believed to 
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impose a higher stress in the hydride precipitates before macroscopic plastic deformation of the 

matrix. While, as temperature increasing, the yield stress of hydride drops more rapidly than 

zircaloy matrix and the opposite is observed at the ductile to brittle transition temperature range. 

At temperatures above 200˚C, the yield stress of hydride is observed to be lower than the 

zircaloy matrix. The strain energy may provide more insight into the deformation behavior of the 

structure. Figure 25 (b) depicts the strain energy ratio of both phases at different temperatures. 

As shown, before the transition, hydride phase contributes about 10~12% of the total strain 

energy. The ratio drops rapidly at the transition temperature region, and at 200˚C, the strain 

energy of hydride is less than 1%. The changing trend in Figure 25 (b) indicates that an increase 

in temperature facilitates the zircaloy matrix to dictate the plastic deformation of the structure. 

As a consequence, increase in temperature will result in reduction of tensile stress build up in the 

hydride phase, and inherently diminish the probability of hydride cracking. 

 

 

Figure 25. (a) Yield stress vs. temperature, (b) strain energy ratio vs. temperature. 

2.6 Conclusions 

In this study, a method combining nanoindentation, nano-scale impact, and FEM models was 

developed to obtain a constitutive relation of δ-hydride at elevated temperatures. The 

experimental data was fitted with a power law viscoplasticity model to represent the plastic 

behavior of δ-hydride. Furthermore, a novel approach was used to determine the temperature and 

strain rate dependent constitutive relation of δ-hydride, and a FEM model was developed to 

estimate the failure strength of hydrides at different temperatures. The FEM model also 
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facilitated in providing a better understanding of the ductile to brittle transition mechanism in 

hydrided zircaloy structures. In conclusion, the novel findings of current study are as follows: 

(1) The strength coefficient (K) and strain hardening exponent (n) of hydride decrease with 

increase in temperature. The observed trend indicates the softening behavior of hydride at 

elevated temperatures. 

(2) The strain rate exponent (m) of hydride remains almost as a constant as temperature 

increasing (up to 300˚C). The observed trend indicates the lack of change in ductility of 

hydrides at high temperatures.  

(3) The fracture strength of hydride changes linearly with temperature, and there is no rapid 

change near the ductile to brittle transition temperature range. 

(4) At room temperature, the hydrides possess a higher yield stress than the zircaloy matrix. 

An increase in temperature causes the yield stress of hydride decrease more rapidly than 

that of the zircaloy matrix, the opposite is observed at the ductile to brittle transition 

temperature range. 

(5) The variation of yield stress of the hydride and the zircaloy matrix can be a plausible 

reason for the ductile to brittle transition, and the strain energy ratio reveals that at high 

temperatures (above 200 ˚C), the plastic deformation is dominated by the zircaloy matrix. 

A consequence of plastic deformation being dominated by the zircaloy matrix is the 

reduction in tensile stress buildup and cracking in hydride precipitates. 

Few of the limitations in current study are: (1) only two group tests are available for strain 

rate analysis, and (2) assumption of isotropic material properties for both zircaloy matrix and 

hydride precipitates. As a solution, indenters with larger tip radius can be used to achieve more 

strain rates. Furthermore, future studies involving the combination of EBSD measured grain 

orientation and nano-mechanical experimental methods have been planned, the novel approach 

of combining nanoindentation, nano-scale impact, and FEM simulations provides the first insight 

on viscoplastic constitutive relation of δ-hydride, and warrants the necessity to be a standalone 

study. 
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Abstract 

In this work, a modified Gurson-Tvergaard-Needleman model was used to study the fracture 

behavior of hydrided zircaloy-4 structures. The model accounts the damage effects from both 

precipitate debonding in zircaloy matrix and hydride cracking. The ABAQUS user defined 

subroutine UMAT was used to implement the extended GTN model into ABAQUS/Standard. 

Axial tensile and ring compression tests were studied by using 3D FEM simulations. The 

simulations satisfactorily reproduced experimental stress-strain/load-displacement curves. 

Furthermore, the model successfully predicted the width reduction and the hydride cracking 

porosity at the fracture surface in axial tensile tests. Good agreement between calculated and 

experimental results was also achieved for crack initiation prediction in ring compression tests.  

 

Keywords: Zircaloy, Hydride, Damage, FEM, GTN Model. 
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3.1 Introduction 

Through the life of a fuel rod, there are numerous processes that can potentially impact the 

integration of the cladding. For instance, during transient events in nuclear reactor operations, the 

temperature of cladding increases rapidly up to 600°C and a biaxial stress state is induced in the 

cladding due to the pellet-cladding mechanical interaction (PCMI). The cladding can also be 

damaged during the handling in casks transportation or stress assisted cracking during the long-

term storage. Besides all these processes, the formation of hydrides in cladding during drying 

may be another very important factor to be considered. In high burnup zircaloy claddings, 

hydrogen content can reach up to 600 wppm. Due to the thermal diffusion, even higher hydrogen 

concentration can be observed at the colder outer surface of claddings. Once the solubility limit 

of hydrogen is reached, the dissolved hydrogen will precipitate as second phase hydride platelets. 

Most hydride platelets will form the circumferential oriented rim structure near the outer surface 

of the cladding. While, driven by the hoop stress in the cladding, some hydride platelets may 

precipitate along the radial direction. These hydrides are extremely brittle and may significantly 

degrade the mechanical properties of the cladding, which is known as the hydrogen 

embrittlement effect [1-5].  

In the past few decades, the influence of hydrides on the mechanical properties of nuclear 

fuel cladding has been extensively studied by performing mechanical tests on irradiated and 

unirradiated hydrided cladding samples. Several different failure models were developed to 

predict cladding failure in fuel behavior simulation codes, including critical strain criterion, 

critical strain energy density criterion, and critical strain rate criterion. However, due to the 

complex microstructure evolution and mechanical loading in cladding, these models cannot fully 

represent the PCMI induced cladding failure. Therefore, physical based models have been 

implemented to provide more insights to the material damage and failure mechanisms recently. 

Rashid et al. [6-8] proposed a damage-based multiphase model considering the cladding being 

composed of four different phases, undamaged zircaloy-4 matrix, cracked zircaloy-4 matrix, 

undamaged hydride precipitates, and cracked hydride precipitates. Udagawa et al. [9] used a 

continuum damage model to predict the failure of cladding during the reactivity initiated 

accident (RIA). A stored potential energy function based damage model has been developed to 

describe the damage behavior of zircaloy-4 with arbitrarily orientated hydrides by Chen et al. 

[10]. Gurson model [11] has also been used extensively to simulate the damage and failure 
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process of zircaloy structures. Grange et al. [12] successfully applied the Gurson-Tvergaard-

Needleman (GTN) model to simulate the ductile fracture of hydrided zircaloy-4 sheets at room 

temperature. Williams et al. [13] used the GTN model with isotropic perfect plasticity to 

reproduce the failure of Zr-2.5Nb pressure tube. It has also been used to predict the failure of α-

annealed and β-treated zircaloy-2 and zircaloy-4 by Cockeram et al. [14]. Recently, Saux et al. 

[15] proposed a modified GTN model to simulate the fracture process of zircaloy-4 with 

circumferential hydrides under various loading directions and temperatures.  

In this work, the extended GTN model [15] was used to study the fracture behavior of 

hydrided zircaloy-4 structures. Detailed model description is shown in section 3.2. The 

ABAQUS user defined subroutines UMAT was used to implement the model into 

ABAQUS/Standard. Single element tests were performed in both 2D and 3D to validate the user 

subroutine, which is give in section 3.3. In section 3.4, the model is further applied for 3D FEM 

analysis for axial tensile and ring compression tests. More details of the model, such as partial 

derivatives and consistent tangent moduli formula are given in the Appendix.  

3.2 Model Description  

3.2.1 Pressure Dependent Plasticity Model 

Here, the elastic limit of material is defined by the yield function Φ, which involves the first 

and second invariants of the stress tensor. The yield function can be written as [16-18], 

 Φ(p, q, H𝛼) = 0. (60)  

In Eq. (60), p and q are the hydrostatic pressure and the von Mises equivalent stress respectively, 

which are defined as, 

 p = −
1

3
σii, (61)  

 q = √
3

2
SijSij. (62)  

In Eq. (60), Hα, α=1,2… are the internal state variables, such as hardening and void volume 

friction. The total strain rate can be decomposed into elastic and plastic parts,  



 

 

82 

 �̇� = �̇�e + �̇�p. (63)  

Then, following the Hook’s law, stress tensor can be calculated from the elastic strain, 

 𝛔 = 𝐂: 𝛆𝐞. (64)  

In Eq. (64), C is the fourth order elasticity tensor. In the case of isotropic material, C can be 

written as, 

 𝐂 = 2G𝐉𝐬𝐲𝐦 + (K −
2

3
G) 𝐈⨂𝐈, (65)  

In Eq. (65), K is the bulk modulus, G is the shear modulus, I is the second order identity tensor, 

and 𝐉𝐬𝐲𝐦 is the forth order symmetric identity tensor. 

Considering the associated flow rule, the plastic strain tensor increment direction is normal 

to the yield surface, which can be written as, 

 �̇�p = λ̇
∂Φ

∂𝛔
. (66)  

In Eq. (66), λ̇ is the plastic multiplier, which is a positive scalar factor of proportionality. 
∂Φ

∂𝛔
 

gives the flow direction of the plastic strain tensor increment. 

The last part in the pressure depend plasticity model is a set of equations to describe the 

evolution of internal state variables, which in the form of Eq. (67), 

 Ḣα = hα(ε̇p, σ, Hβ). (67)  

3.2.2 Return Mapping Algorithm and Numerical Integration  

Aravas [18] proposed the backward Euler algorithm formulations for the pressure dependent 

elastoplastic model. In the following, the time step for a variable is indicated by a subscript. 

Variables at current time step t+Δt are evaluated from known quantities from the previous time 

step t. As a convention, the subscript for the current step is omitted. First, the new stress tensor  

can be calculated as, 

  = 𝐂: (𝛆𝐭
𝐞 + ∆𝛆𝐞) = 𝐂: (𝛆𝐭

𝐞 + ∆𝛆 − ∆𝛆𝐩) = 𝐭𝐫 − 𝐂: ∆𝛆𝐩. (68)  
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In Eq. (68), tr is called the trial stress or the elastic predictor, which is calculated by taking the 

total strain increment as elastic, 

 𝐭𝐫 = 𝐂: (𝛆𝐭
𝐞 + ∆𝛆). (69)  

Following the associated flow rule, the plastic strain increment can be written as, 

 ∆𝛆𝐩 = ∆λ (
∂Φ

∂q

∂q

∂𝛔
+

∂Φ

∂p

∂p

∂𝛔
) = ∆λ (

∂Φ

∂q
𝐧 −

1

3

∂Φ

∂p
𝐈). (70)  

In Eq. (70), 𝐧 is a normality tensor parallel to the deviatoric stress, 𝐧 = 3𝐒/2q. Now, two new 

variables can be defined, as shown in Eq. (71) and (72), 

 ∆εq = ∆λ
∂Φ

∂q
, (71)  

 ∆εp = −∆λ
∂Φ

∂q
. (72)  

By eliminating ∆λ, Eq. (71) and (72)can be combined as Eq. (73), 

 
∆εq

∂Φ

∂q
+ ∆εp

∂Φ

∂q
= 0. (73)  

Then the new stress tensor  can be rewritten as, 

 
 = 𝐭𝐫 − (2𝐆𝐉𝐬𝐲𝐦 + (K −

2

3
G) 𝐈⨂𝐈) : (∆εq𝐧 +

1

3
∆εp𝐈) 

= 𝐭𝐫 − 2G∆εq𝐧 −
𝟐

𝟑
G∆εp𝐈 − (K −

2

3
G) ∆εp𝐈 

= 𝐭𝐫 − 2G∆εq𝐧 − K∆εp𝐈 

(74)  

The stress can be split into deviatoric and hydrostatic parts, 

 𝑺 = 𝑺𝐭𝐫 − 2G∆εq𝐧, (75)  

 𝑝 = 𝑝tr + 𝐾∆εp. (76)  

It is also clear that the trial deviatoric stress has the same direction with the deviatoric stress, 𝐧 =

3𝐒/2q = (3𝑺𝐭𝐫)/(2qtr ). The von Mises equivalent stress can be updated as, 
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 𝑞 = 𝑞tr + 3𝐺∆ε𝑞. (77)  

Now the evolution of the stress tensor and internal state variables of the pressure depend 

plasticity model can be obtained by solving following non-linear equations, 

 
∆εq

∂Φ

∂q
+ ∆εp

∂Φ

∂q
= 0, (78)  

 Φ(p, q, H𝛼) = 0, (79)  

 𝑝 = 𝑝tr + 𝐾∆εp, (80)  

 𝑞 = 𝑞tr + 3𝐺∆ε𝑞, (81)  

 ΔHα = hα(∆εp, ∆ε𝑞 , p, q, Hβ). (82)  

These non-linear equations by Newton-Raphson method. According to the work of Aravas [18] 

and Zhang et al. [19, 20], ∆εq and ∆εp are chosen and solved as primary unknowns. Eq. (78) and 

(79) can be solved by using the reduced form of the Newton-Raphson equations after performing 

Taylor series expansion, as given in Eq. (83) and (84), 

 A11cp + A12cq = b1, (83)  

 
A21cp + A22cq = b2. 

(84)  

Here, Aij and bi are given in Appendix 2. Eq. (83) and (84) are solved for cp and cq, which are 

correctors for ∆εp  and ∆εq  respectively. Then, the values of ∆εp  and ∆εq  can be updated by 

using Eq. (85) and (86), 

 ∆εp = ∆εp + 𝑐𝑝, (85)  

 ∆ε𝑞 = ∆ε𝑞 + 𝑐𝑞. (86)  

Then p, q, and ΔHα can be updated based on the values of ∆εq and ∆εp by using Eq. (80)-(82). 
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3.2.3 Derivation of The Consistent Tangent Moduli  

To solve non-linear rate-independent elastoplastic problems, Newton’s method with an 

incremental iterative solution procedure is used. At each time step, the non-linear problem is 

linearized and solved, which requires the tangent stiffness matrix of the structure. Typically, in 

FEM, this tangent stiffness matrix is computed from the consistent tangent moduli (CTM) of the 

material, which is obtained by differentiating the incremental constitutive relation with respect to 

the total incremental strain (∂Δ𝛔/ ∂∆𝛆). It has been shown  that the CTM guarantees the 

quadratic rate of asymptotic convergence of Newton iterative solution schemes [21, 22]. Zhang 

et al. [19, 20] derived an explicit CTM formula for Euler backward algorithm by separating the 

hydrostatic and deviatoric components. Details of the derivation are given below. 

The deviatoric part of the stress tensor is, 

 𝐒 = 𝐒tr − 2G∆𝛆D
p

, (87)  

In Eq. (87), 𝐒tr is the deviatoric part of the trial stress tensor, ∆𝛆D
p

 is the deviatoric component of 

plastic strain increment. Rearranging Eq. (87), it becomes, 

 
𝐒tr = (1 +

3G

q
∆εq) 𝐒 = 2G𝛆D

𝐭𝐫. (88)  

By taking inner product with itself, Eq. (88) gives, 

 [1 + (
3G

q
) ∆εq] √

𝟑

𝟐
𝐒: 𝐒 = 2G√

𝟑

𝟐
𝛆D

𝐭𝐫: 𝛆D
𝐭𝐫, (89)  

 q + 3G∆εq = qtr. (90)  

Differentiating of Eq. (90) yields, 

 ∂q = ∂qtr − 3G ∂∆εq = 3G [
𝐒tr

qtr
∂𝛆D

𝐭𝐫 − ∂∆εq]. (91)  

By taking the variation of Eq. (87) with respect to all quantities, 
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(1 +

3G

q
∂∆εq) ∂𝐒 + 𝐒

3G

q
(∂∆εq −

∆εq

q
∂q) = 2G ∂𝛆D

𝐭𝐫. (92)  

By substituting Eq. (91) into Eq. (92) and rearranging, Eq. (92) can be rewritten as, 

 ∂𝐒 = (2G
q

qtr
𝐉 +

4G2

qtr
∆εq𝐧 ⊗ 𝐧) : ∂𝛆D

𝐭𝐫 − 2G𝐧 ∂∆εq, (93)  

In Eq. (93), 𝐉 is the fourth order unit tensor. For all cases in which direct strains are defined by a 

kinematic solution, 

 ∂𝛆D
𝐭𝐫 = [𝐉 −

1

3
𝐈 ⊗ 𝐈] : ∂𝛆, (94)  

 ∂p = −K𝐈: ∂𝛆 + K ∂∆ε𝑝. (95)  

By differentiating Eq. (74)  and using Eqs. (93) and (94) , it gives, 

 ∂𝛔 = 𝐙: ∂𝛆 − K𝐈 ∂∆ε𝑝 − 2𝐺𝒏 ∂∆ε𝑞, (96)  

with 

 
𝐙 = 2G

q

qtr
𝐉 + (𝑲 −

𝟐𝑮

𝟑

q

qtr
) 𝐈 ⊗ 𝐈 +

4G2

qtr
∆εq𝐧 ⊗ 𝐧. (97)  

For the general pressure-dependent elastoplasticity model, Aravas [18] proposed the following 

equations, 

 
A11 ∂∆εp + A12 ∂∆εq = (B11𝐈 + B12𝐧): ∂𝛔, (98)  

 
A21 ∂∆εp + A22 ∂∆εq = (B21𝐈 + B22𝐧): ∂𝛔. (99)  

Coefficients Aij and Bij are given in Appendix 3. Now by substituting ∂𝛔 into Eqs. (95) and (96), 

it can be written as, 

 ∂∆εp = (C11𝐈 + C12𝐧): 𝐙: ∂𝛔, (100)  
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 ∂∆εq = (C21𝐈 + C22𝐧): 𝐙: ∂𝛔. (101)  

Coefficients Cij are given in Appendix 4. By substituting Eqs.(100) and (101) into Eqs.(96), it 

yields an expression for the CTM for the backward Euler algorithm, 

 ∂𝛔 = 𝐌: 𝐙: ∂𝛆, (102)  

where 

 
𝐌 = 𝐉 − 𝐌𝐈 − 𝐌𝐧, (103)  

 
𝐌𝐈 = K(C11𝐈 ⊗ 𝐈 + C12𝐈 ⊗ 𝐧), (104)  

 𝐌𝐧 = 2G(C21𝐧 ⊗ 𝐈 + C12𝐧 ⊗ 𝐧). (105)  

Finally, by plugging in M and Z, the CTM can be explicitly expressed as, 

 𝐃 = d0𝐉 + d1𝐈 ⊗ 𝐈 + d2𝐧 ⊗ 𝐧 + d3𝐈 ⊗ 𝐧 + d4𝐧 ⊗ 𝐈, (106)  

with the five constants, 

 d0 = 2G
q

qtr
, (107)  

 d1 = K −
2G

3

q

qtr
− 3K2C11, (108)  

 d2 =
4G2

qtr
∆εq − 4G2C22, (109)  

 d3 = −2GKC12, (110)  

 d4 = −6GKC21. (111)  

It’s worth to notice that 𝐃 is symmetric if C12 = 3C21 [20, 23]. 
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3.2.4 GTN Yield Function And Internal State Variables 

By studying the plastic flow of a spherical cell with a concentric spherical void, Gurson [11] 

provided a yield function for a porous plastic solid, 

 
Φ = (

q

σf
)

2

+ 2q1fcosh (
3

2

q2p

σf
) − (1 + q1

2f 2) = 0. (112)  

In Eq. (112), q is the macroscopic von Mises equivalent stress, p is the macroscopic pressure, σf 

is the flow stress of the fully dense matrix as a function of the equivalent plastic strain, and f is 

the void volume fraction. q1 and q2 are two parameters introduced by Tvergaard to get better 

prediction from the numerical analysis.  

There are two internal state variables in the Gurson model, one is the void volume fraction f, 

and the other one is the matrix equivalent plastic strain εeq
m . The evolution of the void volume 

fraction can be written as, 

 ḟ = ḟgr + ḟnucl. (113)  

It means the growth of the total void volume fraction includes both the growth of existing voids 

(ḟgr) and the nucleation of new voids ( ḟnucl). The growth of existing voids is controlled by 

volumetric strain increments, given in Eq. (114), 

 ḟgr = (1 − f)ε̇p. (114)  

The nucleation of new voids is controlled by the equivalent plastic strain of the matrix, given in 

Eq. (115), 

 ḟnucl = Aε̇eq
m . (115)  

In Eq. (115), A is a parameter that controls the nucleation process of voids. Chu et al. [24] 

provided a specific form for A which ensures the void nucleation follows a normal distribution, 

 A =
fN

SN√2π
exp [−

1

2
(

εeq
m − εN

SN
)

2

]. (116)  

Here, fN is the volume fraction of particles or inclusions as void nucleus, εN is the mean strain 

for void nucleation, and SN  is the corresponding standard deviation. Typically, no void 
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nucleation and growth are assumed in compressive stress (p>0). Then the evolution of internal 

state variables can be written in following finite difference form, 

 Δ𝐻1 = ℎ1 = Δεeq
m =

−𝑝∆εp + 𝑞∆ε𝑞

(1 − 𝑓)σf
, (117)  

 Δ𝐻2 = ℎ2 = Δf = (1 − 𝑓)∆εp + 𝐴Δεeq
m . (118)  

Later, Tvergaard et al. [25] modified the Gurson model,  

 Φ = (
q

σf
)

2

+ 2q1f ∗cosh (
3

2

q2p

σf
) − (1 + q1

2f ∗2) = 0. (119)  

In Eq. (119), f ∗ is the representative void volume fraction to account the void coalescence effect. 

 f ∗ = {

   f                                                        f ≤ fc 

fc +
(f − fc)(fu

∗ − fc)

ff − fc
                    f > fc

 (120)  

Eq. (120),fc is the critical void volume fraction for void coalescence,  ff is the real void volume 

fraction at final failure, fu
∗  is the value of the representative void volume fraction f ∗  at final 

failure.  

3.2.5 Damage Description of Hydrided Structure  

As discussed previously, the total void volume contains contributions from both nucleation 

of new voids and growth of existing voids. There are two sources for void nucleation in hydrided 

zircaloy, one is the interface debonding between Laves phase precipitates and the zircaloy matrix 

[5], and the other one is hydride cracking induced micro-cracks [26]. Gologanu et al.[27] 

proposed an extended GTN model for ellipsoidal voids and showed that micro-crack can be 

considered as a void with the same projected area. Then, following the model proposed by Saux 

et al. [15], the total void nucleation can be written as, 

 ḟnucl = ḟnucl
L + ḟnucl

H . (121)  
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Eq. (121), ḟnucl
L  is the void nucleation from Laves phase precipitates debonding, and ḟnucl

H  is the 

void nucleation from hydride cracking. Assuming both ḟnucl
𝐿  and ḟnucl

𝐻  follow the void nucleation 

function described in Eq. (116), then Eq. (115) can be written as, 

 ḟnucl = [AL(fN
L, εN

L , SN
L ) + AH(fN

H, εN
H, SN

H)]ε̇eq
m . (122)  

The nucleation function parameters fN, SN, and εN can be different for Laves phase precipitates 

debonding and hydride cracking. Therefore, superscripts L and H are used to separate them for 

each case. The mechanical degradation caused by hydride cracking has been accounted through 

the void nucleation. 

Experimental observation shows that cracks in circumferential hydrides will propagate 

through hydride thickness and stop at hydride-matrix interface [26, 28, 29]. Therefore, the 

hydride cracking induced micro-cracks should not be counted in the void growth calculation. 

Then Eq. (114) should be modified as, 

 ḟgr = (1 − fp)ε̇p. (123)  

Here, fp is the void volume fraction which needs to be counted in the void growth calculation. 

More specifically, it can be estimated by subtracting the hydride cracking induced void volume 

from the total void volume, 

 fp = f − fnucl
H . (124)  

So far, the damage description of hydrided structure has been completed. 

3.3 GTN UMAT Validation  

The default strain measure in ABAQUS/Standard is the “integrated” strain, which is obtained 

by integrating the strain rate numerically in a material frame [30]. This strain measure is 

appropriate for elastic-(visco)plastic or elastic-creeping materials. The Gurson model was 

implemented in ABAQUS v6.14 by using the UMAT subroutine [30]. Validations are needed to 

check the numerical results of present implementation. Two test cases are performed based on 

the suggestion of Zhang et al. [31], one is the uni-axial tensile of a 2D plane strain element and 

the other one is the hydrostatic tension of a 3D cubic element.  
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3.3.1 A Single Plane Strain Element Under Tensile Loading 

First, a plane strain element was tested under uni-axial loading condition. The element size 

is 4mm×4mm. The loading and boundary conditions are shown in Figure 26 (a). Using the 

equations given in previous sections and enforcing the consistency condition to determine dλ, 

Zhang et al. [31] gives the following equations to describe the problem: 

 
dεy

p

dεy
= ω

3(σy − σz)

σf
2 , (125)  

 
dσf

dεy
=

E

1 − ν2
[1 − ω

3(σy − σz)

σf
2 ], (126)  

 
df

dεy
= ωΛf, (127)  

 
dεeq

m

dεy
= ωΛε, (128)  

where 

 ω =
Eϕσy

1 − ν2
[

Eϕσy

1 − ν2

3(σy − σz)

σf
2 − ϕfΛf − ϕσf

dσf

dεeq
m

Λε]⁄ , (129)  

 ϕσy
=

q1q2f

σf
sinh (−

3q2p

2σf
) +

2(σy − σz)

σf
2 , (130)  

 ϕf = 2q1 cosh (−
3q2p

2σf
) + 2q1

2f, (131)  

 ϕσf
=

−2q2

σf
3 +

3q1q2fp

σf
2 sinh (−

3q2p

2σf
), (132)  

 Λε =
3σy(σy − σz)

(1 − f)σf
3 , (133)  

 Λf =
3(1 − f)(σy − 2σz)

σf
2 + AΛε, (134)  
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 q = √σy
2 + σz

2 − σyσz, (135)  

 p = −
σy + σz

3
. (136)  

In above equations, E and v are Young’s modulus and Poisson’s ratio, 𝜀𝑦 and 𝜀𝑦
𝑝
 are total strain 

and plastic strain in the y direction, A is the void nucleation function.  

A 4-node linear plane strain element (CPE4) in ABAQUS was used for the finite element 

analysis. The material constants are detailed in Table 10. The exact solution of the problem can 

be numerically obtained by integrating above equations by using a forward Euler method. To 

ensure the accuracy, the total increment was set as 200,000. The comparisons between FE results 

obtained by user defined subroutines and the exact results are shown in Figure 26 (b, c). Figure 

26 (b) shows the von Mises stress in the plane strain element as a function of the total strain 

along the y-direction. Figure 26 (c) shows the total void volume fraction evolution as a function 

of the total strain. As shown, the results of the FE analysis agree very well with the exact 

solutions. 

 

 

Figure 26. (a) A 2D plane strain element under the uniaxial tensile test, (b) the von Mises 

stress as a function of strain in Y direction, (c) the void volume fraction as a function of 

strain in Y direction. 

 

Table 10. Model parameters used for calibrations. 

E(GPa) ν q1 q2 q3 f0 fN εN SN fc ff 

80 0.342 1.5 1.0 2.25 0 0.04 0.5 0.1 0.0045 0.15 
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3.3.2 A 3D Cubic Element Under Tensile 

Second, a 3D cubic element was tested under hydrostatic condition. The element size is 

4mm×4mm×4mm. The loading and boundary conditions are shown in Figure 27 (a). By using 

the similar method, equations for this case can be written as [18, 31]: 

 
dσx

dεv
=

KΛ

Λ + 9β2K
, (137)  

 dεeq
m

dεv
=

3β2K

Λ + 9β2K

ϖ

1 − f
, 

(138)  

 df

dεv
= [3(1 − f) +

Aϖ

1 − f
]

3β2K

Λ + 9β2K
. 

(139)  

Here K is the bulk modulus, εv is the volumetric strain, some other parameters are listed as 

following, 

 ϖ =
3σx

σf
, (140)  

 Λ =
βϖ

1 − f
[

dσf

dεeq
m

βϖ − A
ϕf

2
σf] − 3σfβ

ϕf

2
(1 − f), (141)  

 β =
1

2
q1q2f sinh(

1

2
q2ϖ), (142)  

 ϕf = 2q1 cosh (
1

2
q2ϖ) − 2q1

2f. (143)  

Here, A is the void nucleation function.  

A 8-node brick element (C3D8) in in ABAQUS was used for the finite element analysis. 

The material constants are same as the plane strain test. The comparisons between FE results 

obtained by user defined subroutines and the exact results are shown in Figure 27 (b, c). Figure 

27 (b) shows the von Mises stress in the plane strain element as a function of the total strain 

along the y-direction. Figure 27 (c) shows the total void volume fraction evolution as a function 

of the total strain. As shown, the results of the FE analysis agree very well with the exact 

solutions. 



 

 

94 

 

 

Figure 27. (a) A 3D cubic element used for the hydrostatic tensile test, (b) the von Mises 

stress as a function of strain in Y direction, (c) the void volume fraction as a function of 

strain in Y direction. 

3.4 Application of The Model 

The model was used to simulate two test cases, one is the axial tensile test and the other one 

is the ring compression test. These cases represent the two typical loading scenarios of cladding 

during services, loading along axial and hoop directions. It has been observed in many studies 

that the hydride cracking mainly happens at low temperatures. At high temperatures (above 

200°C), hydrided zircaloy structures can still remain ductile. Moreover, the hydride induced 

failures mostly happen during the dry cask storage period. Therefore, only room temperature 

tests are studied here.  

3.4.1 Axial Tensile Test  

The model was used to simulate an axial tensile test of zircaloy-4 specimen with 

circumferential hydrides, and the results are compared with experimental data presented by Saux 

et al. [26]. A 3D tensile test specimen was created, and dimensions of the specimen is shown in 

Figure 28 (a). The specimen is fixed on the bottom surface and pulled on the top surface. Eight-

node brick elements (C3D8) in ABAQUS was used for the finite element analysis. It is known 

that the mesh size plays an important role to the analysis of material damage. The mesh size can 

be related to the metallurgical parameters of the material, such as grain size or inclusion density 

[32, 33]. The mesh size for recrystallized zircaloy-4 was suggested to be 50×50×50 µm [34]. 

While, in order to satisfy both analysis accuracy and computational efficiency, a mesh size of 
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100×100×100 µm has also been used for hydrided zircaloy-4 analysis [15]. Here, the element 

size between two gauges was chosen to be 100×100×100 µm, as shown in Figure 28 (b). 

Isotropic material property was considered for the hydrided zircaloy-4 specimen. The material 

constants and model parameters are detailed in Table 11.  

 

 

Figure 28. (a) Dimensions of the axial tensile specimen, (b) mesh of the FEM model, (c) 

comparison of stress-strain curves between experimental results and FEM predictions. 

 

Figure 28 (c) depicts a direct comparison between experimental results and FEM predictions. 

The strain is determined from the change of distance between gauges. The stress-strain curves 

have been correctly reproduced for specimen with a hydrogen content up to 800 wppm. The 

model successfully captures the hydride embrittlement effect that the fracture strain decreases 

with the increase of hydrogen concentration.  
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Figure 29. Distribution of total void volume fraction at different stages (mid-plane cross-

section of the tensile specimen): (a) crack initiation in the center of specimen, (b) crack 

propagation, (c) final failure. 

 

Figure 29 shows the total void volume fraction field at different stages of the tensile test. 

Figure 29 (a) depicts the porosity field at crack initiation. Due to the local necking effect, stress 

triaxiality is higher in the center of the specimen which leads to a faster void growth. When the 

critical void volume fraction is reached, void coalescence starts and forms micro-cracks. Then, 

these micro-cracks propagate outward through the specimen (as shown in Figure 29 (b)) and lead 

to final failure of the specimen (as shown in Figure 29 (c)). Figure 30 (a) shows the porosity 

induced by hydride cracking at final failure for different hydrogen content condition. It can be 

seen, the porosity contribution from hydride cracking increases as hydrogen concentration 

increasing. At 400 wppm, the hydride cracking porosity is only about 13% of the total porosity. 

While at 1200 wppm, the hydride cracking porosity grows up to around 33% of the total porosity. 

Experimental observation shows that cracks in circumferential hydrides will propagate through 

hydride thickness and stops at the hydride-matrix interface [26, 28, 29]. Then the high stress field 

around crack tip will induce void growth, coalescence and ductile failure of surrounding matrix. 

Therefore, the increase of hydride cracking porosity can significantly accelerate the fracture 

process of the specimen and cause a ductile to brittle transition. 
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Figure 30. (a) comparison between total void volume fraction and porosity induce by hydride 

cracking at final failure, (b) hydride cracking porosity as a function of the distance from 

fracture surface (1200 wppm), (c) width reduction at the failure surface as a function of 

hydrogen concentration in the specimen. 

 

Figure 30 (b) compares the hydride cracking porosity as a function of the distance from 

fracture surface between both the experimental observation and the FEM prediction. The FEM 

result is slightly lower than the experimental observation. Such difference can be induced by 

parameters of the void nucleation function. Figure 30 (c) shows width reduction at failure surface 

as a function of hydrogen concentration from both experiments and FEM simulations. It can be 

seen that simulations slightly underestimate the width reductions at the failure surface. This 

difference can be attribute to the absence of anisotropic material properties in the FEM model. 

Moreover, the inaccurate plastic stress-strain curves may also contribute to such difference.  

Table 11. Model parameters used for axial tensile test and ring compression test (CH is the 

hydrogen content in wppm). 

Zircaloy matrix 

void nucleation 

fN
L εN

L  SN
L  

0.005 0.15 0.05 

Hydride 

cracking 

fN
H εN

H SN
H 

6.675 × 10−5CH −1.438 × 10−4CH + 0.333 −2.5 × 10−5CH + 0.06 

Void 

coalescence 

q1 q2 q3 fc ff 

1.5 1 2.25 0.0045 0.15 
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3.4.2 Ring Compression Test  

Then, the model was used to simulate ring compression tests of hydrided zircaloy-4 

specimen, and the results are compared with experimental data presented by Kim et al. [35]. The 

cladding tube has an outer diameter of 9.5mm, and the thickness is 0.57mm. Due to the 

symmetry, only half of the ring was modeled, as shown in Figure 31 (a). To reduce the 

computation cost of the FEM model, the length of the ring specimen was changed from 10mm in 

experiments to 4mm in the FEM model. Figure 31 (b) shows the mesh of the model. Eight-node 

brick elements (C3D8) in ABAQUS was used for the FEM analysis. It was suggested to have at 

least 10 elements through the thickness of the ring specimen for through wall crack analysis [36]. 

Therefore, the element size through the wall thickness was selected as 50µm, which gives 11 

elements along the wall thickness. The element size along the axial direction was selected as 100 

µm to achieve a balance between accuracy and computational cost. Figure 31 (c) depicts the 

boundary conditions for the half ring model, the mid-surface was only allowed to move along the 

loading direction (y-direction). Two rigid planes were created to model the upper and lower 

loading platen. Hard contact with a friction coefficient of 0.25 was used between the rigid planen 

and the ring specimen. The model parameters are detailed in Table 11. 

 

  

Figure 31. Details of the ring compression test model: (a) geometry of the specimen, (b) 

mesh of the specimen, (c) boundary conditions. 
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Figure 32 (a) shows the device and deformed specimen during a ring compression test. The 

stress state in the specimen during a ring compression test is more complicated than an axial 

tensile test.  

Figure 32 (b) depicts the pressure field in a deformed specimen. The red color indicates a 

positive pressure, which means compression (C) in the specimen. While the blue color indicates 

a negative pressure, which means tension (T) in the specimen. It can be seen that the tension and 

compression always appear together on the opposite side of the ring specimen. The maximum 

tension and compression were found to be in regions at 0 and 90 degrees. For convivence, these 

regions are ordered clockwise from 1 to 4, as shown in  

Figure 32 (b). Normally, material failures are caused by tension, therefore cracks are 

expected to initiate on the outer surface of spot 1 and 3, and the inner surface of spot 2 and 4. 

 

 
Figure 32. (a) Ring compression test device and specimen, (b) pressure distribution in the 

specimen during a ring compression test (mirror display from half ring model). 

 

The load-displacement curve of ring compression tests is sensitive to the specimen 

dimension. Thus, the load was normalized by dividing the length of the specimen. The 

displacement was measured from the upper loading platen. Figure 33 shows the comparison of 

load-displacement curves between experimental measurements and FEM predictions. The GTN 

model successfully reproduced the experimental load-displacement curves. The result also shows 

an obvious reduction in ductility with the increasing of hydrogen concentration in the structure. 
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Figure 33. Normalized load–displacement curve of zircaloy-4 ring compression tests with 

circumferential hydrides at room temperature. 

 

As hydrogen concentration increases from 300 wppm to 500 wppm, the specimen fracture 

displacement drops significantly, which indicates a ductile to brittle transition in the structure. 

Thus, detailed investigations are needed to understand the relation between the failure process 

and hydrogen content of the structure. To demonstrate the fracture behavior of a specimen with 

low hydrogen content, Figure 34 is taken from Kim et al. [35], which shows the deformation and 

crack profile of a specimen with hydrogen content of 176 wppm. As shown in Figure 34 (a), the 

specimen remains ductile with such hydrogen content. As deformation goes, cracks form on the 

outer surface of spot 1 and 3. Figure 34 (b) shows detailed hydride morphology and crack 

profiles at all 4 spots. 

 

 

Figure 34. Fracture of a hydrided zircaloy-4 specimen with low hydrogen content after ring 

compression tests, (a) ductile deformation with cracks at horizontal spots, (b) hydride 

morphology and crack development at different spots [35]. 
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Figure 35 (a, c) depict the FEM predicted crack profile from different view for a specimen 

with hydrogen content of 300 wppm. The FEM model predicts that cracks will initiate at 

horizontal spots which agrees with the experimental observation. Figure 35 (b) displays a cross 

section of the specimen cut by X-Y plane. It shows that the crack initiates from the outer surface 

and grows along the radial direction. Figure 35 (c) displays a cross section of the specimen cut 

by X-Z plane. It clearly shows that a semi-elliptical surface crack is formed during the ring 

compression test. The major axis of the semi-elliptical surface crack is along the axial direction, 

which indicates the crack grows faster in the axial direction. Such anisotropic crack growth is 

controlled by the stress state in the structure. As shown in  

Figure 32 (b), the tension stress on the outer surface of spot 1 and 3 leads to a faster crack 

growth along the axial direction. While, along the radial direction, from outer surface to inner 

surface, the stress state changes from tension to compression. Such transition in stress state 

significantly slows down the crack propagation in the radial direction. 

 

 

Figure 35. FEM predicted crack profile for a specimen with hydrogen concentration of 300 

wppm, the crack initiates on the outer surface at spot 1. 

 

Figure 36 (a, b) is taken from Kim et al. [35], which shows the deformation and crack 

profile of a specimen with hydrogen content of 562 wppm. Comparing Figure 36 (a) with Figure 

34 (a), as hydrogen concentration increases from 176 wppm to 562 wppm, the ductility of the 

specimen reduces dramatically. Moreover, instead of cracking only at horizontal spots (spot 1 

and 3), cracks first initiate on the inner surface at vertical spots (spot 2 and 4). Detailed hydride 

morphology and crack profiles are shown in Figure 36 (b). The crack at spot 4 penetrates the 

whole structure and causes the final failure. However, as deformation continues, cracks start to 

form at horizontal spots as well. The reason for crack formation at different spots will be 

discussed later.  
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Figure 36. Fracture of a hydrided zircaloy-4 specimen with high hydrogen concentration after 

ring compression tests, (a) brittle fracture with cracks at vertical spots, (b) hydride 

morphology and crack development at different spots [35]. 

 

Figure 37 (a, c) depict the FEM predicted crack profile from different view for a specimen 

with hydrogen content of 500 wppm. The FEM model predicts that cracks will initiate on the 

inner surface of vertical spots at early deformation stage. The crack is also a semi-elliptical 

surface crack with major axis along the axial direction. As deformation keeps growing, cracks 

also start to appear on the outer surface of horizonal spots. Finally, cracks are developed at all 4 

spots. This result agrees with experimental observations.  

 

 

Figure 37. FEM predicted crack profile for a specimen with hydrogen concentration of 500 

wppm, crack initiate on the inner surface at spot 2 and 4. 

 

Both experimental results and FEM predictions illustrate that the crack initiation spot 

strongly relates to the hydrogen concentration of the specimen. For specimens with low 

hydrogen concentration and high ductility, the crack initiates on the outer surface at horizontal 
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spots (spot 1 and 3). While, for specimen with high hydrogen concentration and low ductility, the 

crack initiates on the inner surface at vertical spots (spot 2 and 4) at early deformation stage. 

Such results indicate that the inner surface at vertical spots may have higher stress at early 

deformation stage. A FEM simulation was performed to study the pressure ratio change between 

the horizontal and vertical spots during the ring compression test. Figure 38 (a) shows the two 

points picked for analysis. Point 1 is on the outer surface at spot 1. Point 2 is on the inner surface 

at spot 2. Elastoplastic material property without damage was used for this model. Figure 38 (b) 

depicts the pressure ratio P2/P1 as a function of the displacement. It clearly shows that the 

pressure at point 2 is much higher than point 1 at early deformation stage. However, as the 

deformation goes, the difference between pressure at point 1 and 2 reduces. When the 

displacement gets larger than 4mm, the pressure ratio becomes smaller than 1, which indicates 

the pressure at point 1 becomes larger than the pressure at point 2. This result explains the 

relation between the hydrogen concentration and crack initiation spot of the ring specimen. 

   

 

Figure 38. (a) FEM model and points selected for pressure ratio analysis, (b) the pressure ratio 

(P2/P1) as a function of the displacement. 

3.5 Conclusions 

In this work, the extended GTN model [11, 25] was chosen as the micro-mechanical model 

to study the fracture behavior of hydrided zircaloy-4 structures. This model accounts the damage 

effects from both precipitate debonding in zircaloy matrix and hydride cracking [15]. The 

extended GTN model was implemented into ABAQUS via the user defined subroutine UMAT 

for ABAQUS/Standard. The subroutine was developed based on the backward Euler integration 
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algorithm proposed by Aravas [18] and Zhang et al. [31]. The validation of the subroutine was 

checked by comparing the FEM results with the numerical integrated analytical solutions. 

The model was further used to study the fracture behavior of hydrided zircaloy-4 structures 

under axial tensile tests and ring compression tests. 3D FEM models were created to perform the 

analysis. The simulations satisfactorily reproduced experimental stress-strain/load-displacement 

curves. Furthermore, the model successfully predicted the width reduction and the hydride 

cracking porosity at the fracture surface in axial tensile tests. Good agreement between 

calculated and experimental results was also achieved for crack initiation prediction in ring 

compression tests.  

It’s worth to notice that this model only correctly describes the effect of hydrides which are 

parallel to the tensile direction, for instance circumferential hydrides under the hoop tension 

condition. The fracture mechanism in radial hydrides (hydride platelets which are perpendicular 

to the loading direction) is different. Instead of only cracking through the thickness, the micro-

cracks will propagate along hydride length direction and generate larger cracks. In future works, 

the model needs to be further modified to capture such anisotropic growth of micro-cracks.  
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 CONCLUSION 

The main objective of this work is performing a combined experimental and computational 

investigation to study the thermomechanical properites of zircaloy-4. Three different 

experimental methods were used to measure thermomechanical properties : (1) the extended 

Raman thermometry method for microstructure dependent thermal conductivity measurements of 

zircaloy-4, (2) nanoindentation experiment for measurements of quasi-static elastoplatic 

constutive relations of zircaloy hydride at various tempreatures, (3) dynamic nano-scale impact 

experimental measurements for fitting a viscoplastic constitutive model of zircaloy hydride at 

various tempreatures. FEM simulations were used to obtain the true effective stress-strain 

relation from nanoindentation experiments and predict the fracture strength of zircaloy hydride. 

The ductile to brittle trainstion in hydrided zircaloy structures has also been investigated. An 

extended GTN model was used to study the fracture behavior of hydrided zircaloy structures at 

macro-scale. The key findings from the present study are summarized below.  

1. Raman thermometry has been extended to the thermal conductivity measurement of 

metallic samples through the use of a thin silicon coating on samples to provide 

measurable Raman signals. A heat transfer model was derived to relate the substrate 

thermal conductivity to the laser induced temperature increase on the silicon coating 

surface. Combining this heat transfer model with the Raman thermometry method, 

the thermal conductivity of zircaloy-4 measured in this study was found to range 

from 11-13 Wm-1K-1, which is close to literature reported values ranging from 12~15 

Wm-1K-1. The small difference may be due to the thermal resistance at the interface 

between the silicon coating and the substrate, which is not considered in current heat 

transfer model. 

2. The microstructure of zircaloy-4 samples were characterized by using SEM. LIGs 

were identified based on grain structures (parallel platelets or basketweave grains). 

The experimental observation shows LIGs with larger mean true spacing have 

slightly higher thermal conductivity values. This can be induced by the thermal 

resistance of GB and inhomogeneous composition/impurity distribution. This trend 

is consistent with the prediction of the Kapitza resistance model that a larger grain 

size will lead to a higher thermal conductivity in polycrystalline materials. 
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3. A power law viscoplasticity model was established based on nanoindentation and 

nano-scale impact dataset to represent the plastic behavior of δ-phase zircaloy 

hydride. Both the strength coefficient (K) and the strain hardening exponent (n) of δ-

hydride decrease as temperature increasing. This implies the softening behavior of 

hydride at elevated temperatures. The strain rate exponent (m) of hydride remains 

almost as a constant as temperature goes up to 300˚C. The observed trend indicates 

the lack of change in ductility of hydrides at high temperatures. 

4. Combining the proposed viscoplastic consititutive model of δ-hydride and FEM 

simulations, by reproducing the global tensile fracture stress reported in literature, 

the fracture strength of δ-hydride was predicted. The fracture strength of δ-hydride 

decreases linearly with temperature increasing, and there is no rapid change near the 

ductile to brittle transition temperature range (150˚C~200˚C). Therefore, the fracture 

strength change of δ-hydride is not the root cause of the ductile to brittle transition of 

hydrided zircaloy structures. 

5. The variation of yield stress difference between hydride and zircaloy matrix can be a 

plausible reason for the ductile to brittle transition of hydrided zircaloy structures. 

The FEM calculated strain energy ratio shows the plastic deformation of zircaloy 

matrix dominates the deformation of the hydrided zircaloy structure at high 

temperatures, which could reduce the tensile stress buildup and cracking in hydride 

precipitates. 

6. The extended GTN model was used to study the fracture behavior of hydrided 

zircaloy stuctures at macro-scale. This model accounts the damage effects from both 

precipitate debonding in zircaloy matrix and hydride cracking. The model was 

implemented into ABAQUS via the user defined subroutine UMAT for 

ABAQUS/Standard. The 3D FEM simulations satisfactorily reproduced 

experimental stress-strain/load-displacement curves in both axial tensile tests and 

ring compression tsets. Furthermore, the model successfully predicted the width 

reduction and the hydride cracking porosity at the fracture surface in axial tensile 

tests. Good agreement between calculated and experimental results was also 

achieved for crack initiation prediction in ring compression tests. 
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 FUTURE WORKS 

The present research has brought forth a better understanding of themomechanical properties 

of zircaloy-4. A key contribution of the current work has been that new experimental methods 

and FEM models has bee established and developed to study the microstructure dependent 

thermomechanical properties of materials. However, there are still few limitations in current 

study. Some proposed improvements and future works are summarized below: 

1. In current study, isotopic material properties for both zircaloy and hydride are 

assumed. In future study, combining the EBSD measured grain orientation and nano-

mechanical experimental methods, anisotropic viscoplastic constitutive relations can 

be established for both phases. 

2. Due to the small size of hydride precipitates, only 0.7 µm indentor was used. 

Therefore, tests with only two strain rates were performed. In future works, indenter 

with larger tip radius can be used to perform tests at more strain rates. 

3. The modified GTN model only correctly describes the effect of hydrides which are 

parallel to the tensile direction, for instance circumferential hydrides under the hoop 

tension condition. In future works, the model needs to be further modified to capture 

the growth of micro-cracks in radial hydrides.  

4. The modified GTN model needs to be further developed to account anisotropic 

material properties in the hydrided zircaloy structures. In order to account for the 

plastic anisotropy of the material, the von Mises equivalent stress can be replaced by 

the Hill equivalent stress in the Gurson yield function. 
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APPENDIX A. PARTIAL DERIVATIVES FOR GTN MODEL 

Define an intermedia variable β as, 

β =
3q2p

2σf
 

The partial derivatives for the GTN model are, 
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APPENDIX B. COEFFICIENTS FOR EQUATIONS (83) AND (84) 

Defining two intermediate variables P and Q as, 

P =
∂ϕ

∂q
 

Q =
∂ϕ

∂p
 

Then, other coefficients can be given as, 
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b2 = −ϕ. 

where 

∂H1

∂∆εp
= 𝑤11 [

∂h1

∂∆εp
+ 𝐾

∂h1

∂p
] + 𝑤12 [

∂h2

∂∆εp
+ 𝐾

∂h2

∂p
], 

∂H2

∂∆εp
= 𝑤21 [

∂h1

∂∆εp
+ 𝐾

∂h1

∂p
] + 𝑤22 [

∂h2

∂∆εp
+ 𝐾

∂h2

∂p
], 

∂H1

∂∆εq
= 𝑤11 [

∂h1

∂∆εq
− 3𝐺

∂h1

∂q
] + 𝑤12 [

∂h2

∂∆εq
− 3𝐺

∂h2

∂q
], 
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∂H2

∂∆εq
= 𝑤21 [

∂h1

∂∆εq
− 3𝐺

∂h1

∂q
] + 𝑤22 [

∂h2

∂∆εq
− 3𝐺

∂h2

∂q
], 

w11 = Ω−1 (δ22 −
∂h2

∂H2
), 

w12 = Ω−1 (
∂h1

∂H2
), 

w21 = Ω−1 (
∂h2

∂H1
), 

w22 = Ω−1 (δ11 −
∂h1

∂H1
), 

Ω = (δ11 −
∂h1

∂H1
) (δ22 −

∂h2

∂H2
) − (δ21 −

∂h2

∂H1
) (δ12 −

∂h1

∂H2
). 
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APPENDIX C. COEFFICIENTS FOR EQUATIONS (98) AND (99) 

A11 = 𝑃 + ∆εp (
∂P

∂H1

∂H1

∂∆εp
+

∂P

∂H2

∂H2

∂∆εp
) + ∆ε𝑞 (

∂Q

∂H1

∂H1

∂∆εp
+

∂Q

∂H2

∂H2

∂∆εp
), 

A12 = 𝑄 + ∆εp (
∂P

∂H1

∂H1

∂∆εq
+

∂P

∂H2

∂H2

∂∆εq
) + ∆ε𝑞 (

∂Q

∂H1

∂H1

∂∆εq
+

∂Q

∂H2

∂H2

∂∆ε𝑞
), 

A21 =
∂ϕ

∂H1

∂H1

∂∆εp
+

∂ϕ

∂H2

∂H2

∂∆εp
, 

A22 =
∂ϕ

∂H1

∂H1

∂∆εq
+

∂ϕ

∂H2

∂H2

∂∆εq
, 

B11 =
∆εp

3
(

∂P

∂p
+

∂P

∂H1

∂H1

∂p
+

∂P

∂H2

∂H2

∂p
) +

∆ε𝑞

3
(

∂Q

∂p
+

∂Q

∂H1

∂H1

∂p
+

∂Q

∂H2

∂H2

∂p
), 

B12 = −∆εp (
∂P

∂q
+

∂P

∂H1

∂H1

∂q
+

∂P

∂H2

∂H2

∂q
) − ∆εq (

∂Q

∂q
+

∂Q

∂H1

∂H1

∂q
+

∂Q

∂H2

∂H2

∂q
), 

B21 =
1

3
(Q +

∂ϕ

∂H1

∂H1

∂p
+

∂ϕ

∂H2

∂H2

∂p
), 

B22 = − (P +
∂ϕ

∂H1

∂H1

∂q
+

∂ϕ

∂H2

∂H2

∂q
). 

Here, 

∂H1

∂∆εp
= 𝑤11 (

∂h1

∂∆εp
) + 𝑤12 (

∂h2

∂∆εp
), 

∂H1

∂∆εq
= 𝑤11 (

∂h1

∂∆εq
) + 𝑤12 (

∂h2

∂∆εq
), 

∂H2

∂∆εp
= 𝑤21 (

∂h1

∂∆εp
) + 𝑤22 (

∂h2

∂∆εp
), 

∂H2

∂∆εq
= 𝑤21 (

∂h1

∂∆εq
) + 𝑤22 (

∂h2

∂∆εq
), 

∂H1

∂p
= 𝑤11 (

∂h1

∂p
) + 𝑤12 (

∂h2

∂p
), 

∂H1

∂q
= 𝑤11 (

∂h1

∂q
) + 𝑤12 (

∂h2

∂q
), 

∂H2

∂p
= 𝑤21 (

∂h1

∂p
) + 𝑤22 (

∂h2

∂p
), 

∂H2

∂q
= 𝑤21 (

∂h1

∂q
) + 𝑤22 (

∂h2

∂q
), 
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APPENDIX D. COEFFICIENTS FOR EQUATIONS (100) AND (101) 

𝐶11 = [(A22 + 3𝐺𝐵22)𝐵11 − (A12 + 3𝐺𝐵12)𝐵21]/∆, 

𝐶12 = [(A22 + 3𝐺𝐵22)𝐵12 − (A12 + 3𝐺𝐵12)𝐵22]/∆, 

𝐶21 = [(A11 + 3𝐾𝐵11)𝐵21 − (A21 + 3𝐾𝐵21)𝐵11]/∆, 

𝐶22 = [(A11 + 3𝐾𝐵11)𝐵22 − (A21 + 3𝐾𝐵21)𝐵12]/∆, 

∆= (A11 + 3𝐾𝐵11)(A22 + 3𝐺𝐵22) − (A12 + 3𝐺𝐵12)(A21 + 3𝐾𝐵21). 
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