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ABSTRACT

Bhalachandran, SaiPrasanth Ph.D., Purdue University, December 2018.
Characterizing the Impact of Asymmetries on Tropical Cyclone Rapid Intensity
Changes. Major Professors: Daniel Chavas, Frank Marks Jr.

A tropical cyclone (TC) vortex is an immense, coherent, organized-convective sys-

tem. Beneath this large-scale organization, are a multitude of azimuthally asymmetric

convective motions that exist on a spectrum of scales. These asymmetries are espe-

cially dominant during periods when the vortex undergoes critical transitions in its

intensity and structure. However, the precise nature of influence of the organization

of asymmetries on TC intensity change remains an enigma. The inherent difficulty in

predicting their behavior is because asymmetries may arise due to different external

or intrinsic sources and occur at different spatial and temporal scales while several

complex mechanisms act near-simultaneously to dictate their evolution in time. As

a result, multiple pathways are possible for a TC vortex that is influenced by these

asymmetries. Our preliminary investigations using numerical models made it appar-

ent that there wasn’t a single, unifying way to address this problem. In this thesis,

I outline multiple novel techniques of diagnosing and predicting which of the many

pathways are likely for a TC vortex that is influenced by azimuthal asymmetries.

First, using three-dimensional numerical simulations of a pair of sheared and non-

sheared vortices, I demonstrate the diagnostic potential of the juxtaposition in the

azimuthal phasing of: (i) the asymmetrically distributed vertical eddy flux of moist-

entropy across the top of the boundary layer, and the radial eddy flux of moist-entropy

within the boundary layer; and (ii) eddy relative vorticity, eddy moist-entropy, and

vertical velocity throughout the depth of the vortex.

Second, I introduce an energetics-based diagnostic framework that computes the

energy transactions occurring at asymmetries across various length-scales in the wavenum-
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ber domain. By applying it to select cases, this thesis uncovers the relative impor-

tance of all the energy pathways that support or disrupt the growth of asymmetries

within the vortex. Contrary to the traditional explanations of convective aggrega-

tion/disaggregation and axi/asymmetrization through barotropic mean-eddy trans-

actions, my thesis reveals that the growth or disruption of asymmetries are predomi-

nantly due to (i) the baroclinic conversion from available potential to kinetic energy

at individual scales of asymmetries and (ii) the transactions of kinetic energy across

asymmetries of different length scales.

Finally, this thesis introduces two further diagnostic frameworks targeted at tack-

ling the problem of real-time forecasting of TC rapid intensity changes. The first is

an empirical framework which examines symmetric and asymmetric convection and

other state variables within the vortex, and in the environment across a suite of TCs

and identifies a set of ‘important’ variables that are significantly different during time

periods that precede a rapid intensification as opposed to a rapid weakening. My

framework then ranks the variables identified based on how significantly they influ-

ence a rapid intensity change in a TC and the amplification factor of any associated

variability. We recommend that future observational, and consequent TC modeling

and data assimilation efforts prioritize the highest ranked variables identified here.

The second is a stochastic model wherein a scale-specific stochastic term is added

to the equations describing the energy transactions within the TC vortex. By simulat-

ing a stochastic forcing that may arise from any scale, I compute the probability of the

vortex transitioning into a rapidly intensifying or a rapidly weakening configuration

across an ensemble of scenarios.

In summary, this thesis introduces and applies a variety of diagnostic techniques

that help determine the impact of azimuthal asymmetries on TC intensity evolution.
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1 PROBLEM INTRODUCTION

1.1 Scientific Motivation

Let’s begin where a mathematically inclined humorist once left off. With a spher-

ical cow. While the phrase was originally intended to take a dig at oversimplification

and reductive fallacy, it also captures the essence of how we go about attempting to

understand complex phenomena in nature. In fact, without toy-models, zeroth-order

approximations, and parsimonious physics, we would often not know where to begin.

However, the societal, engineering and economic implications of such complex natu-

ral phenomena demand that we do the best we can no matter the inadequacy in our

current state of knowledge. For example, if fluid dynamicists waited until they solved

turbulence, no airplanes would fly, and no weather would be forecast [1].

Tropical Cyclones (TCs) are examples of such naturally occurring complex systems

that have captivated and confounded scientists and forecasters for decades. TCs

are large-scale, organized convective phenomena that emerge from energy exchanges

between three major complex systems: the atmosphere, ocean, and land. What we

see as the immense, coherent structure of a TC is really a manifestation of highly

complex, nonlinear dynamical processes at and across multiple spatial and temporal

scales. For this reason, even today, forecasting TC characteristics such as intensity

(defined by the National Hurricane Center (NHC) as the maximum near-surface wind

magnitude), trajectory, and vortex-structure (flow field in three dimensions) is a

challenging task [2–5].

As a first step, researchers began by modeling the TC as a vortex with a hori-

zontal symmetric circulation about a central axis (referred to as the primary

circulation) on which is superimposed a transverse (secondary) circulation. The trans-

verse circulation comprised of air parcels that spiraled inward at low-levels picking
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up energy from the warm ocean, elevated upwards and then diverged outwards at the

upper-levels [6]. While the framework was insightful in describing a few fundamental

components of TCs [7], it was certainly simplistic as it only described the first-order

behavior of TCs. Advancements in airborne radar technologies [8,9], satellite remote

sensing [10], and high-resolution 3D modeling [11–13], have revealed that strong az-

imuthal asymmetries (hereafter, just asymmetries) are inherent to the flow evolution

of the TC vortex (Figure 1.1). These asymmetric features are typically present during

all phases of a TC’s life cycle and are most predominant every time a TC undergoes

a significant change in its organization of convection (e.g., genesis, rapid intensity

changes, and landfall) [12]. Given these recent advancements and the existing bed of

axisymmetric theories, it is important to understand if the accounting of additional

asymmetric effects can improve the predictability and our fundamental understanding

of TC behavior. If so, to what extent and at what cost?

Asymmetries may arise via two distinct pathways: (i) asymmetries generated when

the vortex comes in contact with an external source such as environmental vertical

wind shear (hereafter ”shear”) or land interactions (ii) asymmetries generated via

the intrinsic, vortex dynamics itself. To a good approximation, the TC vortices on a

system-scale 1 exist in balance with the environment (thermal wind balance). When

the vortex encounters a significant change in the environmental flow-field, a series of

dynamic-thermodynamic readjustments take place within the vortex in an attempt to

nudge the vortex back in balance with the environment [14,15]. These readjustments

reflect as coherent asymmetries in the flow field, moist-entropy, and convection within

the vortex.

On the other hand, even without the external influence, prior research has shown

the existence of several local, intrinsic asymmetric features within the TC vortex.

These are a result of instabilities on multiple scales, i.e., baroclinic, barotropic,

convective, etc. For example, deep, isolated moist-convective updrafts that cover

1The boundary layer and regions within the inner-core are examples of regions that are not in
gradient wind balance due to the dominance of friction and diabatic forcings.
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Figure 1.1. Observational evidence of asymmetries in tropical cy-
clones. (a) Asymmetries in the inner-core of Hurricane Florence
on 12th September 2018. Courtesy: Alexander Gurst, International
Space Station. (b) Radar imagery showing the asymmetric distribu-
tion of Hurricane Maria as it engulfs Puerto Rico. Courtesy: Brian
McNoldy. (c) Aircraft imagery of the organization of clouds in the
inner-core of Hurricane Florence. Courtesy: Nick Underwood, NOAA,
aboard P3. (d) GOES-16 imagery of the inner-core of Hurricane
Michael taken on October 18th, 2018. Courtesy: NOAA GOES-
EAST/NASA SPORT.
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only a small portion of the inner-core were shown to contribute to a majority of

the upward mass transport [16]. These updrafts were christened ”vortical hot tow-

ers” [13, 17–19]. The emergent collective understanding from recent studies on this

topic is that the changes in intensity and structure are strongly influenced by the dy-

namics of asymmetries, rather than the gradual change associated with axisymmetric

circulations [12,16,18,20]. The gradients associated with the asymmetric distributions

within the vortex further result in eddy fluxes and wave asymmetries that serve to

redistribute various quantities such as vorticity, momentum, moist-entropy [21–25].

Ultimately, the dominance of the intrinsic or externally-induced asymmetries is a

function of the strength and nature of the environmental flow field; and the vortex’s

resilience to an external forcing.

Asymmetries are generated and can exist at a multitude of spatial and temporal

scales. The convective entities within a TC vortex range from individual clouds

(length scales ≤ 5 km) to coherent, mesoconvective entities organized at length scales

of the order of hundreds of kilometers [2,26]. The mesoconvective vortical structures

are essentially the result of individual deep convective cloud elements organized with

other cloud elements along the azimuth. The behavior of these mesoscale entities can

be drastically different from an individual cloud [27]. The mesoconvective entities

are associated with larger spatial and temporal scales while the individual convective

entities are more transient and stochastic in nature [28].

Asymmetries have traditionally been believed to be associated with the weakening

of TCs [29–31]2. However, recent studies [31–33] have shed light on the fact that

2Recall that by definition, asymmetries are the deviation from the (azimuthal in this case) mean field.
For example, following a Reynolds’ decomposition, u = ū + u′, where ū represents the azimuthal
mean, u′ represents the deviation from the mean, and u represents the velocity vector at a given
point in radius, azimuth (r, θ) space. The growth of the asymmetries may be perceived as growth at
the expense of the mean, so it may be intuitive for some to associate asymmetries with the weakening
of the TC. Note that this is analogous to a socialist viewpoint where given a fixed, limited amount
of resources, the growth of an individual is seen as growth at the expense of others. Alternatively,
a capitalist viewpoint (that does not view the net amount of resources as fixed) is that if every
individual grows, then the net amount of resources increases and this need not be viewed at the
expense of others. Likewise, the growth of asymmetries (u′) may also contribute to the increase in
the net quantity of a field (u) even if the mean field (ū) does not grow. It is important to remember
that intensity, as per NHC definition, is the maximum near-surface tangential wind. Not the mean
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Figure 1.2. Schematic indicating a change in the state (character-
ized by variables such as intensity) of the TC vortex as a result of
multiple external or intrinsic sources and sinks acting at each time.
The schematic illustrates that there are multiple pathways possible
for the TC vortex. The extremes viz. rapid intensification and rapid
weakening are also highlighted.

asymmetries can have a positive or negative role towards TC intensity changes. A

natural question that follows such a conclusion is: What are the scenarios under which

asymmetries act to positively influence a change in TC intensity and what are the

alternative scenarios under which they aid in the demise of the TC? Such an enigma

exists because asymmetries can arise from different sources, occur at different spatial

and temporal scales, and their evolution in time is influenced by several mechanisms

occurring nearly simultaneously. As a result, when such asymmetries are present

within the TC vortex, there are multiple possible pathways for the TC vortex (Figure

1.2) and many configurations that can result in either intensification or weakening

(Figure 1.3). At present, minimal work has been done to understand these details of

asymmetries. My current research seeks to bridge this gap in our understanding and

investigate the various aspects of asymmetries through multiple lenses and examine

their impact on TC intensity changes.

tangential wind. By this reasoning, we may begin to see that asymmetries need not act to weaken
the intensity. Disclaimer: This does not reflect my personal political views.
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Figure 1.3. Schematic illustrating that multiple convective organiza-
tions may lead to RI and RW at later times. Starting from isolated,
asymmetric convection at individual clouds, depending on the sources
and sinks, the spatial organization may be symmetric or asymmetric
in nature and either of these configurations may result in intensi-
fication (the extreme being rapid intensification, RI) or weakening
(extreme being rapid weakening, RW) making it a challenging prob-
lem. The block arrows indicate that the convective organization may
transition between symmetric and asymmetric or between organized
and disorganized scales during the life-cycle of a TC.
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1.2 Societal Implications

The Bay of Bengal basin is distinct from its Atlantic or Pacific counterparts in

that the ocean is warmer [34, 35], less deep, and smaller in size. As a result, the

atmospheric environment plays a dominant role in dictating TC behavior [36]. TCs

over the Bay of Bengal are known to experience vastly different environments within

a relatively short period of time [37]. As a result, we expect that the TC vortices in

this region will be good case studies for the investigation of externally-induced as well

as intrinsic asymmetries. In addition to the scientific motivation, there is a strong

societal motivation to focus on TCs across the Bay of Bengal.

The east coast of India is extremely vulnerable and disaster-prone to a variety of

threats such as tropical cyclones, heatwaves, floods, and droughts. The recurrent na-

ture of these shocks has significantly impeded the capacity of the coastal communities

to recover from these threats. Of these disasters, TCs are the most impactful [38]

and pose a grand challenge to the forecasting and disaster response teams.

The TC season over the Indian Monsoon region has two peaks annually pre-

monsoon (April-May) and post-monsoon (October to early December). The post-

monsoon season is known to be susceptible to more intense TCs [39]. Annually, the

Bay of Bengal is hit by four to six TCs with two to three of them turning very

severe (≥ 64 knots). Since the Bay of Bengal basin is relatively small in size, intense

TCs take only about 3-4 days to reach the land [40]. As per the recent census,

approximately 370 million people across a coastline of over 8000 km are exposed

annually to TC related risks in India [38]. Unfortunately, the rate of increase in

coastal vulnerability is far greater than the rate at which our ability to predict TCs

in advance is advancing [4, 41]. Additionally, an increase in the number of severe

cyclones in the post-monsoon season over the Bay of Bengal of 65 percent (in the

period between 1950-2012) was noted in a recent study [42]. With increasing severity

of the approaching TCs, increasing vulnerability of the coastal population, and given

that TCs over the Bay of Bengal only take two to three days to turn severe, the
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need for improved prediction and communication of the potential risks associated

with TCs in advance is stronger now more than it has ever been. Early and accurate

forecasts and warnings can help prepare disaster response teams in advance and save

thousands of lives and property, and every step towards an improved fundamental

understanding of the mechanisms driving these intensity changes goes a long way in

ensuring the same.

1.2.1 Forecasting Challenges

There are at least four major components to the TC forecasting problem: fore-

casting (i) the track, (ii) intensity, (iii) rainfall, and (iv) surge. Of the above, the

prediction of the TC’s intensity is arguably the most challenging [43]. This is because

a change in a TC’s intensity is the result of various dynamical and thermodynamical

processes interacting at and across multiple scales through the depth of the tropo-

sphere. These processes range from the large-scale circulations in the TC atmospheric

environment, the mesoscale organized convective processes at the vortex-scale, down

to the sub-grid scale microphysical processes [2, 4, 5, 28, 44]. Accurate forecasts of

a TC’s intensity requires an integration of satellite and aircraft observations with

numerical models that are initialized with the help of such observations. However,

there has been relatively slow progress in our understanding of TCs over the In-

dian Monsoon Region compared to the other basins, due to the geography, economic

constraints, and lack of sufficient observations [41,45].

Rapid intensity changes in TCs are a special subset of the already baffling inten-

sification problem where forecasting failures are more likely and can have dire conse-

quences. They comprise of Rapid Intensification (RI) and Rapid Weakening (RW) and

are defined as an intensity change of ±30 knots or greater within 24 hours [36,46,47].

Rapid intensity changes has been the subject of focus for several major organiza-

tions including the World Meteorological Organization (WMO) [48], the Hurricane

Research Division (HRD/NOAA) [4], the India Meteorological Division (IMD) [49],
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and NASA [50, 51]. Recent initiatives by the Governments of India and the United

States led to a collaborative agreement and the formation of the Indo-US Science and

Technology Forum (IUSSTF). Such a venture has triggered collaborations amongst

universities, scientists, and forecasters in India and the US, creating an opportunity

for a region-specific study that addresses rapid intensity changes in TCs over the Bay

of Bengal.

1.3 Case Study: Phailin and Lehar (2013)

During the early hours of 10 October 2013, Tropical Cyclone (TC) Phailin began

rapidly intensifying across the Bay of Bengal (BoB). Over the next 24 hours, there

was an increase in maximum surface wind speed from 45 knots to 115 knots (23.15

m/s to 59.1 m/s) and a central pressure drop from 996 hPa to 940 hPa. Phailin’s rapid

deepening presented a major challenge to the response teams as a massive evacuation

of approximately a million people had to be coordinated [52]. Only six weeks later, TC

Lehar reached an intensity of 75 knots (38.5 m/s, Very Severe Cyclonic Status) and

concerns similar to Phailin were raised as the storm approached land. However, over

the next 18 hours, Lehar went on to weaken rapidly to ∼30 knots, well before landfall.

Such contrasting rapid changes in TC intensity are a nightmare to forecasters and

policymakers. When evacuations of this scale are at stake, erring on the safe side is

not a welcome option since false alarms tend to reduce the credibility of the forecasts

and subsequent response from the public.

In the aftermath of these storms, the details of the mechanisms and processes that

resulted in such contrasting behavior within a period of five to six weeks remained

unclear. How different were the environments experienced by the two TCs? And how

did that impact the vortex-scale symmetric and asymmetric convective organization?

What were the relative roles played by the external environment and the intrinsic

vortex dynamics? These are some of the questions that will be investigated in this

thesis with Phailin and Lehar as the case study of interest.
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The broader impact of the findings presented herein includes the translation of

the understanding obtained here to the scientific and forecasting teams in the form

of timely and reliable products (R20 or Research to Operations) and decision sup-

port tools that guide scientists in providing early warnings (guidance-on-guidance) in

disaster-prone regions.

1.4 Objectives

This work seeks to achieve the following objectives:

(i) Examine the various spatial, spectral, and temporal characteristics of convective

asymmetries in TC vortices and outline the different means to diagnose and

potentially predict their impact on TC vortex-scale rapid intensity changes.

(ii) Quantify the relative importance of the various energy pathways that support

or disrupt the growth of asymmetries within the vortex during periods of rapid

intensity changes.

(iii) Quantify the relative importance of symmetric and asymmetric convection within

the vortex in the context of other intrinsic and external state variables that pre-

cede or lead to rapid intensity changes.

Chapter 2 describes the Hurricane Weather and Research Forecasting (HWRF)

model that is used in this study. Using the case-studies of Phailin and Lehar, Chapter

3 explores the question: What determines the spatial distribution of externally-forced

and intrinsic convective asymmetries within a vortex and how does that impact the

TC intensity? This is addressed for a thermodynamical as well as dynamical stand-

point. Using the same case-studies as Chapter 3, Chapter 4 investigates the energetics

of asymmetries at different spatial and temporal scales in spectral space.

From a real-time forecasting standpoint, there is also the challenge of the large

dimensionality of the problem. Present-day TC forecast models and observations pro-

vide high-resolution information in four dimensions - radius (r), azimuth (θ), height
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(z), and time (t), and it is important to segregate the most essential information that

is relevant to our specific task of diagnosing the impact of asymmetries on RI and

RW. To tie it all back to where we began, we may recall Einstein’s classic message:

‘Everything should be made as simple as possible, but no simpler ’. With our evolving

knowledge, we are continually evaluating how the various puzzle pieces fit together

and asking ourselves: What is the simplest manner in which I can approach this prob-

lem and at the same time, not oversimplify the problem such that the essence is lost?

With this objective, Chapter 5 focuses on parsimonious diagnostic techniques applied

to a suite of TCs aimed at reducing the problem dimensionality whilst retaining just

the most critical information required to estimate the probability of critical transi-

tions in TC vortices to considerable accuracy. Chapter 6 concludes with a synthesis

of the key findings and their implications across all chapters, lists recommendations,

and explores future opportunities.
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2 MODEL DESCRIPTION

The Hurricane Weather and Research Forecasting Model (HWRF) is the model us-

ing in this thesis. HWRF is the operationally adopted, 3D (non-axisymmetric), near

cloud-resolving framework, that allows us to disentangle and visualize the impact of

the processes of interest associated with TCs [53]. Simulations are performed using

HWRF v3.5 that has three nested domains with 27, 9, and 3 km grid-spacing respec-

tively. There are 43 vertical levels, including 11 levels below 850 hPa for adequate

resolution of the hurricane boundary layer. The model is non-hydrostatically mapped

on a rotated latitude-longitudinal, Arakawa E-staggered grid with a storm centered

hybrid (sigma-p) coordinate in the vertical direction. This model was developed by

the National Centers for Environmental Prediction (NCEP) and the Hurricane Re-

search Division (HRD) and is annually updated. Recent updates include improved

surface and microphysics schemes and a new shallow convective parameterization

scheme. The combination of Geophysical Fluid Dynamics Laboratory (GFDL) sur-

face physics, Slab (thermal diffusion) model, a simplified Arakawa-Schubert scheme

for cumulus parameterization, and Ferrier cloud microphysics along with GFS plane-

tary boundary layer scheme is used here. Further details can be found in Tallapragada

et al. (2015) [53]. The initial and boundary conditions come from the Global Forecast

System (GFS) model.

The outer-domain simulation of HWRF is used to study the large-scale features

and the inner-domain outputs are used to observe vortex-scale and local convective

scale features. The HWRF outputs for the high-resolution, inner-domain simulations

are then transformed to a storm-centric, cylindrical coordinate system (using a mono-

tonic bi-cubic interpolation) with a grid spacing of ∆r = 1km and ∆θ = 1 deg. We

use a surface-minimum pressure centroid at each time to calculate the center of the
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cylindrical coordinate system. The radial extent of the transformed inner domain was

300 km.

At this juncture, it is also important to define and differentiate the vortex and

the environment. Such a delineation has been a subject of several studies in the past

and continues to be an elusive problem in TC research [54, 55]. In this study, the

environment is defined as the region beyond the radius at which the 10-m tangential

wind drops below 8 m/s (Note that as per IMD’s definition, the minimum wind speed

that qualifies as a weak depression is 8.75 m/s or 17 knots). Alternatively, we use an

adapted version of Kurihara’s filter [56] to remove the vortex from the flow field. The

notable difference between our method and Kurihara’s being the use of 10m winds,

as opposed to the 850 mb winds in the original documentation. Approximately, 200

passes of the filter were required to remove the vortex from the environmental field.

2.1 Numerical Simulation of TCs Phailin and Lehar (2013)

HWRF simulations of Phailin and Lehar were performed (details in the Methods

section) with GFS initial conditions that provided the best forecast and captured the

rapid changes in intensity (12 UTC, 9 October 2013 for Phailin, and 00 UTC, 26th

November 2013 for Lehar). Figure 2.2 compares the HWRF simulations of Phailin and

Lehar against observations from Indian Meteorological Division (IMD). The vortex

initialization was provided by Joint Typhoon Warning Center (JTWC) TC Vitals.

Figure 2.2 underscores Phailin’s RI between 24 - 60 hours simulation time and

Lehar’s RW between 27 - 51 hours. Both of these rapid intensity changes were over

the ocean. Phailin made landfall with an intensity of 120 knots and its rapid decay

began six hours post-landfall. Figure 2.3 shows the Hovmoller (Time-radius) plots of

the azimuthally-averaged 10-m tangential and radial wind. The rapid intensification

of Phailin is evidenced by the strengthening of the tangential winds with time, which

is accompanied by an increase in the inflow (Figure 2.3a). The RW of Lehar is

illustrated by the weakening of the tangential winds after 24 hours (Figure 22.3).
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Figure 2.1. Comparison of model-simulated tracks (a) Phailin initial-
ized at 12 UTC, 09 October 2013 and (b) Lehar initialized at 00 UTC,
26 November 2013. BOB: Bay of Bengal.

Figure 2.2. Time-series plot of intensity for (a) Phailin (initialized
on 2013100912) (b) Lehar (initialized on 2013112600). The solid line
represents the forecast from HWRF and the dots represent the best
track intensities. The RI periods are shown as red, shaded periods;
the RW periods are illustrated as blue, shaded periods and the landfall
times are indicated as dashed lines.
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Figure 2.3. Contrasting primary and secondary circulations and con-
vective activities in Phailin and Lehar. (a, b) show the Hovmoller
plots of azimuthally averaged tangential velocities (shaded) and ra-
dial velocities (contours).

While the inflow is seen to peak at about 72 hours in the case of Phailin, the inflow

weakens after peaking during the first 24 hours in the case of Lehar (maximum mean

tangential winds 38 m/s or 75 knots). In the case of Phailin, the increase in the radial

and tangential winds are nearly simultaneous. While a similar behavior is observed

in the case of Lehar for the first 24 hours, the tangential component weakened quicker

than its radial counterpart.

In the following chapter, the spatial (symmetric and asymmetric) convective or-

ganization in Phailin and Lehar will be examined in the context of their respective

large-scale environments.
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3 SPATIAL DISTRIBUTION OF ASYMMETRIES

(A version of this chapter is published in Scientific Reports)

What dictates the symmetric or asymmetric distribution of convection within a

TC vortex? What is the consequent impact of the convective organization on the TC

intensity change? These are the questions that are the primary focus of this chapter.

Convection is a transient phenomena [12]. The sustenance and growth, or disrup-

tion of convection is a function of the local environment within the vortex, i.e., the

vertical profiles of the moist-entropy and wind in which it is embedded. These local

environments are modulated by the large-scale (atmospheric, oceanic, and land sur-

face when applicable) environmental conditions [57,58]. Furthermore, convection acts

to transport the mass, momentum, and moist-entropy from the near-surface regions

to the upper-portions of the vortex. The mass flux transported directly impacts the

near-surface radial pressure gradient and influences the radial and tangential winds

above and within the boundary layer. As a result, the spatial organization in convec-

tion is strongly linked to the intensity changes [43].

When a TC vortex encounters significant changes in its environmental flow field

(e.g., when it experiences shear), internal instabilities are triggered and there is a

subsequent readjustment of various dynamic-thermodynamic fields. Past numerical

[14,59] and observational examinations [60,61] of sheared vortices have revealed that

when the vortex tilts downshear, a series of thermal and vertical motion anomalies

occur to restore thermal wind balance (upward motion and cold anomaly downshear,

and downward motion and warm anomaly upshear). In essence, shear establishes the

preferred azimuthal location of convection such that the updrafts are predominant in

the downshear quadrants and the downdrafts are dominant in the upshear quadrants

[59,62–64]. In addition to shear, the storm motion magnitude and direction [65,66], as
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well as air-sea temperature and moisture disequilibrium, may also act simultaneously

to influence the radial and azimuthal distribution of convection [67–70].

With constant feedback from the vortex to the environment, the environment

also evolves in parallel with the TC vortex. While TCs have traditionally known

to weaken in a sheared-environment, recent studies [32, 59, 71–74] have articulated

different possibilities of how TCs can intensify in a sheared environment. Under such

scenarios, the surrounding moist entropy, vortex resiliency, depth of the vortex, stage

of the storm, storm motion vector, and the vertical structure of shear, all help in

ultimately determining the fate of the storm.

This chapter will focus on aspects of asymmetries induced externally as well as

intrinsically within the vortex. As a first step, a comparison of the evolution of the

large-scale environments experienced by Phailin and Lehar is presented. Next, the

dominance of externally-induced asymmetries in Lehar’s vortex due to shear-vortex

interactions and the lack of thereof in Phailin is highlighted. The remaining portions

of this chapter focus on the thermodynamic and dynamic aspects of the (a)symmetric

convective organization and how they impact the TC’s intensity evolution.

Comparison of TC environments for Phailin and Lehar

Figure 3.1 compares the large-scale environmental winds of Phailin and Lehar at

the times when the storms began to diverge in their intensities. The plot of 500

mb streamlines (vortex-removed) at t = 27 (start of RI) for Phailin (Figure 3.1a),

reveals a large subtropical anticyclonic ridge over the Tibetian-Himalayan region (Lat

27-40◦). The mean position of the subtropical high shifts southward each month

between July and February (Figure 3.2a) and its trajectory is in synchronization

with the propagation of the monsoonal heat low (cf. Figure 5.4 Krishnamurti et al.

2013 [75]). In the case of Phailin, the subtropical high was anomalously north, and

comparable to what is expected in September, as per climatology (Figure 3.2c). This

anomalous position of the subtropical high is potentially linked to the variability in
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the withdrawal of the monsoons in the year 2013. An active period in late September-

October 2013, delayed the withdrawal by ∼3 weeks, with the withdrawal isochrones

differing by ∼10-15◦ during the time that Phailin (the first post-monsoon tropical

cyclone of 2013) traversed across the Bay of Bengal [76] (Figure 3.2b).

On the other hand, the dominant anticyclonic ridge had moved southward and

away from the Himalayas (∼Lat 17-22◦) by mid-November (Figure 3.1b). This is con-

sistent with the post-monsoon, early-winter climatology (Figure 3.2a). Apart from

the seasonal progression of the subtropical ridge within six-weeks, Lehar’s environ-

ment was potentially influenced by its predecessors Phailin and Helen (not explored

in this study). Figure 3.1b indicates that the north-south pressure gradients on either

side of the ridge were large, causing the ridge to be compressed around its center.

Figures 3.1c and 3.1d compare the depth and intensity of the environmental winds

impacting the TC vortex. Figure 3.1d indicates the presence of an upper-level anti-

cyclone, extending to about 400 mb, six hours before the start of rapid weakening.

While the Figure only shows a snapshot in time, analysis of these streamlines with

depth across several times, indicated a tilted ridge, extending down to 650 mb at

certain times. Further, the ridge presented as two bifurcated centers at the start of

Lehar’s lifecycle and then went to evolve into a giant anticyclone by the end of its

life-cycle (not-shown). The proximity (∼10◦ from the TC), intensity, and depth of the

upper to mid-level anticyclone cause the upper portions of the vortex to experience a

different environmental forcing as compared to the lower portions of the vortex. This

manifests as shear in Lehar’s environment. Overall, the intensity and magnitude of

the winds impacting Phailin (Figure 3.1c) are much less than that of Lehar (Figure

3.1d).

Figures 3.1e and 3.1f show the comparison of the evolution of local (bulk) shear

and environmental (bulk) shear. The motivation behind differentiating behind the

environmental and local shear is two-fold. First, the differentiation allows us to

move away from the traditional consideration of shear as a one-way forcing from

the environment onto the vortex, and acknowledge that the vortex is feeding back
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Figure 3.1. (a, b) are plots of (vortex-removed) streamlines at 500
mb for Phailin and Lehar, showcasing the position of the subtropi-
cal high. (c,d) present a snapshot (t=24) of the environmental zonal
wind, meridional wind, and the wind vector magnitude, computed at
each level for Phailin and Lehar. The highlighted portion indicates
the presence of an upper-level anticyclone (positive and clockwise tan-
gential velocity) in Lehar’s environment and the absence of it in the
case of Phailin. (e,f) serve to compare the deep (200 - 850 mb) and
mid (500 - 850 mb) bulk-shear values within the vortex (the winds at
each level are first domain averaged in an 2◦x 2◦ box) and in the en-
vironment (the vortex is removed and the domain averaging of winds
at each level is done within an 8.5◦x 8.5◦ box).
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Figure 3.2. (a) Mean position of the subtropical high calculated from
August to December as per climatology. Computed using ECMWF
reanalysis. (b) Withdrawal isochrones of southwest monsoons in the
year 2013 highlighting the delay in withdrawal during the lifetime of
Phailin. Adapted from the publicly available withdrawal isochrones
generated by the India Meteorological Department (c) Streamlines
averaged between 200 - 400 mb from GFS indicating the position of
the subtropical high during Phailin’s time period and the position of
the subtropical high for the other between years 1978-2016 computed
using reanalysis.
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onto the environment and (potentially) modifying its own local shear. Second, there

are multiple definitions of shear in use within the TC community while conducting

shear-vortex experiments (e.g., the 120 km domain used in Riemer et al. (2010) [77]

v/s the vortex-removed, 500 km domain in Chen and Gopalakrishnan (2015) [71]).

These differences are due to an implicit understanding within the community that the

shear experienced by the vortex, is possibly different from the environmental shear

(Personal communication with Riemer, M., Ryglicki, D., and Rogers, R).

Figure 3.1e shows that the deep-shear of Lehar was persistently between 15-20

knots before and during the period of rapid weakening (16-40 hours) and ≥20 knots

as Lehar approaches land, and post-landfall (48-72 hours). Furthermore, Figure 3.1e

reveals that the mid shear was particularly high (∼25 knots) between 12-30 hours

when the rapid weakening was initiated. On the other hand, Phailin’s local shear

was consistently below 10 knots, except for a modest increase towards the end (45-66

hours) when the storm was at peak intensity. Figures 3.1e and 3.1f also indicate

clear differences between the environmental shear and local shear, despite structural

similarities. For example, the magnitudes of mid-shear within the vortex are nearly

double the magnitudes in the environment between 12-42 hours, despite similarities in

their trends. The magnitudes of Lehar’s environmental shear are comparable to that

of its local shear magnitudes between 12-42 hours when the storm rapidly weakened

but are much lower between 48-72 hours. While Phailin’s environmental deep-shear

values are slightly higher than its local counterpart, its environmental mid-shear

values are almost half of its local shear values.

The traditionally used bulk-shear estimates (the difference between wind vectors

at 200 mb and 850 mb for deep-shear, and 500 mb and 850 mb for mid-shear) might

under-represent the structural complexity of the vortex and the environmental flow-

field in three dimensions. For this purpose, we present the hodographs of winds

computed within the TC vortex and in an annulus outside the vortex, representative

of the environment (Figures 3.3a - 3.3d) right before the start of the rapid change

in intensity, for each of the TCs. The domain averaging removes the wavenumber 0



22

Figure 3.3. ((a,b,c,d) Hodographs of winds computed within the vor-
tex (domain averaged in an 2◦x 2◦ box at each vertical level) and
in the environment (domain averaged in a 8◦x 8◦ box after vortex
removal at each vertical level) for Phailin just before the RI (t=27)
and for Lehar just before the RW (t=27). The shear magnitudes are
vector differences between domain averaged winds computed at the
vertical levels indicated. (e,f): Time series of vortex tilt (difference in
circulation centers at various levels from the circulation center at 1.5
km) for Phailin and Lehar. 1 m/s = 1.943 knots.
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component from the TCs. Also highlighted are the storm motion speed and direction,

and the bulk-shear computed at different levels. Figures 3.3a and 3.3b indicate an ex-

tremely organized vortex, with very low shear within the vortex and the environment

(cf. Figures 3.1e and 3.1f at t =24). Compared to Phailin, Lehar’s wind magnitudes

are more than twice as greater within the vortex, and close to four times greater in

the far environment, and the flow-field is far more complex (Figures 3.3b and 3.3d).

Figure 3.3b serves to illustrate that the bulk-shear estimate using the difference be-

tween 200 and 850 mb might be under-representing the actual shear in the vortex.

For example, at t=24 (just before the start of the weakening), the maximum shear is

between 350 mb (∼8 km) and 850 mb at 18.4 m/s or 35.76 knots.

Figure 3.3b is indicative of the intense (≥ 20 m/s or 38.8 knots), southeasterly

winds between 200 and 500 mb due to the proximate ridge. Figures 3.3e and 3.3f are

plots of the time-series of the vortex tilt between the circulation centers at 1.5 km with

various heights. Phailin’s time-series shows that after an initial wobble (fluctuation in

the vertical alignment of the vortex) with tilt magnitudes extending to ∼30 km, the

amplitude drops considerably at around 12 hours. After this, the tilt magnitude is

negligible. On the other hand, Lehar’s plot of tilt indicates an increasing discordance

between the circulation centers at different heights, until a point where it wobbles

out of phase with itself (∼36 hours). As suggested in Reasor et al. (2004) [78],

there is a clear oscillation of the TC vortex in pursuit of dynamic equilibrium with

its environmental forcing. While the frequency of the oscillation seems steady at

around 6 hours, the amplitude of the oscillation increases as the ability of Lehar’s

vortex to realign vertically reduces with time. As the tilt extends to various depths of

the vortex, like a feebly spinning top conserving angular momentum, the amplitude

gradually increases until the vortex weakens.

Figure 3.4 further serves to explain the differences in the environments of the

two TCs, before they diverged to intensify/weaken. Figures 3.4a and 3.4b show

the geopotential heights of the respective storm environments at 300 mb. In the

case of Phailin, the peak geopotential heights are found over the Himalayas, and
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Figure 3.4. (a,b) Plot of Geopotential heights at 300 mb for Phailin
and Lehar, highlighting the pressure gradient in the meridional di-
rection before the start of weakening and intensification. (c,d) Plots
of 500-850 mb integrated specific humidity in g/kg. (e,f,) Plots of
antecedent soil moisture (top-layer) in volume fraction (g,h) Plots of
antecedent soil temperature (top-layer) (K)
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minimal gradients are found in the proximity of the storm. On the other hand,

Lehar’s environment is much more baroclinic, with noticeable pressure gradients in

the North-south (meridional) direction. These gradients compress the flow field on

either side of the ridge (cf. Figure 3.1b) and drive the shear experienced by Lehar.

Figures 3.4c and 3.4d show the vertically integrated specific humidity in the storm

environments. Figure 3.4c indicates that the cold, dry continental air was restricted

to the Himalayan region and the environment in the vicinity of Phailin was moisture-

rich. However, over the next six weeks, the cold and dry, continental air was drawn

south into the flow field of the ridge and Lehar. In addition to the seasonality, there

is a possibility that Lehar’s two preceding TCs - Phailin, and Helen, drew a lot of

moisture from their environments and altered the synoptic environments for Lehar

(not explored in this study). Due to the delayed withdrawal of monsoons at the time

of Phailin, the antecedent soil moisture was higher, and the soil was warmer (Figure

3.4e, Figure 3.4g). In contrast, due to the onset of winter by late November, Lehar’s

antecedent soil temperatures were colder (Figure 3.4f) and despite rainfall from TC

Helen (landfall location 15N, 80E ) during the same time that Lehar was traversing

across the Bay of Bengal, the net soil moisture content was markedly lower than

Phailin’s (3.4h).

In summary, Phailin and Lehar experienced remarkably different environments

within a relatively short period of time. We will now explore how the convective

organizations of these two TCs are strongly tied to the evolution of the environments

that they encounter.

3.1 Externally induced asymmetries

The objective here is to investigate the weakening of Lehar’s sheared vortex and

diagnose the aspects of its asymmetric convective organization that led to it.

To investigate the local environments within the vortex that determine the devel-

opment of convection, first, a plan view of the near-surface boundary layer equivalent
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potential temperature (θe, also referred to as moist-entropy) is shown for Phailin

and Lehar (Figures 3.5a and 3.5b respectively) for the purpose of contrast. While

a symmetric envelope of high θe is present around Phailin’s eyewall (Figure 3.5a),

an azimuthally asymmetric distribution of Lehar’s θe, with the highest near-surface

θe concentrated in the downshear right quadrant (DSR) (Figure 3.5b). This asym-

metric distribution of θe is consistent with prior observational [61, 79] and modeling

studies [77] of sheared vortices.

3.1.1 Thermodynamic aspects

To further understand the spatial distribution of θe and convection (comprising of

updrafts and downdrafts), the radius-height plot of each of the quadrants highlighted

in Figure 3.5b is shown at the start of the weakening process (Figures 3.5c-f). The

deep convection (we define this as the upward motion in which the convective mass

flux is transported to at least 8 km in the vertical) is concentrated mostly in the

downshear quadrants (Figures 3.5c and 3.5d) around 40-60 km radius. In the upshear-

left quadrant (USL), the upward motion is located ∼40 km radius between regions

of strong downward motion on either side. Consistent with prior documentation

[71], strong, convective-scale downdrafts that are maximized around 8-10 km in the

vertical are present in the downshear-left (DSL) and USL quadrants, albeit within the

eyewall region (radii ≤ 40 km). However, these downward motions within the eyewall

region are unlikely to play any role in bringing the environmental low θe air into

the storm vortex, since the eyewall is thermodynamicly protected by deep convection

and dynamicly by the strong tangential winds at the radius of maximum winds (30

- 40 km). As articulated in Riemer and Montgomery (2011) [80], a combination

of downward motion and cross-vortex (storm-relative, radial) flow is needed for the

environmental air to intrude into the vortex core.

Just outside the eyewall region between 40-80 km radii, deep downdrafts in the

upshear quadrants (upshear left (USL) and upshear right (USR) in Figures 3.5e,3.5f)
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Figure 3.5. Plan view of the near-surface θe (averaged within 2km
from the surface) for Phailin (a) and Lehar (b) three hours prior to
the start of the rapid intensity change. The four quadrants - downs-
hear right (DSR), downshear left (DSL), upshear left (USL) and up-
shear right (USR) are marked in b. Figures c-f present the quadrant
averaged, radial-height plots of θe for Lehar at t = 24.
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Figure 3.6. Lehar’s Azimuth-height plots of θe(shaded) and vertical
velocity contours (updrafts in golden and downdrafts in black) at two
times: t=24 (3 hours before RW) and t=27 (start of RW) (panels a, b
respectively). Panels c and d show the corresponding azimuth-height
curtains for radial velocity (shaded) and vertical velocities (contours)
for Lehar at the same times.
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Figure 3.7. (a,b) Radial flux of θe anomaly (uθ′e) within the boundary
layer (vectors, colored according to θ′e (azimuthal mean is subtracted)
where blue indicates negative θ′e and red indicates positive θ′e). The θe’
is averaged from the surface to 1.5 km in the vertical to represent the
θe distribution within the boundary layer. Additionally, the downward
flux of θ′e (-1*wθ′e) through the top of the boundary layer (assumed
to be at 1.5 km) is indicated as dashed contours. These plots are
shown at two times: t = 24 (just before RW) and t = 27 (start of
RW) and the shear vector is indicated by the black arrow. (c) Time-
series of the magnitudes of uθ′e and wθ′e where a Heaviside function is
used to ensure that only the inflow, downdrafts, and negative θ′e are
considered in the computation. The times when the the magnitudes
of the vertical and radial fluxes of low θe peak together are highlighted
and shown in the context of the timing of the rapid weakening. (d)
Back-trajectories of low θ′e (θe less than 342 K) air within 30 km
radius. The radial extents for panels a, b, and d are 0 to 90 km.
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are seen reaching the surface. These downdrafts are present underneath moderate to

strong updrafts (vertical velocities between 0.5 to 1.5 m/s) and are in the proximity of

low θe air. When the precipitation from these updrafts falls through these dry (low θe)

unsaturated regions, it is expected to evaporate. The downdrafts (sinking motion)

seen in the upshear quadrants are most likely a result of the consequent cooling

that occurs when the latent heat of evaporation is subtracted from the surrounding

environment as addressed in several previous studies [70, 77, 81–84]. Riemer et al.

(2010, 2013) [77,85] noted in their idealized experiments that such downdrafts might

act to bring the low θe from outer radii (e.g. radii greater than 80 km in this case)

into the boundary layer and near-surface regions.

However, both the upshear quadrants contain such downdrafts. This begs the

question: Which of the two upshear quadrants present a likely configuration for the

intrusion of low moist entropy air? The answer to this depends on the relative loca-

tion of the downdrafts carrying low θe air (through the top of the boundary layer)

with respect to the location of the inflow (within the boundary layer). We present an

azimuth-height plot in Figure 3.6 while radially averaging between 20-80 km, keeping

in mind that the radial location of these downdrafts was between 40-80 km (3.5e,

3.5f) and that the radius of maximum winds (at the surface) was at 30 km. Figures

3.6a and 3.6b show Lehar’s θe (shaded) and vertical velocities (contours) at two times:

t=24, that is three hours before the weakening and at t=27, when the rapid weak-

ening began. Likewise, Figures 3.6c and 3.6d show the radial velocity (shaded) and

vertical velocities (contours) for the same times as 3.6a and 3.6b. The θe, the vertical

velocities, and the radial velocities are all extremely asymmetric in the azimuthal

direction, consistent with the behavior of sheared storms in Marks et al. (1992) [9],

Rogers et al. (2016) [61], and Reimer et al. (2013) [85]. Additionally, in Lehar’s case,

the storm motion vector was coincident with the shear vector. While we know that

a combination of these vectors dictates the azimuthal distribution of inflow [65, 66],

the asymmetries due to motion and those due to shear may interfere destructively or
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constructively, and a comprehensive understanding of their nonlinear interplay is yet

to be reached (a topic not explored in this study).

As expounded in the previous sections, the vertical structure of the environmental

winds might be much more complex than that indicated by the bulk-shear vectors.

From that perspective, while we have a general understanding that downdrafts (up-

drafts) occur in the upshear (downshear) side and that inflow (outflow) occurs in the

upstream/downshear (downstream/upshear) side [9, 14], our prior knowledge based

on the bulk (deep) shear vector might fail to capture the complexity in the spatial

distribution of the downdrafts, inflow, and θe for specific cases.

Azimuthal phasing in the upshear-left quadrant

In Figures 3.6a and 3.6b, the downdrafts carrying low θe air are maximized in

the USR (NE-E-SE) quadrant at t=24 but move to USL (SE-S-SW) by t=27. These

azimuth-height ‘curtain’ plots may be understood along the direction of the flow, i.e.,

cyclonic (DSR-DSL-USL-USR-DSR or NE-NW-SW-SE in this case; cf. Figure 3.6b).

Given that these plots are snapshots in time, they must be cautiously interpreted as a

spectrum of updrafts and downdrafts that combine to produce a net effect indicative

of updrafts or downdrafts. Single updrafts/downdrafts are not tracked here, and it is

possible that individual downdrafts exist in the presence of mean upward motion and

vice versa. At t=27, the updrafts can be seen to begin in the DSR quadrant (NW-

NE-E) and maximize in the DSL quadrant (SW-NW). Further, upper-level updrafts

overlay a low-level downdraft in the USL region (S-SW, between 6-16 km in Figure

5b). This is very consistent with the observations in Rogers et al. (2016) [61] and

Nguyen et al. (2017) [86] where an updraft was seen to initiate DSR, mature DSL,

ascend USL, whilst overlaying low-level downdrafts, before terminating USR.

The convective patterns at t=24 is a little more complicated, possibly because

we are taking a snapshot when the convection is at different stages. At this time,

there is a strong updraft in the DSR (W-NW-N-NE) quadrant, a weak mid-to-upper-
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level downdraft DSL/USL (W-SW-S-SE), a weak updraft USL (SW-S) and a strong

downdraft USR as mentioned above. Between the two times, the inflow structure

remains almost the same (Figures 3.6c and 3.6d). A low-level inflow is prevalent

in the S-SW-W-NW or USL-DSL-DSR region, and an upper-level slanted outflow

is present in the W-NW-N-NE or DSL-DSR regions. Further, a more azimuthally

confined region of low-level outflow is prevalent in the NE-SE (USR) quadrant. While

there is a slight extension of the low-level outflow in the SE-S (USL) quadrants at

t=24, the low-level outflow is confined to the USR quadrant (NE-SE) at t =27, and

low-level inflow occupies the USL quadrant (SE-S-SW).

The distribution of θe within the boundary layer is dictated by the vertically

downward (mean and eddy) fluxes through the top of the boundary layer, the radially

inward (mean and eddy) fluxes within the boundary layer and the surface fluxes

[79, 83, 84]. Our focus in this section (Figures 3.6 and 3.7) is specifically on the

downward and radially inward eddy (azimuthal mean field is subtracted) fluxes of low

θe. At t=24, when the downdrafts are maximized in the USR quadrant (Figure 3.6a),

the vertical flux of low θe air through the top of the boundary layer is juxtaposed

predominantly with the radially outward flux of low θe within the boundary layer

(Figure 3.7a, 3.6c). Under such a scenario, one would expect that the low θe air

flushed into the boundary layer by the downdrafts simply exits the region without

penetrating into the eyewall. On the other hand, at t=27 when the downdrafts are in

the USL quadrant (Figure 3.6b), they are collocated with inflow within the boundary

layer (Figure 3.6d). In other words, the vertical eddy flux of low θe air through the top

of the boundary layer is juxtaposed with radially inward eddy flux of low θe air within

the boundary layer (Figure 3.7b). Such a juxtaposition in the upshear left quadrant

creates a configuration that is conducive for the low θe air from the environment to

penetrate into the boundary layer and then into eyewall region (as evidenced by the

blue, radially inward vectors reaching inner radii).

Figure 3.7c provides a time-series of the (azimuthally and radially averaged) mag-

nitude of vertical and horizontal fluxes transporting low θe air. Figure 3.7c illustrates
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that in addition to the collocation in the azimuthal phasing evidenced in Figures

3.6a-d and 3.7a-b, there was synchronization between the peaks of magnitudes of the

vertical and radial fluxes of low θe air. Finally, Figure 3.7d shows the back trajec-

tories of air parcels whose θe values were below 342 K within the radii of 30 km.

The trajectories are through the USL quadrant, the quadrant where the maximum

juxtaposition is observed in Figure 3.7b.

In summary, we have identified the upshear-left quadrant in Lehar as a region

that is vulnerable to the adverse, external influences and must be monitored for early

warning signals of rapid weakening.

Prior studies [79, 84, 87] demonstrated and addressed the issue of TC intensity

change as a competition between the surface fluxes that serve to refurbish the bound-

ary layer with warm and moist air from the ocean, and the above-mentioned fluxes

that transport low θe air from the environment into the TC inner core. From that

perspective, the weakening of Lehar may be interpreted as a scenario where the sur-

face fluxes fail to refurbish the deficit in θe within the TC boundary layer created by

the synergistic action of the downward and radially inward eddy fluxes.

It is important to note that at the time that the weakening is triggered, a rea-

sonably strong (as well as azimuthally aligned with downdrafts) inflow is necessary

to facilitate the intrusion of low θe air. Over time, as the low θe air intrudes into

the vortex core and the air-sea instability reduces, the radial pressure gradient within

the boundary layer begins to drop. When this occurs, the strength of the inflow also

decreases as the TC weakens (cf. Figure 2.3). This whole series of events is apparent

only in an azimuthally asymmetric point of view. If this is purely viewed from an

azimuthally axisymmetric perspective (as in Figure 2.3b), only the ‘effect’ viz. strong

inflow when the TC is intense, and weak inflow when the TC weakens, is visible. The

background θe, as well as the generation of pathways for the mixing of environmental

θe into the TC core by shear, makes all the difference in this case.
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Summary

In Lehar’s sheared vortex, the thermodynamic and dynamic environments within

the vortex upon which the convection is embedded upon are asymmetric. Under

such a scenario, while the demise of a vortex is the result of a series of events, we

demonstrate here that the trigger of Lehar’s RW occurs when the azimuthal phasing

of the vertical flux of low θe air through the top of the boundary layer and the

radial flux of low θe within the boundary layer synchronize. Such a juxtaposition

occurs in the USL quadrant between 40-80 km radii and creates a pathway for the

environmental air to intrude into the eyewall region. This is an extension of the PBL

flushing mechanism proposed by Riemer et al. (2010, 2013) [77, 85]. We add an

asymmetric component here and argue that the boundary layer flushing mechanism

becomes operative only when the azimuthal phasing of the inflow is favorable to the

downward flux of low moist entropy air from the downdrafts. Since convection is

an intrinsic and stochastic process that occurs in response to air-sea instability, the

identification of the local pockets (upshear left in Lehar’s case) within the vortex that

are disruptive to the growth and sustenance of deep convection and how this ties to

the evolution of the TC’s atmospheric environment is of crucial importance.

Given the complexities of the shear profiles and the asymmetric distribution of

the various fields within the vortex, the collocation in the azimuthal phasing and

magnitude of the boundary layer inflow, vertical velocities, and low θe, may be used

as a diagnostic to detect rapid intensity changes. We speculate that in a sheared

TC that goes on to intensify, there will be a collocation in the azimuthal phasing

between the boundary layer inflow, updrafts, and positive θe anomaly. This aspect is

not explored in this thesis.

3.1.2 Dynamic aspects

Having examined the thermodynamic aspects, in this section, we investigate the

weakening of Lehar’s tangential winds as a response to various forces terms from a
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dynamic perspective. We begin with the analysis of the azimuthally-averaged tan-

gential momentum budget where the instantaneous (or time-averaged) quantities are

partitioned into azimuthal mean and eddy terms (an approach similar to Reynolds-

averaging in fluid dynamics).

∂〈v〉
∂t

= −〈u〉〈f + ζ〉 − 〈w〉∂〈v〉
∂z
− 〈u′ζ ′〉 − 〈w′∂v

′

∂z
〉+ 〈 1

ρr

∂p′

∂θ
〉+ Fr. (3.1)

Here in Eq. 3.1, the azimuthal mean quantities are represented within angular brack-

ets and the azimuthally asymmetric terms are represented as primes. The storm-

relative radial, tangential, and vertical velocities are represented as u, v, and w re-

spectively. ζ represents the vertical component of relative vorticity and f is the

Coriolis parameter. The density and pressure are represented as ρ and p respectively.

Finally, r represents the radius, and θ, the azimuthal angle. The force terms that

contribute to a rate of change in the azimuthally-averaged tangential velocity include

the mean radial vorticity flux (Term 1 on the right), the vertical advection of tangen-

tial momentum by the mean secondary circulation (Term 2), the eddy radial vorticity

flux (Term 3), the eddy vertical advection of tangential momentum (Term 4), the

pressure perturbation term (Term 5) and the frictional term (Term 6, Fr).

This terminology is consistent with Persing et al. (2013) [31] and Smith et al.

(2017) [32] except for the treatment of the residual term. Here, the frictional term

and the pressure perturbation term are not explicitly computed. Instead, a residual

term is computed merely as the difference between the net tendency in 〈v〉 and the

sum of terms 1-4 (similar to the treatment in [88]).

Persing et al. [31] noted a few sources of errors that might result in differences

between the tendency of the tangential velocity computed as the sum of the force

terms and the tendency computed directly as a finite difference between the two

times. We acknowledge the errors from sampling rate (1 hourly outputs), the error

associated with finite difference schemes used in place of the derivatives and the choice

of a surface-based pressure center regardless of the magnitude of the variation in the

circulation centers at different heights within the vortex. Thus, in addition to the

diffusion term and the pressure perturbation term, errors from the above-mentioned
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sources are contained in the residual term. However, while these errors are implicit

in the residual term, the effect of these errors is not to reverse the overall sign of the

other tendency terms. Our primary intent in this analysis is to understand the roles

played by the specific terms in the budget equation in contributing to a positive or

negative spin-up in 〈v〉 at a system-scale. Smith et al. (2017) [32] and Leighton et al.

(2018) [33] offer very insightful analyses of Earl, a sheared, intensifying storm. This

study seeks to complement the existing body of literature by offering an analysis of

a sheared, rapidly weakening TC.

When a vortex is subject to external shear, eddies in addition to the intrinsic eddies

addressed in the previous section are introduced. Shear-vortex interactions result in

an azimuthal reorganization of the upward and downward motions, vorticity, θe, and

the radial flow within the TC boundary layer (BL). Furthermore, a tilted vortex also

excites vortex-Rossby waves. Under such scenarios, it is important to note that it is

not mathematically possible to separate the intrinsic eddies from the shear-induced

ones since they are nonlinearly coupled.

Figure 3.8 shows Lehar’s radial-height plots of the terms from tangential momen-

tum budget time-averaged during the early period of RW (t=24 to 36 hours). The

net tendency term (Figure 3.8f) indicates a clear weakening trend within the radius

of maximum wind (RMW). We wish to specifically focus on the influence of the eddy

terms towards this trend. Figure 3.8c shows a strong concentration of positive eddy

vorticity flux straddling the RMW, in the mid-levels between 4-12 km in the vertical.

Under this pocket of positive eddy vorticity flux is a region of negative eddy vorticity

flux whose structure corresponds well with the low-mid level (0-8 km in the vertical)

weakening belt within the RMW in Figure 3.8f.

Leighton et al. (2018) [33] had examined an ensemble of simulations conducted for

Hurricane Edouard and concluded that positive eddy-vorticity flux in the mid-levels

is an indicator of RI and negative eddy flux is an indicator of weakening. However,

contrary to their findings, our results suggest that mid-level positive eddy vorticity

flux cannot be used as a unique signature of sheared-RI storms (cf. their Figures
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Figure 3.8. Radius-height plots of the terms of the tangential momen-
tum (〈v〉) budget time-averaged during the initial period of Lehar’s
RW (24 - 36 hours). (a) Mean radial vorticity flux (Vmζ) (b) vertical
advection of tangential momentum by the mean secondary circulation
(Vmv) (c) the eddy radial vorticity flux (Veζ), (d) the eddy vertical
advection of tangential momentum (Vev) (e) Residual terms (f) Net
tendency in 〈v〉 over the period of interest. Units for all panels is
ms−1h−1 and the contour intervals are 0.5 ms−1h−1. The dotted lines
represent the 〈v〉 contours and the yellow dashed line represents the
radius of maximum 〈v〉 at each height.

8d, 9d). Rather, Lehar’s budget analysis seems to suggest that such a positive eddy

vorticity flux is a characteristic of sheared TCs in general and that there are other

counteracting mechanisms that are possibly not captured by the present framework

that differentiate a sheared TC that undergoes RI or RW.
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Similar to its radial counterpart, the plot of the vertical eddy flux term also

indicates a zone of strong positive tendency straddling the RMW stretching from 2-

10 km in the vertical. This pocket of positive eddy vertical flux is countered by strong

negative tendencies just outside the RMW (40-100 km radii) and less than 6 km in

the vertical. This negative tendency is related to the downdrafts (due to evaporative

cooling) that are restricted to the upshear quadrants and transport low θe air into

the BL ( [77], Section 3.1.1).

Dynamic-thermodynamic counteractions in Lehar’s eddy fluxes

To further investigate the structure of eddy vorticity flux during Lehar’s weaken-

ing, we examine the horizontal cross-sections of the fluxes of eddy vorticity (shaded)

and eddy radial velocity (contours) on the left (Figures 3.9a, 3.9c) at the mid-levels

(averaged between 6-10 km) and within the BL (averaged between 0-2 km). These

plots are then compared against their thermodynamic counterparts with eddy moist-

entropy (θe, shaded), and eddy radial and vertical velocity (contours) plotted on the

right (Figures 3.9b and 3.9d respectively). These plots are also time-averaged be-

tween 24-36 hours (start of RW in Lehar). The deep-shear vector during this period

points northwestward. Since the radial eddy vorticity flux is the covariance between

eddy vorticity (ζ ′) and eddy radial velocity (u′), a positive tendency in Figure 3.8c is

the result of inflow being correlated with positive vorticity or outflow being correlated

with negative vorticity.

Figure 3.9a shows that in the mid-levels for radii ≤ 72 km, inflow (black contours)

is strongly correlated with positive eddy vorticity in the downshear region and the

negative eddy vorticity is correlated with outflow (golden contours) in the upshear

region. On the other hand, Figure 3.9b shows that for the same region, the inflow is

strongly correlated with negative eddy moist-entropy. Also, the eddy vorticity field

is completely out of phase with the eddy moist entropy field. Under such a scenario,

there is a destructive interference of the dynamic process by the thermodynamic
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Figure 3.9. Lehar’s plan view (r-θ ) plots of (a) eddy relative vorticity
(shaded) and radial velocity (contours, black represents inflow and
golden represents outflow) averaged between 6-10 km (mid-levels) in
the vertical, 0 - 120 km radius and 24-36 hours (b) Same as (a) except
that the shading represents eddy moist entropy (θe). (c) is the same as
(a) except that it is vertically averaged within the BL (0 - 2 km). (d)
shows the plot of eddy moist entropy (shaded) and vertical velocity
(dashed contours) within the BL. Highlighted, are the regions where
the inflow carries the positive eddy vorticity (a) and negative eddy
θe (b) in the mid-levels. Also highlighted is the region within the BL
where the inflow contours are juxtaposed with negative eddy vorticity
(c), negative eddy moist entropy and downdrafts (d).

processes. This is an important finding as it reveals that the rapid weakening may

occur in a sheared environment even if the conditions are dynamically favorable.

Within the BL, the phasing in eddy vorticity and eddy moist entropy fields are aligned.
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Here, the BL inflow (black contours, highlighted region in 3.9c) is correlated with

negative vorticity (blue shaded region in 3.9c), negative eddy moist entropy (blue

shaded region in 3.9d), and downward motion (black, dashed contours in 3.9d). Such

a configuration within the BL creates the dynamic-thermodynamic pathway for the

intruding low θe air in the TC environment to trigger the spin-down of the vortex.

Between the mid-levels and the BL, the ζ ′ fields are completely out of phase and the

θ′e fields are 90 degrees out of phase.

How is the thermodynamic weakening of this heat engine reflected in the

kinematics of the storm?

A key takeaway from the above discussion is that as shear reorganizes the fields

of vorticity, θe, radial velocity, and the convective upward/downward motions in the

azimuthal direction, looking for signatures in the individual fields might be misleading

given the competing nature of the mechanisms associated with these fields. Rather,

we must attempt to understand the juxtaposition of these asymmetric fields and how

their behavior evolves in the context of one another and the external environment.

However, the dynamic and thermodynamic impacts of shear and the intruding low

θe air cannot be isolated. For example, previous studies such as [77] and [83] have

postulated thermodynamic pathways through which low θe air intrudes into the vortex

of a sheared storm and acts as an anti-fuel to the heat engine, that is the TC. To

this, one might ask ‘But how is the weakening of this heat engine reflected in the

kinematics of the storm? ’ In other words, if the dynamic perspective offered in

Equation 3.1 completely describes the tendency of tangential momentum, which term

of Equation 3.1 does the low θe air impact negatively?

Our understanding is that the ingestion of low θe air acts to reduce the static

stability within the BL and has a direct impact on the strength of the updrafts that

transport the tangential momentum in the vertical direction. During the initial period

of weakening, a reasonably strong inflow is required to transport the low θe air into
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the vortex core. From this perspective, we speculate that the first terms to show

negative tendencies of low θe air intrusion are the mean and eddy vertical flux terms

(Terms 2 and 4 in Eq. 3.1). Since the downdrafts that transport the low θe air are

constrained in the azimuth to specific quadrants (upshear left in the case of Lehar, see

Section 3.1.1), it is likely that the negative tendency is first visible in the eddy vertical

transport term (cf. Figure 3.8d - radius 40-120 km, 0-5 km in the vertical). As the

radial pressure gradient reduces as a result of reduced deep convection, the strength

of the inflow reduces in an azimuthally averaged sense and a negative tendency is seen

in the mean radial advection of vorticity (Term 1). The above discussion serves as

an example of the direction we should take in the future and bring the dynamic and

thermodynamic perspectives together to account for nonlinear, competing processes

that seek to act simultaneously.

3.2 Intrinsic asymmetries

TC Phailin serves as a case study of a low-sheared vortex that rapidly intensified

over the ocean. We first seek to understand if the diagnostics derived from Lehar

apply here. If not, what are the alternative diagnostics that link the behavior of the

intrinsic asymmetries to the RI of the vortex?

3.2.1 Thermodynamic aspects

Figures 3.10a and 3.10b show the plot of θe (shaded) and vertical velocity contours

(radially averaged on either side of the radius of maximum wind) six hours before

RI (t=27) and at t=33 (start of RI). What is consistent between the two times,

is the presence of relatively high θe when compared to Lehar (Figures 3.6a, 3.6b).

At t=27, there are strong upward vertical velocities suggestive of bursts of deep

convection extending up to 16 km in the west to south (W-S) quadrant and 14 km in

the northeast to northwest (NE-NW) quadrant. Six hours later, this deep convection

has wrapped around and extended to all the quadrants - a feature that is entirely
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Figure 3.10. (a,b) Azimuth-height plots of Phailin’s θe (shaded) and
vertical velocities at t = 27 (six hours before the RI) and at t=33
(start of RI). Panels c and d present the azimuthal-averaged, radial-
height cross-section of Phailin’s radial velocities for the same times.
Also highlighted are the radii of maximum winds at each height.

absent in Lehar. In Lehar, the initiated updrafts die down in the USL and USR

quadrants, due to the predominance of downdrafts carrying low θe. This signature

of deep convection wrapping around in rapidly intensifying TCs was also noted in

Leighton et al. (2018) [33] and Wadler et al. (2018) [64]. At this juncture, it

is important to note that unlike Lehar, when the azimuthal variations in boundary

layer moist-entropy, inflow, and convection are low in Phailin’s low-sheared vortex, the

azimuth-height perspective does not offer much insight. This suggests that symmetry

dominates in Phailin as opposed to Lehar being dominate by asymmetry.

Instead, Figures 3.10c and 3.10d present the azimuthal-averaged, radial-height

cross-section of Phailin’s radial velocity at times 27 and 33. They serve to illustrate
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Figure 3.11. (a) Time-series plot of the 10-m radius of maximum
winds (RMW) for Phailin. Highlighted, are times: 27 to 33 where
there is an eyewall replacement cycle. (b) RMW computed at each
height at various times as the storm intensifies. These Figures serve to
illustrate the expansion of Phailin’s RMW during its intensification.

the importance of the inflow magnitude and radial profile of convergence within the

boundary layer. Also highlighted, is the RMW for each of the times. The time-series

of near-surface RMW for Phailin (3.11) indicates that Phailin underwent an eyewall

replacement cycle with the RMW fluctuating from 42 at t=27 to 35 at t=30, before

rising to 56 at t=33 (See 3.11b for variation of RMW across different heights between
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these times). While one might expect that the RMW shrinks during intensification

in a prototypical intensification problem (following angular momentum conservation

arguments), an eyewall replacement cycle can cause the RMW to expand and the TC

to intensify at the same time.

According to Shapiro and Willoughby (1982) [89], either a heat source (such as

convection) or a momentum source (such as inflow within the boundary layer) can

cause the RMW to contract or expand. For example, if there is an additional heat

source (convection) at an outer radius during a secondary eyewall formation, it is

entirely plausible that the RMW expands and the tangential winds increase at the

same time. Further, it must be noted that the angular momentum within the bound-

ary layer is not conserved. Therefore, a more reliable method of understanding the

intensification process is using the evolution of azimuthally-averaged, angular mo-

mentum surfaces (M-surfaces, see Figure 13 in Montgomery and Smith, 2014) [90].

Figure 3.12 serves to demonstrate that the angular momentum surfaces move inwards

in the case of Phailin, as the TC intensifies regardless of the expansion in its RMW.

Note that this expansion in the RMW during the RI period is consistent with the

conclusions of Stern et al. (2015) [91] although their focus was mainly on the ceasing

of the contraction of the RMW rather than its expansion.

A key point to note is that while Phailin’s absolute radius of the location of

deep convection did not vary much between t=27 and t=33, the relative location

of the convection with respect to the RMW was far more radially inward at t=33

(Figure 3.10d), as compared to t=27 (Figure 3.10c). On the other hand, the radial

location of the peak inflow within the boundary layer, shifted outward when the

magnitude of inflow increased by about 6 m/s (Figure 3.10d). Previous studies have

demonstrated that the region within the RMW offers a more conducive environment

for deep convection to develop and sustain, resulting in RI [92,93]. Figure 3.13 builds

on these studies and serves to explain as to why the convection occurring within the

RMW is particularly effective in spinning up the vortex rapidly.
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Figure 3.12. Inward motion of Phailin’s angular momentum surfaces
as it intensifies. Radius-Height plots of azimuthally-averaged angular
momentum at times t=27, t=36, t=60 hours.
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Figure 3.13. Time-series plots (averaged in the azimuthal, radial and
vertical directions) for Phailin. (a) Vertical Mass flux in kg/s (b)
Inertial stability, I2 within the radius of maximum winds (s−2) (c)
Static stability, N2 within the radius of maximum winds (s−2) (d)
Generation of available potential energy (m2s−3) (e) Conversion from
potential to kinetic energy (m2s−3).

Figure 3.13a first shows the time-series of the magnitude of mass flux that is

being advected upward within the RMW. As the convection wraps around (cf. Figure

3.10b), there is increased symmetry in latent heating and more mass flux is advected

upwards. This increased mass flux is indicative of stronger convection (and secondary

circulation) that subsequently leads to a higher radial pressure gradient within the

boundary layer and stronger inflow within the boundary layer (cf. Figure 3.10d).

This convergence within the boundary layer is an agradient flow and boundary layer

dynamics heavily influence its magnitude and radial location [5]. A possible (but
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neither definitive nor exhaustive) explanation of why the RMW might expand during

the RI period might be that with increasing mass flux, the area required to support

such a magnitude of mass flux must increase. Ergo, the RMW expands to support

such an intensification beyond a certain stage.

Figures 3.13b and 3.13c show the time-series of inertial and static stability within

the RMW respectively. Figures 3.13b and 3.13c affirm that the RMW is a region

of high inertial (Figure 3.13b) and low static stability. Thus, during the RI phase,

when the convection occurs in this region of high inertial and low static stability,

there is a higher horizontal and lower vertical resistance for the air parcels [92, 93].

This results in increased upward motion that reflects as increased available potential

energy (Figure 3.13d) and an increased conversion from potential to kinetic energy

(Figure 3.13e), indicating the increase in the spin of the TC vortex.

Summary

In the case of Phailin where the azimuthal variations were low, the inflow mag-

nitude and radial location of boundary layer convergence relative to the radius of

maximum wind played a dominant role in the intensification process. Additionally,

a strong coupling between various vertical levels of the vortex ensures that the mo-

mentum generated within the boundary layer is advected by deep convection in the

vertical direction, as with the case of Phailin. On the contrary, if the upper portions

of the vortex are destroyed (by shear, for example) as in Lehar, the three critical

elements required for intensification - deep enough convection, wrapping of this con-

vection, and the transfer of momentum from the boundary layer to the upper portions

of the vortex, are absent (Figure 3.14).
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Figure 3.14. Plot of vertical velocities (shaded, in m/s) and equiv-
alent potential temperature anomalies (contours, in K) highlighting
the updrafts and downdrafts at the start of intensification (t = 33
hours) for Phailin and at the start of weakening (t = 27) for Lehar.
The intense red spots indicate the vortex-scale deep convective up-
drafts. The moderate red regions indicate the moderate, mesoscale
upward motion. The moderately blue regions indicate the downward
motion. This Figure serves to illustrate the importance of the upper
level configuration for the wrapping of convection. While the upper
level configuration was conducive for the wrapping of convection in
Phailin (a), the destruction of the upper level features due to shear
in Lehar (b) do not allow for the development of these pockets of
convection.

3.2.2 Dynamic aspects

In this subsection, we examine the vortex-scale dynamic processes responsible for

Phailin’s RI using the tangential momentum equation described previously (Section

3.1.2). Figure 3.15 shows the radius-height plots of each of the terms in Eq. 3.1 for

Phailin, time-averaged during the initial RI period (27-39 hours). The net tendency

in Figure 3.15f indicates the difference in 〈v〉 over the time-period of interest. This

tendency is positive on either side of the radius of maximum wind (RMW), with the

maximum values (1 ms−1h−1 and higher) straddling the RMW within the BL.
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These strong positive tendencies are the result of a strong inward flux of mean

vorticity within the BL (Figure 3.15a). As air parcels from outer radii converge

to smaller radii within the BL due to the radial pressure gradient, a diminution of

momentum occurs due to BL friction (Figure 3.15e), and the eddy terms (Figure

3.15d, 0-2 km height, 60-240 km radii). Despite the losses within the BL, [94] show

that the lower tropospheric convergence associated with organized convection along

the inner eyewall results in the generation of supergradient winds in a region above

the surface layer. This implies that the strongest tangential winds exist in close

(vertical) proximity to the weakest tangential winds within the BL. Such a sharp

vertical gradient in the tangential velocity (∂〈v〉
∂z

) is seen as a negative tendency in

Figure 3.15b between 40-240 km radii, 0-1.5 km in the vertical). This spin-up of

the tangential wind within the BL despite the above-mentioned weakening effects,

has been referred to as the boundary-layer spin-up mechanism in [32] and references

therein.

The vorticity generated within the BL is then transported to the upper portions

of the vortex by deep-convection and this reflects as a strong positive tendency in

Figure 3.15b on either side of the RMW. Radially outward motion in the upper-

levels (12-16 km in the vertical, Figure 3.15a) and subsidence in the eye (radii ≤ 30

km, Figure 3.15) contribute to the negative tendencies in these terms. Figures 3.15c

and 3.15d serve to illustrate the contribution of the eddy radial and vertical terms

respectively. It is important to understand that the radial and vertical eddy terms

are intrinsically coupled. For example, previous studies [21, 25, 95, 96] have shown

that radially inward and outward-propagating gravity waves manifest as a result

of the inner-core non-hydrostatic, vertical convective bursts. These gravity waves

along with vortex-Rossby waves (that arise due to gradients in potential vorticity,

see e.g., [97]) and others serve to transport and reorganize the fields of momentum,

energy, vorticity etc. in radial, vertical and azimuthal directions.

Examination of Figure 3.15c suggests that within the boundary layer, the radially

inward transport of vorticity by the eddy terms results in a positive contribution,
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Figure 3.15. Radius-height plots of the terms of the tangential mo-
mentum (〈v〉) budget time-averaged during the initial period (27 -
39 hours) of Phailin’s RI. (a) Mean radial vorticity flux (Vmζ) (b)
vertical advection of tangential momentum by the mean secondary
circulation (Vmv) (c) the eddy radial vorticity flux (Veζ), (d) the eddy
vertical advection of tangential momentum (Vev) (e) Residual terms
(f) Net tendency in 〈v〉 over the period of interest. Units for all panels
is ms−1h−1 and the contour intervals are 0.5 ms−1h−1. The dotted
lines represent the 〈v〉 contours and the yellow dashed line represents
the radius of maximum 〈v〉 at each height.

but the magnitudes are much smaller as compared to the mean terms (especially for

radii ≥ 80 km (cf. Figure 3.15a). However, the eddy radial vorticity fluxes contribute

significantly to the spin-up of the vortex along two distinct radially outward-sloping

regions that extend to heights well above the BL (Figure 3.15c). The two distinct

wall-like regions correspond to Phailin’s concentric eyewalls during this period of time
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(cf. Figure 3.11). These regions of positive vorticity act to spin-up and amplify the

bursts of deep convection occurring just within the two concentric eyewalls (cf. Figure

3.15b). Similarly, the positive contribution in the vertical eddy term (Figure 3.15d)

can be linked to the asymmetric bursts of convection that also serve to transport the

tangential momentum from the BL to the upper portions of the vortex.

To address the contribution of these flux terms towards a system-scale growth

in cyclonic vorticity, we look to the vorticity equation in its flux form [98, 99]. The

(Eulerian) flux form of the vorticity tendency equation essentially represents the forces

that contribute to or disrupt the concentration of vertical vorticity (ζz) within a

defined area of interest and is represented as

∂ζz
∂t

= −∇h.(vhζz − ζhvz + k × Ffri)− (∇hθ ×∇h(Cp
T

θ
))z (3.2)

where the subscripts h and z represent the horizontal and vertical components of

the variables of interest (velocity (v), vorticity (ζ), temperature (T ), and potential

temperature θ). Here, the first term on the right represents the horizontal advective

flux that represents the combined effect of the simple transport of vertical vorticity by

mean or eddy horizontal flow (vh∇h.ζz) and the effect of vortex stretching (ζz∇h.vh).

Note that the stretching term doesn’t appear explicitly in this flux form of the vor-

ticity tendency equation. The second term (∇h.ζhvz) represents the vortex tilting

that occurs as the upward motion curves the horizontal vorticity contours. The third

term represents the divergence of turbulent Reynolds stress due to friction that is pre-

dominant close to the surface and the last term represents the baroclinic generation

term that is important within regions of high baroclinity such as the eyewall. Fol-

lowing Stokes’ theorem, an increase in the areal concentration of vorticity results in a

change in the system-scale circulation (line integral of the tangential velocity across

the loop encircling the region of interest) and by extension, the azimuthally-averaged

tangential wind.

Our analysis of the azimuthally-averaged tangential wind tells us the symmetric

and asymmetric contributions towards a system-scale spin-up and an upscale concen-
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Figure 3.16. Phailin’s plan view plots of (a) eddy relative vortic-
ity (shaded, positive regions represent cyclonic direction) and eddy
radial velocity (contours, black contours represent inflow and pink
represents outflow) (b) eddy vorticity (shaded) and vertical velocity
(contours, red contours represents upward motion). These plots are
averaged between 4 and 12 km in the vertical for the RI period (27-39
hours) corresponding to Figure 3.15c. The dashed arrows highlight
the regions of positive correlation between eddy inflow, cyclonic eddy
vorticity and upward vertical velocity. Units of eddy vorticity are
10−4s−1.
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tration of cyclonic vorticity. From this perspective, the radial eddy flux terms play

a particularly important role in radially advecting positive vorticity across the loop

that encircles region of interest thereby increasing the circulation. But more impor-

tantly, the eddy terms radially transporting positive (cyclonic) vorticity into regions

of strong, positive (upward) vertical velocities. Such a juxtaposition of the positive

vorticity and vertical velocity is further elucidated in Figure 3.16. Here, the plan

view plots of eddy relative vorticity and eddy radial velocity reveal that the positive

contribution from the radial eddy vorticity term is due to the positive correlation

between the eddy inflow and positive cyclonic eddy vorticity (black contours and red

shaded regions in Figure 3.16a) and a positive correlation between eddy outflow and

negative eddy vorticity (pink contours and blue shaded regions in Figure 3.16a).

Figure 3.16b further illustrates that the regions where the inflow and positive

vorticity are collocated are also juxtaposed with updrafts. Thus, the individual vor-

tical convective updrafts are tilted as the horizontally advected vorticity contours are

curved by upward motions (Term 2 on the right of equation 3.2; Also, see discussion

surrounding Figure 1 in [100]).

Summary

The eddy terms in Phailin compliment the mean terms by positively contributing

to a growth in the concentration of vorticity (thereby increasing the circulation across

the loop) and by vertically transporting the horizontal momentum generated in the

BL to the upper portions of the vortex. Here, the juxtaposition of the (positive)

eddy relative vorticity, (positive) eddy moist-entropy and upward vertical velocity

positively influence the spin of the vortex through the depth of the vortex along the

eyewall regions.
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4 SPECTRAL CHARACTERISTICS OF ASYMMETRIES

(A version of this chapter is published in the Journal of the Atmospheric Sciences)

An alternative approach to the dynamical framework presented in the previous

section is an energetics approach where there is no separation between the dynam-

ical and thermodynamical factors. For example, regardless of whether the cause of

Lehar’s weakening was the influx of low θe or negative ζ, spin-down of a vortex is

a result of the lack of sufficient conversion from potential (PE) to kinetic energy

(KE). Additionally, in the dynamical framework, by virtue of Reynolds averaging,

the effect of all the asymmetries are condensed to one (prime) term. However, such

an approach fails to highlight the differences in the role of asymmetries at different

scales [101]. For example, when individual cloud elements (of the order of a few kilo-

meters, wavenumbers 3 and higher) are organized along with other cloud elements

along the azimuth, they act as organized mesoconvective (sub-vortex scale) entities

and contribute to the energetics directly at the scale of the hurricane (of the order

of hundreds or thousands of kilometers). These organized azimuthal asymmetries

(wavenumbers 1,2) in addition to wavenumber (WN) 0, explain around 85 percent of

the total azimuthal variance in convection [27]. This implies that wavenumbers 0,1,2

are those that have a direct impact at a vortex-scale.

4.1 Power spectral Analysis

Rainwater mixing ratio (Qr) in high-resolution, near-cloud resolving modeling

outputs, carries the signature of these individual and organized mesoconvective ele-

ments and is used here as a proxy for convection1 (Figures 4.1a, 4.1b). An illustration

1Alternatively, one may use reflectivity, vertical velocity, vertical mass flux, or diabatic heating as a
proxy for convection
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Figure 4.1. (a,b) Plot of Phailin’s vertically integrated cloud-water
mixing ratio (Qr) at t = 15 during a disorganized phase (a) and at
t = 72 during its peak intensity. (c,d) present a power spectra of
Qr as a function of wave number (WNs 1 to 180) corresponding to
panels (a) and (b) averaged radially between 0-200 km (inner region)
and 200-300 (outer rain band region). (e,f) show a power spectra
of kinetic energy for the times corresponding to (c,d). The axes are
plotted in a logarithmic scale to show the differences in the order of
magnitude across the wavenumbers.
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of Phailin’s power spectra of the variance in asymmetric convection (Qr) and eddy

kinetic energy as it transitions from a disorganized phase to an organized phase is

presented in Figures 4.1c-f. These spectral plots are computed separately for the

inner-core region (0-200 km) and outer rainband region (200 - 300 km). The log-

arithmic axes indicate the differences in the order of magnitude in power between

wavenumber 1 to 180 (The dθ here is 1 degree; As a result, there are 360 wavenum-

bers out of which 180 are unique and the rest are their complex conjugates).

At t=15 (Figure 4.1c), the power in the first ten wavenumbers is of the same

order of magnitude. As Phailin gets more organized (Figure 4.1d), there is an upscale

transfer of power (of Qr) in the lower wavenumbers and a sharp decrease in power in

the higher wavenumbers. As the initially disorganized vortical convective elements at

outer radii aggregate, more mass flux is ventilated upwards and as the radial pressure

gradient in the boundary layer increases in response to this, there is convergence

within the boundary layer. This convergence draws the aggregated vortical convective

elements to inner radii. This phenomenon is seen in (Figure 4.1d) where the power

in the outer radii (blue line) reduces by several orders of magnitude as the power in

the lower wavenumber (particularly wavenumber 1) increases.

Additionally, as a result of aggregation and convergence, the power in wavenum-

bers 10 and higher located in the outer rain band region drops significantly (roughly

four orders of magnitude). Figures 4.1e and 4.1f show the power spectra in kinetic

energy for the same times. In the inner core region (red lines), there is an order

of magnitude increase in the kinetic energy of wavenumber 1 and a persistent de-

crease in the powers of the higher wavenumbers. On the other hand, between the

time-periods where the TC is organized and disorganized, the kinetic energies in the

higher wavenumbers in the outer rain band region (blue lines) increase (Figures 4.1e

and 4.1f). This is in contrast to the power spectra of Qr where the power in the

higher wavenumbers decreases drastically (4.1c and 4.1d).
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4.2 Scale Interactions

Scale interactions is a formalism that describes the different pathways of energy

exchange in the wavenumber domain at, and between asymmetries of various length-

scales. Saltzman (1957) [101] laid the foundation for this framework but applied it to a

global domain and used a spherical coordinate system to study the energy exchanged

between synoptic-scale zonally averaged flows and associated waves. Krishnamurti et

al. [27] retailored the same for a hurricane, by casting the system of equations in a

storm-centric, cylindrical coordinate system thereby enabling the study of azimuthal

asymmetries. Since the intensity of the TC is directly linked to the kinetic energy

(KE), we symbolically list the different types of energy exchanges that can impact

the kinetic energy of the mean flow (Equation 4.1) and asymmetries at any scale

(Equation 4.2).

∂K0

∂t
= −

N∑
n=1

< K0 → Kn > + < P0 → K0 > − < K0 → F0 > (4.1)

∂Kn

∂t
=< K0 → Kn > + < Kk,m → Kn > + < Pn → Kn > − < Kn → Fn > (4.2)

Here, the K0 and Kn represent the kinetic energy of wavenumber 0 (mean flow)

and wave number n respectively. Km and Kk are the kinetic energies of wavenumbers

m and k that interact with wavenumber n as a triad. Likewise, P0 and Pn represent

the potential energy of wavenumber 0 and wave number n. The terms in angular

brackets indicate exchanges that are positive in the direction of the arrow. Equation

4.1 shows that the KE of the mean flow (WN 0) could either change due to the

transactions of KE with other scales (known as cross-scale interactions), due to a

conversion of available potential energy (APE) to KE on the scale of the mean flow

(known as in-scale energy exchange), and frictional dissipation (F0). The complete

formal equations of the above exchanges can be found in the appendix at the end of

this section (Equations 4.3 to 4.16).

The mean to eddy exchange of KE (term 1 in Eqn. 4.1) is a barotropic energy

exchange that invokes the covariance between the mean motion and the eddy flux of
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momentum. The conversion of energy from APE to KE is baroclinic in nature and in-

vokes the covariance between vertical velocity and temperature (vertical overturning).

Energy exchanges that happen at an individual scale are quadratic nonlinearities and

are known as in-scale exchanges. Term 1 in Eqn. 4.2 is the same as Term 1 in Eqn.

4.1 except that it has an opposite sign (mean’s loss is eddy’s gain). Term 2 in Eqn. 4.2

represents the nonlinear exchange of KE among different scales. Energy interactions

between the eddy scales occur via triad interactions that follow certain trigonometric

rules. For example, wave numbers n, m and k can interact if and only if k + m =

n, or -k + m = n, or k - m = n [101]. These exchanges invoke triple products and

are known as cross-scale interactions. Term 3 in Eqn. 4.2 represents the baroclinic

exchanges between APE to KE at each of the wavenumbers (n =1 to N ) and the last

term is the loss to friction.

The following methodology is adopted to address the role of asymmetries during

TC rapid intensity changes using the formalism of scale interactions. High-resolution

HWRF outputs of the desired storms of interest are taken and the necessary variables

are projected on to a storm-centric, cylindrical coordinate system. A Fourier trans-

form is then performed, and the resulting azimuthal harmonics of these variables are

classified into three categories: Mean (WN 0); low-wavenumber (WN) asymmetries

representing the eddies that are organized at the vortex-scale and are persistent in

time (WN 1,2); and higher WNs that are representative of events that transient in

nature (WNs 3 and higher) - e.g., corresponding to individual convective bursts.

The evolution of the following energy exchanges are computed during periods when

there is a significant change in the organization of convection (RI/RW/landfall): (i)

Generation of APE from heating (ii) Transfer from APE to KE (iii) Exchange of KE

between the mean and eddies (iv) Exchange of KE amongst the asymmetries. The

consistent behavior of asymmetries that clearly helps us distinguish RI from RW is

presented here.
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4.2.1 Generation of APE

The generation of APE is a quadratic, non-linear term just like the baroclinic

exchanges described above. This term is computed using the covariance of diabatic

heating (H ) and temperature (T ). Such a generation can happen at every individual

scale (in-scale exchange). In other words, every scale can contribute directly to the

generation of APE. Figure 4.2 shows the plot of the domain-averaged APE (y-axis)

for each forecast time (x-axis) for the wavenumbers associated with the axisymmetric

mean (wavenumber 0), low order (wavenumber 1-2) and higher order wavenumbers

(wavenumbers ¿2) for TCs Phailin and Lehar. The RI period in Phailin is highlighted

in red, and the RW period in Phailin (post-landfall) and Lehar (over the ocean) is

highlighted in blue. The landfall time is marked by a dashed, gray line.

Figure 4.2a shows that during Phailin’s RI period, there is an increase in the mean

generation of APE (red solid line), while the generation term in the asymmetries (blue

and green solid lines) is relatively small. However, just before landfall (as the outer

rain bands of the TC vortex start interacting with land), there is an increase in the

generation of APE both in the lower and higher WNs. An increase in WN 0 implies

that during Phailin’s RI period, the generation of APE comes from an axisymmet-

ric, organized convection of the clouds along the azimuth. However, as the storm

structure is disrupted due to interaction with land, the energy is transferred to the

asymmetries. In the case of Phailin, the eddies maintain the storm for a certain time

period during and post-landfall (between forecast time of 72 to 84 hours, the amount

of APE generated in WNs 1,2 is more than twice the amount generated in mean).

Once all the surface fluxes cease to exist over land, the generation term across all WNs

drops substantially. However, we know that land is not the only possible disruptor

of the organization in convection. Disruption of the organization in convection also

occurs when a TC weakens over the ocean, due to adverse environmental influences

(e.g., shear, dry air, cold waters or a combination thereof).
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Figure 4.2b shows the time-series plots of the generation of APE for TC Lehar

where the rapid weakening occurred over the ocean, due to a combination of shear and

dry-air intrusion (See Section 3). In Lehar, for the first ∼36 hours, the magnitude of

APE generated across all wavenumbers is comparable to that of Phailin’s. However,

at around 36 hours (more than 24 hours before landfall), there is a marked decrease

in the mean generation of APE (red solid line in 4.2b). During this period, there is a

corresponding increase in the generation of eddy APE (green and blue lines in 4.2b)

almost 16 hours before landfall (∼42 hours). Once again, once the surface fluxes over

land have ceased, there is a drastic drop in the generation of APE.

4.2.2 Conversion from APE to KE

The mechanism of transformation from APE to KE in a TC is the baroclinic

overturning circulation (warm air rising and cold air sinking). Similar to the vertical

advection terms Vmv and Vev (Terms 2 and 4) in Equation 3.1, this term relies on

the covariance between vertical velocity (w) and temperature (T ). This conversion

of energy happens at every individual scale through the vertical advection of high

tangential momentum from the BL to the rest of the TC vortex.

However, previous studies have identified that there are preferential regions where

the generated heating is more suited for conversion to KE ( [102]). For example,

Miyamoto et al. (2015) [93] showed that when the heating associated with the or-

ganized cumulus convection occurs with the RMW, a region of high inertial stability

and low static stability, there is a higher likelihood of conversion from PE to KE2.

Therefore, in a rapidly intensifying TC, one would expect that there is an increased

generation of APE from heating and an increased conversion from APE to KE and

2Smith et al. (2016) [103] offer an alternative interpretation of heating occurring within the RMW
using the evolution of angular momentum (M)-surfaces. As heating occurs within the RMW, the
spin-up occurs within the BL and the high momentum is then advected vertically within the eyewall.
This results in the M-surfaces being drawn closer and spins-up the regions above the BL as well.
Regardless of the explanation as to why diabatic heating within RMW is more conducive for spin-
up, our emphasis is on the fact that for the same amount of APE generated, there are preferential
regions within the TC vortex that are most suited to the conversion of APE to KE.
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vice-versa during RW. Figures 4.2c and 4.2d show the time-series of the magnitude

of (domain-averaged within the vortex) conversion from mean PE to mean KE (red

line), and eddy APE to eddy KE (blue and green lines). During the RI period (red

shaded region), there is a persistent increase in the magnitude and during the RW

period (blue region) post-landfall, there is a clear reduction in magnitude due to a

decrease in the ability to sustain deep convection.

Since the spatially-averaged eddy terms in Figures 4.2c and 4.2d are an order

of magnitude smaller than the mean terms, Figure 4.3 shows the radius-height plot

of the magnitude of conversion from eddy APE to eddy KE during Phailin’s RI

(Figures 4.3a, 4.3c) and RW (Figures 4.3b, 4.3d) periods. The baroclinic conversion

at the lower WNs is shown in Figures 4.3a and 4.3c. The transactions in the higher

WNs are illustrated in Figures 4.3b and 4.3d. Figure 4.3 reveals that during the RI

period, there is a region of strong positive correlation between w′ and T ′ (40-80 km

radii in Figures 4.3a, 4.3b). This positive correlation is the result of organized and

disorganized updrafts that extend to the entire depth of the vortex within or near the

eyewall region. Note that the peaks in the magnitude of the conversion from APE to

KE in the eddy scales are comparable to averaged magnitudes of the conversion in the

mean term in Figure 4.2c. Conversely, during the RW period, the ability to sustain

deep convection is indicated by the positive transfer from APE to KE restricted to

regions within the BL. Above the BL, there is a strong negative correlation (blue

shaded region in 4.3c, 4.3d) between w′ and T ′ that indicates the vortex’s inability to

transfer the tangential eddy momentum from the BL to the mid and upper portions

of the vortex.

4.2.3 Mean to eddy kinetic energy transfer

This section focuses on the barotropic exchange in KE between the mean and long

waves, and mean and short scales. This exchange invokes the covariance between the

azimuthally averaged flows and the eddy convergence of momentum (predominantly
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within the BL) in response to the organized and disorganized cumulus convection as

discussed in previous sections. In the kinetic energy budget formulation using the

standard Reynolds averaging partitioning, this transaction between the mean and

eddies would feature as a production term (e.g., see Chapter 5 of [104]). Since the

formalism of scale-interactions gives us the flexibility to look at individual scales of

asymmetries, it is important to appreciate that the transport of momentum between

each individual eddy scale of WN n and WN 0 is a unique transaction, distinct

from the transactions between other eddy scales and the mean [101]. In this section,

particular emphasis is laid on the direction of transfer between the mean and the

asymmetries.

Figure 4.4 shows the radius-height plots of the KE exchange between WN 0 and

WNs 1,2 for TC Phailin during its RI phases and for TC Lehar (2013) during its

RW phase. In addition to TCs Phailin and Lehar, the same plot is shown for Hurri-

cane Harvey (2017) that underwent an asymmetric RI for the purpose of contrasting

symmetric and asymmetric RI. On the right, plots of vertically integrated rainwater

mixing ratio (Qr) are presented corresponding to the time periods on the left. In the

R-Z plots, a positive exchange (red) indicates that the direction of transfer is from

the mean to low WN asymmetries. Conversely, a negative exchange (blue) indicates

that the direction of transfer is from the asymmetries to the mean.

The Qr plot during Phailin’s RI (Figure 4.4a) indicates that Phailin’s RI was

maintained by azimuthally symmetric convection. During this period, between 30-

80 km radii, there is a strong transfer of energy from the eddies to the mean (blue

regions). This is quite different from Harvey’s RI that is supported by asymmetric

convection characterized by WNs 1 and 2 (Figure 4.4b). During this period, the

radius-height plot indicates that the direction of energy transfer is from the mean

to the eddies (predominant regions of red). The RI configurations in Figures 4.4a

and 4.4b are compared to the RW configuration in Lehar (Figure 4.4c). The Qr plot

during Lehar’s RW in a sheared environment indicates that the weakening period was

characterized by a predominance of WN 1 convective asymmetry. During this period,
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there is a strong transfer of kinetic energy from the mean to WNs 1 and 2 (deep red

regions). At outer radii within the BL, the direction of transfer is always from mean

to the (organized) eddies suggesting a predominance of WN 1 and 2 asymmetries in

the rain-band region. The dominance of mean to eddy transactions during Harvey’s

RI and Lehar’s RW simply suggests that organized asymmetries that receive energy

from the mean can either lead to RI or RW. While such information is not very useful

for the purpose of distinguishing RI from RW, this transaction between the mean and

long waves acts as a useful indicator as to whether the intensification or weakening

process is symmetric or asymmetric.

Figure 4.5 shows the radius-height plot of TC Phailin’s KE exchange between the

mean and higher WNs during its RI (Figure 4.5a) and RW (Figure 4.5b) phases. As

in Figure 4.4, a positive exchange (red) indicates that the direction of transfer is from

the mean to (higher WN) eddies and a negative exchange (blue) indicates that the

direction of transfer is from the eddies to the mean. During RI (Figure 4.5a), there is a

clear upscale (disorganized eddies at higher WNs to WN 0) transfer of KE within the

BL indicating an organization of convective elements. Conversely, during RW (Figure

4.5b), there is a downscale (WN 0 to disorganized eddies at higher WNs) transfer of

energy within the BL indicating a disruption in the organization of convection.

Additionally, the asymmetries at the smallest scales play a major role in dissipat-

ing the turbulent kinetic energy into internal energy [105]. What we see here, is the

bulk signature of the organization and disruption of convection, that dominates the

trickle-down effect (from the mean to the smallest of eddies until viscosity dissipates

the energy) that occurs at all times in turbulent flows.

4.2.4 Eddy to eddy kinetic energy transfer

This section addresses the cross-scale interactions between the low-WNs and high-

WNs. These exchanges are computed using triple products since the exchanges take

place in triplets (WN n with WNs m and k). Figure 4.6a presents the time-series
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plot of Phailin’s kinetic energy transfer from the cloud scales to the long waves. Most

importantly, these transactions indicate how the disorganized scales project on to the

scales organized at the scale of the TC through upscale or downscale transfers. During

Phailin’s RI period (shaded in red), there is an upscale transfer from the higher to

lower WNs.

On the other hand, during the RW period (shaded in blue), there is a downscale

transfer from the lower to higher WNs. Figures 4.6b and 4.6c are the radius-height

plots of the same exchange time-averaged during RI and RW respectively. Figure

4.6b suggests that the majority of the upscale KE transfer occurs within the BL with

the maximum values straddling the RMW. Likewise, during the weakening phase, the

majority of the downscale transfer happens within the BL (radii ≥ 100 km), and in the

eyewall region within the RMW where the diabatic heating is concentrated (Figure

4.6c). The upscale and downscale cascade of turbulent kinetic energy described here

has also been noted previously in observational analyses of the hurricane boundary

layer [106].

The above discussions on the multiple competing modes of energy exchanges that

influence the KE at a particular scale reveal an important message regarding the

transfer of energy between the mean and eddies: the growth and decay of kinetic

energy in the mean or eddy scales need not happen at the expense of one another.

Figure 4.7 shows the time-series plot of the net rate of change in KE (computed using

Equations 4.1 and 4.2) at WNs 0, 1, 2, and in the cloud scales over the course of

Phailin’s life-cycle. Importantly, the change in KE in each of the scales is plotted

against the rate of change in intensity (cf. with Figure 2.2 for the time-series of

intensity) to indicate which scales had the direct impact on intensity change at a

particular period in time. Between 0-36 hours, the change in intensity is correlated

with an increase in kinetic energy across all the wavenumbers (mean and eddy scales).

As expected, during this period, WN 0 is the most dominant scale. However, the net

kinetic energy in all the disorganized scales is comparable to that of WN 0. At about

42 hours, the kinetic energy of the mean starts to drop. During this period, the
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eddy scales maintain the TC until the intensity starts to drop rapidly after 72 hours.

Between 72 and 90 hours when Phailin is over land, the kinetic energy in the mean

drops significantly while the energies in the eddy scales continue to grow.

The above discussion is intended to disprove any notion that the eddies only grow

at the expense of the mean. With this, we reemphasize that if we overlook the multiple

competing pathways of energy transfer at a particular scale, the consequent results

will lead us to draw incorrect conclusions regarding the very nature of eddies during

TC rapid intensity changes.

4.2.5 Order of magnitude analysis

Given the competing nature of the various terms that influence the energetics at

and across the various scales within a TC, it is important to understand the relative

importance of these terms at various stages in a TC’s life-cycle. Figure 4.8 presents

such an analysis and underscores the order of magnitudes (only absolute values are

presented here) of the various energy transactions that take place over the course of

the life-cycles of TC Phailin. In this figure, the darker shades represent the higher

orders of magnitude and the lighter shades represent the smaller order of magnitudes.

Each of the terms is domain averaged in the R-Z plane within the vortex (0-300 km

radii) for the specific periods indicated in the y-axis.

First and foremost, the comparison of the generation of APE in the mean (0), low-

WN asymmetries (L), and high-WN asymmetries (S) indicates that the generation in

each of these scales is of the same order of magnitude (101). The baroclinic conversion

terms from APE to KE are one order smaller than the generation term indicating

that not all of the PE generated is converted to KE as one would expect. The

baroclinic conversion in the mean is one order higher than the asymmetric conversion

from PE to KE (10−1 in the mean and 10−2 in the eddy scales). Interestingly, the

barotropic transactions between the mean and eddy scales are the smallest amongst

all the transactions (of the order of 10−4 or 10−5). This finding is perhaps not very
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surprising given that a TC vortex is a largely baroclinic system due to the abundance

of buoyant updrafts and corresponding downdrafts.

However, the fact that the barotropic exchanges are so smaller compared to the

baroclinic transactions, raises concerns about the previous treatment of the processes

of axisymmetrization using purely barotropic models (e.g., [18,107,108]). Our results

suggest that the process of axisymmetrization occurs when the mean (WN 0) gains

a significant amount of kinetic energy directly from potential energy as an in-scale

baroclinic transaction rather than a barotropic transaction from the eddy terms.

On the other hand, the eddy-eddy (across-scale) transactions (last column in Fig-

ure 4.8) are of the same order of magnitude as the baroclinic terms ( 10−1 during peak

intensity and RI periods and 10−2 during other periods). These eddy-eddy transac-

tions are of crucial importance since they represent the mechanism through which

the disorganized cloud scales eddies project onto the wavenumbers corresponding to

the organized eddies by means of upscale and downscale transfers. Studies using lin-

ear models that only permit transactions between the mean and eddies (e.g., [30])

or those that purely follow a Reynolds averaging-based treatment of the eddy terms

(e.g., [93]) fail to capture this important mode of energy exchange through which the

asymmetries influence the system-scale kinetic energy and intensity.

In summary, the dominant processes that impact the TC intensity are the in-

scale baroclinic transactions and the across-scale eddy-eddy energy exchanges between

organized and disorganized eddies. It must also be noted that the contributions from

the higher WNs are non-negligible and should not be ignored. However, given their

shorter time-scales, the eddy-eddy cross-scale interactions are particularly important

as they are a mechanism by which these higher-order asymmetries project on to the

low-WN eddies that are more persistent and predictable.
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4.3 Summary

The second framework addresses the same problem from an energetics perspective.

The key difference here is that the differences in the behaviors of asymmetries at

different scales are accounted for. Here, the asymmetries are classified into scales

that are organized at the scale of the TC vortex (WNs 1,2) and scales that represent

the disorganized or individual cloud scales (WNs 3 and higher). Scale interactions

is a formalism wherein the myriad of exchanges of energy at and across each of the

individual scales are computed. A summary of all the key takeaways from this scale

interactions perspective is presented in Figure 4.9.

Figure 4.9 seeks to illustrate the consistent behavioral patterns in the asymme-

tries during RI and RW that may be used for a diagnostic or qualitative prediction

of rapid intensity changes. At this point, the sample size is clearly insufficient for

drawing statistically significant conclusions. Therefore, the points noted here are just

observations from a couple of case-studies. In this schematic, the weight of the arrow

represents the magnitude of the energy exchange. During RI, the APE generated

is maximum in WN 0 and relatively less in the eddy scales. During RW, the mean

APE generated reduces drastically as the organization of convection within the vor-

tex is broken down and the eddy APE increases before decreasing in all scales once

the surface fluxes are completely cut off over land. Similarly, between RI and RW,

there is a significant drop in the baroclinic conversion from PE to KE across all the

scales. The double-sided arrows between the mean and long waves indicate that the

direction of transfer between these scales can be either way during RI or RW. This

informs us that from a diagnostic/qualitative prediction perspective, the barotropic

exchange between the mean and long waves is not a very good indicator/differentiator

as to whether the TC is about to undergo RI or RW. However, given that we know

the hurricane intensity is described by the low wavenumbers 0,1 and 2, this exchange

reveals key information as to whether the TC is maintained by symmetric convection
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(all the energy is directed towards WN 0) or by asymmetric convection (energy is

directed towards the WNs 1 and 2).

A more consistent and useful signature is the upscale transfers from the cloud

scales to the long waves and the mean, and the downscale transfers from the low

wavenumbers to higher wavenumbers during RI and RW respectively. The change

in sign (upscale or downscale) is illustrated with black and red arrows. The cross-

scale interactions are particularly important since they illustrate how the effects of

the less-predictable, disorganized cloud scales are projected on to the organized and

predictable low WNs. These signatures need to be verified over a large sample of TCs

that underwent rapid intensity changes across multiple basins.

Finally, using an order of magnitude analysis we show that the baroclinic trans-

fer terms and the non-linear across-scale eddy-eddy transactions are the dominant

mechanisms for the aggregation of convection. These findings are in contrast to

the traditional barotropic viewpoint that posits that convective aggregation and ax-

isymmetrization occur primarily through a direct transfer between the mean and the

eddies. Such a transaction is shown to be several orders of magnitudes smaller than

the two above-mentioned mechanisms.
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4.4 Appendix: Pertinent Equations for Scale Interactions

The derivation of equations (4.1) and (4.2) in a storm-centric, cylindrical isobaric

framework is presented in [27] in detail. Therefore, we only present the explicit forms

of the terms in equations (4.1) and (4.2) used in this study. Please note that the
v2θ
r

in equation A2 of [27] should have a positive sign in the right hand side of the radial

momentum equation; there was a typographical error in their equation.

We will use capital letters to denote Fourier coefficients of the fields represented

in corresponding small letters.

(a) The barotropic transactions of kinetic energy between the mean and a given eddy

of WN n (cf. term 1 on the right in equations 4.1 and 4.2) is given by

< K0 → Kn >=

∫
M

[Φvθvr(n)
∂〈vθ〉
∂r

+ Φvrvr(n)
∂〈vr〉
∂r

+ Φvθω(n)
∂〈vθ〉
∂p

+ Φvrω(n)
∂〈vr〉
∂p

+
1

r
Φvθvθ(n)〈vr〉 −

1

r
Φvθvr(n)〈vθ〉] dM

(4.3)

Here θ denotes the azimuthal angle, r denotes the radius from the storm center,

and p stands for the pressure. The tangential, radial, and vertical components of

wind are denoted by vθ, vr, and ω = dp
dt

. We use variables (vr,vθ) in lieu of (u, v)

to be consistent with the presentation of [27]. For fields a,b we define Φab(n) =

A(n)B(−n) +A(−n)B(n), where A and B are the Fourier coefficients of fields a and

b respectively. dM denotes an elementary mass of the domain of interest M.

(b) Defining Ψab(m,n) ≡ A(n − m)B(−n) + A(−n − m)B(n), we may express

the rate of change of kinetic energy per unit mass, K(n) of a given WN n due to

cross-scale nonlinear interactions with all the other WNs other than 0 (cf. second

term on the right in equation 4.2) as
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< Kk,m → Kn > =∫
M

∞∑
m=−∞
m6=0

Vθ(m)(
1

r
Ψ
vθ
∂vθ
∂θ

(m,n) + Ψ
vr
∂vθ
∂r

(m,n) + Ψ
ω
∂vθ
∂p

(m,n) +
1

r
Ψvθvr(m,n))

+Vr(m)(
1

r
Ψvθ

∂vr
∂θ

(m,n) + Ψvr
∂vr
∂r

(m,n) + Ψω ∂vr
∂p

(m,n)− 1

r
Ψvθvθ(m,n))

−1

r

∂

∂r
r[Vθ(m)Ψvrvθ(m,n) + Vr(m)Ψvrvr(m,n)]

− ∂

∂p
[Vθ(m)Ψωvθ(m,n) + Vr(m)Ψωvr(m,n)] dM

(4.4)

(c) The generation of available potential energy (P) for azimuthal WN 0 is calcu-

lated as

GEN( P0 ) =

∫
M

γ < H −H >< T − T > dM (4.5)

The double overbars indicate a horizontal areal average (inner-domain average up to

300 km radius from the storm center) and angular bracket represents azimuthal mean.

H is the diabatic heating rate per unit mass (in K/s) and T is the temperature. γ is

the static stability parameter defined as γ = −
Tpot
T

( R
Cpp

)

∂Tpot
∂p

. Where Tpot is the potential

temperature, R is the universal gas constant (287 J/kg K), and Cp is the specific heat

at constant pressure (1005 J/kg K).

The generation of available potential energy at any other WN n is expressed as

GEN( Pn ) =

∫
M

γ ΦHT (n) dM (4.6)

(d) The baroclinic, in-scale conversion from available potential to kinetic energy at

WN 0 (cf. term 2 on the right in equation 4.1) is given by:

< P0 → K0 >= −
∫
M

Cp
p
< ω − ω >< T − T > dM (4.7)

For all other scales (cf. term 3 on the right in equation 4.1),

< Pn → Kn >= −
∫
M

Cp
p

ΦωT (n) dM (4.8)

The ΦHT (n) and ΦωT (n) (in Equations 4.6 and 4.8) are a more accurate representation

than the HnTn and ωnTn used in Equations A17 and A19 of [27].
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Figure 4.2. Time-series of the domain-averaged (up to a radius of 300
km, up to 20 km in the vertical) available potential energy (a,b) gener-
ated at axisymmetric mean (wavenumber 0), low order (wavenumber
1-2) and higher order wavenumbers (wavenumbers ¿2). (c,d) rep-
resents the conversion from available potential energy generated to
kinetic energy. The left panels are for Phailin and the right panels
are for Lehar. The RI period is shaded in red and the RW period is
shaded in blue. The landfall time is marked by a dashed, gray line.
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(a) (b)

(c) (d)

Figure 4.3. Phailin: Radius-height plots of the conversion from eddy
potential to eddy kinetic energy for WNs 1,2 (a,c) and WNs 3 and
higher (b,d). The RI and RW periods in Phailin correspond to the
red shaded region in Figure 4.2c.
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Figure 4.4. (Left) Radius-height plots of the barotropic exchange be-
tween the mean and low-wavenumber asymmetries for TC Phailin and
Hurricane Harvey during their RI phases, and for TC Lehar during its
RW phase. (Right) Corresponding plots of rainwater mixing ratio (in
g/kg) to illustrate the symmetric or asymmetric nature of convection
during the highlighted periods.
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(a)

(b)

Figure 4.5. Radius-height plots of the barotropic exchange between
the mean and short scales (WNs 3 and higher) for TC Phailin (2013)
during its RI and RW phase.
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Figure 4.6. (a) Time-series plot of Phailin’s (domain-averaged) rate
of change of kinetic energy of long waves due to eddy-eddy interac-
tions with the cloud scales. In this figure, an increase represents an
upscale transfer of KE from short to long and a decrease represents
a downscale transfer of KE from long to short. (b) and (c) Radius-
height plots of the same quantity time-averaged during the Phailin’s
RI period (highlighted in red in (a)) and RW phase (highlighted in
blue in (a)) respectively.
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Time (Hours)

Figure 4.7. Time-series of the net change of KE in WNs 0,1,2,≥3
(blue, red, green and brown solid lines) in Phailin compared against
the rate of change in intensity (black dashed line) over the course of
its life-cycle. This figure serves to illustrate that due to the existence
of multiple modes of energy exchanges that influence the KE at a
particular scale, it is entirely possible that the energies at the mean
and the eddies grow at the same time (t= 10 to 30 hours) or that the
eddies grow at the expense of the mean (t = 65 to 75 hours).
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Figure 4.8. Order of magnitude analysis for the various energy trans-
actions over the course of TC Phailin’s life-cycle.
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Figure 4.9. Summary of the insights from scale-interactions during RI
and RW phases. In this figure, the weight of the arrow corresponds
to the magnitude of the energy exchange and the change in color and
direction represents a change in the direction of transfer of energy.
Double-sided arrows indicate that the energy transaction can be either
way during RI and RW.
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5 PARSIMONIOUS DIAGNOSTIC MODELS

From a forecasting perspective, the vast amount of information available from models

(e.g., HWRF has three spatial dimensions in three nested domains, and one temporal

dimension) and observations makes it difficult for forecasters to analyze the potential

for rapid intensity changes real-time. With this in mind, two further diagnostic frame-

works - an empirical model and a stochastic model, are introduced in this chapter to

aid in the probabilistic, real-time forecasting of TC rapid intensity changes.

5.1 Empirical model: Computation of the relative roles of factors influ-

encing rapid intensity changes

(A version of this chapter has been published in Geophysical Research Letters)

In this section, I present an empirical framework that examines symmetric and

asymmetric convection and other state variables within the vortex, and in the envi-

ronment across a suite of TC and identifies a set of ‘important’ variables that are

significantly different during time periods that precede a rapid intensification as op-

posed to a rapid weakening. Our framework then ranks the variables identified based

on how significantly they influence a rapid intensity change in a TC and the amplifi-

cation factor of any associated variability. The highest ranked variables are the ones

that must be prioritized in future observational and consequent modeling efforts that

incorporate such observations as initial conditions of TC forecast models.

5.1.1 Background

The roles of external, large-scale environmental processes towards influencing RICs

are better understood due to the longer timescales associated with the processes of
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interest [36,46,109–114]. Therefore, statistical indices targeted at RI prediction were

developed primarily using large-scale environmental predictors [46, 115, 116]. While

there are no corresponding indices for RW over the ocean, empirical indices for rapid

decay of TC intensity post-landfall have been developed [117]. However, such indices

have their limitations [44]. Hendricks et al. (2010) cautioned that RI is mostly

controlled by internal dynamical processes and therefore, may not be well predicted

by models that under-represent such processes. The processes intrinsic to a TC

vortex occur at a multitude of spatial and temporal scales and many of the stochastic

processes may not be persistent enough to influence a systemic change within the

vortex. An inclusion of all such processes may or may not offer any advantage in our

ability to predict a critical transition at a vortex-scale. Therefore, it is critical that

we identify and include the processes at those scales that have the most persistent

and significant impact at a vortex-scale. Section 4 dealt with how the processes at

individual cloud scales impact the processes at the vortex-scale.

In this light, only recently has the role of processes within the inner-core of

the vortex received sufficient attention from observational [61, 118–120] and numeri-

cal [12,32,33,71,121] efforts. The focus of these studies has largely been on the spatial

(radial and azimuthal) distributions of symmetric and asymmetric convection. Their

conclusions point to two distinct convective pathways that lead to RI: through asym-

metric (isolated) bursts of intense convection or via well-organized, symmetric, albeit

weaker convection. Here, we take a holistic and objective perspective and address the

relative importance of symmetric and asymmetric convective processes in causing RI

or RW. Additionally, Rogers et al. (2013) [120] noted that an important aspect that

separated TCs that underwent RI from steady-state ones was the radial location of

convection with respect to the radius of maximum winds (RMW). They found that

during RI, the convection was located inside the RMW and during other times, the

convection was concentrated outside the RMW. Alternatively, other studies [33,66,71]

focus on the azimuthal distribution of convection with respect to the shear vector.

However, these results are largely based on individual cases or idealized experiments,
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with very few systematic studies (such as [65]) conducted over a large number of

cases that are sufficiently varied and representative to make statistically significant

conclusions.

The present study aims to incorporate the insights from the above-mentioned

studies and address the following specific scientific questions by analyzing a suite of

TCs that experienced RICs: What is the relative importance of the following: 1.

processes occurring at the vortex-scale versus those occurring in the TC environment

2. the spatial distribution of inner-core convection. Specifically, (a) the symmetric

distribution versus asymmetric distribution of convection; and (b) the radial distri-

bution with respect to RMW versus the azimuthal distribution with respect to the

shear vector.

It is important to note that any computation of the relative roles is useful only

when you look at the behavior of a variable in the context of the other variables. For

example, instead of questioning how important vortex-scale convective processes are

for RIC, we seek to understand the importance of vortex-scale process in the context

of multiple environmental backgrounds. To achieve our objectives, our empirical

approach analyzes model simulations of recent TCs over the Bay of Bengal that

underwent RICs.

In addition to the complexity of the multiple processes interacting nonlinearly

and acting simultaneously, there are uncertainties in the representations of these pro-

cesses and in the initial conditions provided to our forecast models [122, 123]. The

uncertainty in the knowledge of the initial values combined with the inherent stochas-

ticity of processes we seek to simulate makes it unwise to rely solely on deterministic

predictions [114, 124]. With this in mind, we choose to focus on how the joint prob-

ability density functions (PDFs) of the initial values that evolve to rapidly intensify

are different from those that evolve to rapidly weaken, and what specifically about

these initial values is different for the two populations. Kaplan et al. (2010) [115]

caution that the relative significance of various processes influencing a TC’s intensity

change may vary from basin to basin. From that perspective, the results and the
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subsequent interpretations presented here are directly linked to the basin of interest

and the assumptions made in the model. However, our primary intent is to present a

generic framework that allows for the quantification of the relative significance of the

competing processes in a TC. We also seek to identify the ‘generic markers’ or instan-

taneously measurable symptoms that indicate whether a TC is about to undergo RI

or RW. Finally, we address how the variability of these markers affects the 24-hour

change in the TC intensity.

5.1.2 Data

TCs over the Bay of Bengal basin that experienced a rapid intensity change at

least once over their life-cycles between 2012-2017 are selected (Table 5.1). The

Weather Research and Forecasting model (WRF, version 3.4.1) is used to simulate

the above-mentioned TCs of interest and the details of the model configurations are

available in Table 5.4. These simulation use nested grids in which the grid-spacing of

the inner domain is 4km and one-hourly outputs are recorded. The simulations are

then transformed to a storm-centric, cylindrical coordinate system where the center

is defined as the minimum surface pressure centroid for each time. As an example,

the time-series of TC Phailin’s and TC Lehar’s intensities (maximum 10-m tangential

wind in m/s) are shown in Figure 5.1a. Of interest here are the times just preceding a

rapid intensity change (highlighted periods in Figure 5.1a). The TCs are not further

classified based on their intensity, magnitude of shear, or proximity from land at the

time of consideration. A total of 319 cases (158 RI and 151 RW) are obtained from

these storms.
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Figure 5.1. (a) Time series of intensity (maximum 10-meter tangen-
tial winds) for TCs Phailin and Lehar forecast by the model. The
rapid intensification phase of Phailin and the rapid weakening phase
of Lehar are denoted as ’RI’ and ’RW’ respectively. (b) Low wavenum-
ber reconstruction of TC Phailin’s intensity at t=12 (before the start
of RI) used to identify the RMW, the rainband region, the bounds of
the vortex, and the environmental annulus. (c) The horizontal cross-
section of Phailin’s radial wind averaged between the surface and 850
mb represented in storm-centric, cylindrical coordinates. (d) Same
as (c) except that the asymmetric variable is reduced to its lowest
wavenumbers. The shear vector and the phase vector of WN 1 are
highlighted.
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Table 5.1.
The selected list of tropical cyclones (TCs) over the Bay of Bengal.
Also, the dates and times of initialization (cycles) of the TCs in the
numerical model are provided. The length of each simulation was 72
hours. A ‘case’ constitutes a set of vortex and environmental state
variables extracted from model outputs at an instance in time (say,
t = t1) that precedes a rapid intensity change in the next 24 hours
(From t1 to t1 + 24). In other words, for a 72-hour simulation, the
intensity change between t1 + 24 and t1 is computed as t1 varies
from the first hour to the 48th hour. If the magnitude of intensity
change between t1 + 24 and t1 is greater than 30 knots, the case
is selected for diagnosis. Thus, within the 33 simulations, there are
48 possibilities (33x48=1584 total possibilities) for a rapid intensity
change. While we understand that there may be some overlap between
the cases taken within a single TC for times that are close, each case
still represents a unique combination of the state variables within the
vortex and in the environment.
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Table 5.2.
Details of the Weather Research and Forecasting model set-up.

5.1.3 Low Wavenumber Reconstruction

The following variables and combinations thereof from the WRF model outputs

are initially selected to describe the instantaneous state of the vortex and the envi-

ronment just before a RIC:

• Precipitation

• Radial and vertical component of wind

• Divergence of horizontal wind
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• Relative humidity

• Environmental wind shear

• Horizontal moisture flux convergence

Note that this itself would amount to some 109 atmospheric state variables in

the radial, azimuthal, and vertical dimensions over the domain. To reduce the di-

mensionality, these variables are first reduced to their wavenumbers (WN) 0 and 1

azimuthal harmonics (the lowest-order symmetric component, WN 0 and the lowest-

order asymmetric component, WN 1) similar to the treatment in [125] using the

following equations:

f(r, θ) ≈ f̂0(r) + â1(r)cos(θ) + b̂1(r)sin(θ) (5.1)

where f̂0(r) =
1

2π

∫ π

−π
f(r, θ)dθ, (5.2)

â1(r) =
1

2π

∫ π

−π
f(r, θ)cos(θ)dθ, (5.3)

b̂1(r) =
1

2π

∫ π

−π
f(r, θ)sin(θ)dθ (5.4)

where f(r, θ) represents any 2D variable in a storm-centric, cylindrical coordinate

framework; r and θ are the independent variables: radius and azimuthal angle respec-

tively; The hats indicate an azimuthal Fourier harmonic and the subscript indicates

which harmonic.

The low wavenumber reconstruction (WN 0+1) of 10m tangential winds (inten-

sity) of the individual cases was used to identify the radii corresponding to the maxi-

mum winds (RMW), the outer boundary of the vortex, and the environmental annulus

as highlighted in Figure 5.1b. An example of how an original asymmetric variable

(low-level radial wind) is reduced to its low wavenumber counterpart is depicted in

Figures 5.1 c,d. Also highlighted are the shear (defined as the vector difference be-

tween 200 mb and 850 mb averaged winds) vector in the original asymmetric variable

and the WN 1 phase vector in the reconstructed variable. the outer boundary of

the vortex is defined as the radius at which the WN 0+1 of intensity drops below 8
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m/s. The environmental annulus is then defined as the annulus ± 50 km from the

radius that marks the outer boundary of the vortex. Additionally, the radii between

the 2*RMW and 5*RMW is denoted as the rainband region. Once these regions are

defined for each case, the wavenumber 0 and 1 coefficients of the variables listed above

were obtained and then averaged over a handful of horizontal sectors (the disk within

the RMW, the rainband annulus, and the environmental annulus) and four vertical

layers (between 1000 - 850 mb, 850 - 700 mb, 700 - 500 mb, and 350 - 200 mb). The

subset of 26 variables listed in Table 5.3 was retained as the candidate variables whose

relative importance in determining the 24-hour intensity change will be quantified.

Previous studies [36] have also shown that over the Bay of Bengal, the sea sur-

face temperature (SST) while one of the ’necessary’ conditions for TCs to persist,

is not very useful in differentiating those TCs that rapidly intensified or weakened.

Therefore, only atmospheric state variables are considered for the current study that

focuses on the Bay of Bengal basin. A similar effort over the Atlantic Ocean for

example, will require the consideration of SSTs and ocean heat content since they

have anecdotally and statistically been observed to be important [115]

We emphasize that this list was designed with a sole purpose to directly address

the questions pertaining to the relative importance listed in Section 5.2.1. As a result,

this list of variables does not resemble the set of variables used previously to develop

statistical RI indices [36,46,115]1.

The assumption made here is that WN 1 represents most of the variance contained

in the asymmetries (Figure 5.2). Since the treatment of our problem of interest

is that of an initial value problem, only the initial state at the beginning of the

1One of our initial objectives was to understand the relative importance of variables and processes
in different azimuthal quadrants defined with respect to environmental shear vector (Upshear left,
Upshear right, Downshear left, and Downshear right). For this purpose, once the variables were
reconstructed to their lowest wavenumbers, they were azimuthally averaged in the different shear-
based quadrants. However, for the dataset considered here, the covariance between the variables
in the different quadrants was very high. Furthermore, the shear vector was not always a good
representative of the variance in WN 1. For this purpose, we refrained from using variables from
different quadrants defined with respect to the shear vector. We note that our approach might have
to be different if the initial set of TCs comprised only of those that experienced moderate to high
shear and further examination is necessary.
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Table 5.3.
List of variables after low wavenumber reconstruction. Notes: (i) The
precipitation variable used here is a 2D variable (integral quantities for
each grid cell). (ii) While the WN 0 represents the azimuthal average
of a variable, the asymmetric representation of variables indicated
as WN 0+1 are averaged in an azimuthal quadrant centered around
the phase vector pointing towards the maximum or minimum WN1
asymmetry. (iii) The variables are either averaged within the radius
of maximum wind (RMW), in the rain band region, within the entire
vortex, or in the environmental annulus.
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Figure 5.2. The percentage of variance in 10m tangential velocity
(intensity) explained by azimuthal harmonics (wavenumbers) 1 to 10
for TC Lehar (2013) just before the start of its rapid weakening (t
= 24, initialization: 2013112600). The computation is performed
within a 3 x3 degree box around the center of circulation. This fig-
ure serves to illustrate that the majority of the eddy (wavenumbers
greater than 0) variance is contained in wavenumber 1 and hence,
the low wavenumber reconstruction is justified. Under rare scenar-
ios, the percent of variance explained by the higher wavenumbers is
much larger. Nonetheless, the idea is to simplify the complex asym-
metric field into one symmetric (WN 0) and one asymmetric (WN 1)
component.

RIC period (and the boundary conditions) has any effect on the simulated TCs.

From that perspective, all the effect from the higher order wavenumbers (WNs 2 and

higher) from previous times is already contained in the initial state. Such upscale and

downscale exchanges between eddies of different wavenumbers are detailed in Section

4. However, even if the higher order wavenumbers are important to the evolution of

the storm, WN 1 represents the organized asymmetries that are the most persistent

in time and therefore have the best predictive potential [125].
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5.1.4 Computation of Linear Discriminants and Projection on to Princi-

pal Component space

Given that we characterize an initial TC state with a small discrete set of variables

x1, x2 ·xn, the problem of separating points that were characterized as RI from points

that are characterized as RW becomes one of finding a hyperplane that separates

the two sets of points in n-dimensional space. For two such objectively separated

populations (RI and RW) with means ~µRI and ~µRW , and with covariances CRI and

CRW , the separation threshold (S) between the two distributions is defined as the ratio

of the variances between the two populations to the variance within the populations

[126]. The Fisher’s linear discriminant is given by:

[(CRI+CRW )−1( ~µRI− ~µRW )t)] ~x ≷ [(CRI+CRW )−1( ~µRI− ~µRW )t)]
( ~µRI + ~µRW )

2
(5.5)

By denoting [(CRI + CRW )−1( ~µRI − ~µRW ))]t as α and the right hand side as the

threshold (S), this equation may be further written as

α1~x1 + α2~x2 + · · ·+ αn~xn ≷ S (5.6)

If the discriminant produced is > than S, this means that ~x leads to RI and if the

discriminant produced is < than S, it means that ~x leads to RW.

After normalizing the variables ~xi by their respective variances, σi, eqn. 6 may be

rewritten as:

α1σ1(
~x1
σ1

) + α2σ2(
~x2
σ2

) + · · ·+ αnσn(
~xn
σn

) ≷ S (5.7)

Consequently, α1σ1 · · ·αnσn are the coefficients (weights) associated with each of the

normalized variables that may be compared. Note that the modeled cases are seg-

mented into RI and RW a priori and that the variables associated with the biggest

normalized weights in the linear discriminant analysis (LDA) are the most significant

in causing the separation between the two populations.

Initially, no assumption is made about the relative importance of variables and

the entire list in Table 5.3 is subject to the LDA. The 319 cases are randomly split
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into one training and one testing subset following a 50:50 ratio and the discriminant

is computed. This exercise is repeated a thousand times whilst varying the training

and testing data subsets. This randomization produces a thousand discriminants for

a thousand sub-samples. To decide whether the randomization of the training dataset

essentially produces the same discriminant for each of the 1000 randomizations, or if

instead it produces different discriminants which are highly dependent on the training

set, the coefficients of the LDA resulting from each of the 1000 iterations are projected

onto their top two Principal Components (PC). PC1 and PC2 capture most of the

variability of these coefficients and, therefore, enable a two-dimensional quantification

of their variability as the training set is randomized (Figure 5.3a). Note how the

variance is extremely high (order of magnitudes 106 and 107).

Using the initial variable list, the LDA produced significantly different discrimi-

nants when the training data subsets were randomly varied. This is a clear evidence

of over-fitting. To rectify this, a novel technique was used wherein we analyzed the

coefficients of the discriminants for the cases that projected on the extreme ends in PC

space i.e. around the edges of the ellipsoid capturing most of the points in PC1-PC2

space. By comparing the coefficients of the initial variable list for these cases, it was

possible to identify the variables whose coefficients were consistent across different

training sets and those whose coefficients exhibited a large variability, often changing

signs while keeping relatively large magnitudes2. An example of this is provided in

Figures 5.5 and 5.6.

The PC analysis revealed a core subset of variables whose coefficients were essen-

tially constant regardless of the randomized training set used. These variables are

listed in Figure 5.7a and Table 5.4. The 1000 discriminants were re-derived using

this core subset, for each of the 1000 randomized training sets. In this manner, we

allowed the LDA to guide the set of variables to be used for analysis without making

2The exact reason for such inconsistent behavior is not known at this point. One possible explanation
could be that since the LDA assumes that the two populations are separable by their means, if a
particular variable has identical means but very high variances, skewness, or kurtosis, between the
two populations, then the assumptions of the LDA fails at this point.
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a subjective assumption regarding the relative importance of these variables. In the

following section, only the LDA of the core subset of variables is presented. These

1000 discriminants were then averaged, producing a single ‘mean’ discriminant. The

details on the selection of the optimal threshold (S) for the mean discriminant are

provided in Figure 5.8.

Figure 5.3. (a) Coefficients of the linear discriminant analysis (LDA)
performed iteratively using a 1000 different training sets chosen from
the superset of cases and the initial variable list projected on to prin-
cipal component space. (b) Same as (a) but using only the consistent
variables (after the removal of outliers).

5.1.5 Results of the Discriminant Analysis

Figure 5.4 presents the results of the LDA using only vortex-scale variables (Fig-

ure 5.4a), only the environmental variables (Figure 5.4b), and when all the variables

are considered together (Figure 5.4c). The y-axis represents the magnitude of dis-

criminant computed using the left-hand side of Eqn. 5.7. The cases that underwent

RI in reality, are represented as blue and those that underwent RW in reality, are

represented as red in Figure 5.4. Here, a discriminant higher than the threshold (S)

implies that the specific case is estimated by the LDA to undergo RI and a discrimi-

nant less than S implies that the case is estimated by the LDA to undergo RW. Thus,
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Figure 5.4. Results of the linear discriminant analysis. (a) Magnitude
of discriminants computed for the RI and RW cases using only the
vortex variables (b) Same as (a) except that the computation is done
only using the environmental variables (c) Same as (a) except that the
computation is done using both vortex and environmental variables
together. The threshold (S) is marked by a horizontal line. Also
highlighted are the estimated and true probabilities.

the true positives (pr (estimated RI | true RI) in Figure 5.4) and true negatives (pr

(estimated RW | true RW) in figure 5.4) are indicated by blue lines with discriminants

over S and red lines with discriminants less than S respectively. Likewise, the false

positives (pr (estimated RW | true RI) in figure 5.4) and false negatives (pr (estimated
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Figure 5.5. Coefficients of the discriminants for the cases that pro-
jected on the extreme ends in PC space. The serial numbers of
the variables correspond to Table 5.3. Highlighted, are the vari-
ables whose coefficients fluctuate several orders of magnitude when
the training data subsets are varied. These highlighted variables are
treated as outliers and are removed from the analyses hereafter. For
the data analyzed here, the variables related to the environmental
relative humidity were identified as outliers.

RI | true RW) in Figure 5.4) are indicated by blue lines with discriminants less than

S and red lines with discriminants greater than S. Note that the threshold (S) may

be different in Figures 5.4a, 5.4b, and 5.4c.

Figure 5.4 demonstrates the following: (i) the discriminant computed with all

the consistent set of variables taken together can effectively detect RI and RW with

a high probability of detection and low probability of false alarm (ii) Between the

three scenarios presented in Figure 5.4, the best predictive capabilities are achieved

by using a combination of vortex and environmental variables.
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Figure 5.6. Same as Figure 5.5 except that at this juncture, the high-
lighted variables in 5.5 are removed. Note the immense reduction in
axes bounds. A further round of screening is performed where the
variables whose coefficients fluctuate in sign (but are still of same or-
der of magnitude) when the training data subsets are varied. Finally,
the covariance of the different variables was observed across the train-
ing period and a core of ten variables with little covariance amongst
themselves, and whose magnitude and sign are consistent regardless
of the chosen data subset are selected for further analyses.

5.1.6 Generic markers and their relative importance

We refer to the core subset of the most consistent variables presented in Figure

5.7a as generic markers, since they are the best instantaneous symptoms of a forth-

coming rapid intensity change. This section compares the relative importance of the

different subsets amongst the consistent variables. Figure 5.7a shows the coefficients

computed using the LDA corresponding to each variable (wn = αnσn as defined in
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Figure 5.7. (a) Bar graph showing the weights (results of the LDA)
that represent the relative importance of the environment and vortex
variables. The purple bars show the results of the computation when
all the variables are taken together; the golden bars show the results of
LDA when only the vortex variables are taken together, and the green
bars show the results of LDA when only the environment variables
are taken together. (b) Same as (a) except that the bars indicate the
results of LDA when only the precipitation variables within the vortex
are considered.

Eqn. 5.7). Figure 5.7a depicts the coefficients associated with the individual vari-

ables. Here, the purple bars correspond to the scenario where all the variables are

taken together; the golden bars correspond to the scenario where only the vortex vari-

ables are considered, and the green bars correspond to the scenario where only the

environmental variables are considered for the LDA. At this juncture, it is important

to note that the weights shown here are in the context of the other variables. Hence

the term relative importance. By themselves, the importance of the variables may not

mean anything unless they are placed in the context of the other variables/processes
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Table 5.4.
Covariance matrix of the final set of variables computed across all the
1000 training subsets. Here, the above serial numbers (1 - 10) stand
for the below variables: 1. 350 - 200 mb (upper-level) horizontal wind
divergence (environment) 2. WN 0 of rain within RMW 3. Angle of
the driest air from the direction of shear (environment) 4. WN 0 of
1000 - 850 mb horizontal moisture flux convergence (within RMW) 5.
WN 1 of 850 - 700 mb horizontal moisture flux convergence (rain band
region) 6. Magnitude of environmental vertical wind shear 7. Number
of convective bursts within the RMW 8. Phase overlap between WN 1
of inflow, vertical velocity and RH within the boundary layer (vortex)
9. WN 1 of rain (rain band region) 10. Angle of WN1 of rain in the
rain bands from the shear direction (vortex)

acting simultaneously since the LDA relies on the separation between joint proba-

bility distributions of RI and RW populations. Due to this, the weight for the same

variable may change when it is considered as part of the vortex variables alone and

when it is considered as part of the entire list.

Figure 5.7a reveals that the most important vortex-scale variables are the am-

plitudes of the asymmetric fields (WN 1) of 850-700 mb horizontal moisture flux

convergence, and WN 1 of rain in the rainband region; and the amplitude of the

symmetric field (WN 0) of rain within the RMW. Likewise, the angle between the

driest air and the shear vector; and the magnitude of vertical wind shear are the most

important environmental variables. The analysis also revealed that the sum of coef-
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Figure 5.8. Demonstration of the selection of thresholds for the dis-
criminant computed using coefficients averaged across the 1000 data
subsets. Once the average coefficients are computed from the various
subsets, the threshold (S) is varied between three standard deviations
below to three standard deviations above. At each threshold, the
estimated versus true probabilities of RI and RW for the mean dis-
criminant are computed for all the cases. The threshold that produces
the best combination of true positives and true negatives is selected.
(a) Plot of the probabilities of the correct diagnosis of RI (true posi-
tives, pr (estimated RI — true RI)) for various thresholds. (b) Plot of
probabilities of correct diagnosis of RW (true negatives, pr (estimated
RW — true RW)) for various thresholds. (c) Plot of probabilities of
correct diagnosis of RW (x-axis) versus probabilities of correct diag-
nosis of RI (y-axis) (d) Plot of probability of incorrect diagnosis of
RI (false negative, pr (estimated RI — true RW)) versus probabil-
ity of correct diagnosis of RI (true positive, pr (estimated RI — true
RI)). The dashed regions and lines serve to illustrate that a threshold
of 0.9 yields the best combination of true positives (91 percent) and
true negatives (96 percent) corresponding to Figure 5.4c (all variables
taken together).

ficients of all the environment variables compared to that of all the vortex variables

(in the scenario where all of them were taken together) was 45:55. In other words, we
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can conclude that the environment and vortex variables are equally important (with

a five percent error) in influencing a rapid intensity change.

Figure 5.7b shows the weights of the LDA computed with just the precipitation

(moist-convective) variables. Figure 5.7b reveals that the symmetric distribution of

rain (WN 0) is most important within the RMW and that the asymmetric distribution

(WN 1) is most important in the rain band region. Furthermore, Figure 5.7b indicates

that the variables pertinent to the radial distribution of convection are more important

than the azimuthal distribution with respect to the shear direction (both within the

RMW and in the rain band region).

5.1.7 Discussions and Conclusions

The framework presented here offers a quantitative technique for testing the rela-

tive importance of the various external and internal processes influencing rapid inten-

sity changes in TCs over the Bay of Bengal. The assumption here is that the modeled

cases are representative of the spectrum of TC behavior in the Bay of Bengal. At

the core of this framework is the LDA that takes in inputs from modeled cases seg-

mented into two populations - RI and RW. Such a scenario is akin to a steady-state

TC with RI and RW as two distinct attractor basins. Given that there are multiple

pathways for the TC to be pushed into one attractor or the other, the LDA identifies

the variables that have the most significant impact on the TC evolution. To reduce

the dimensionality associated with the variables required to describe the instanta-

neous state of the vortex and its environment, a low-wavenumber reconstruction is

performed before the LDA. The LDA then analyzes the joint probability distributions

of the two populations and assigns coefficients based on how a particular variable af-

fects the separation of the PDFs in the two populations. The best separation of the

two predicted populations is achieved using a combination of the vortex and environ-

mental variables. The coefficients suggest that the aggregate contribution from the

environmental variables and the vortex variables are nearly equal.



100

Our analysis of the relative roles of symmetric and asymmetric convective pro-

cesses suggest that the vortex responds more markedly to the changes in the sym-

metric component (WN 0) of precipitation rather than the asymmetric, deep bursts of

convection within the RMW. The greater the amplitude of WN 0 within the RMW,

the more conducive is the configuration for the TC to undergo RI as opposed to

RW. This finding is consistent with those of [13, 119], and [61]. It must be noted it

is possible that an RI in its initial stage may be driven by asymmetric convection.

Over time, as the RI continues, the convection may then wrap around in the azimuth

and the symmetric component may become dominant. However, such a distinction

cannot be made in the present study and will require a pre-classification of the cases

before the LDA. Outside the RMW, in the rainband region, the amplitudes of the

asymmetric component (specifically WN 1 of precipitation and 850-700 mb horizontal

moisture flux convergence) are seen to have a major influence.

The manner in which the WN 1 of 850-700 mb (mid-level eddy flux) convergence

of moisture acts to influence intensification or weakening is not straightforward to

interpret. For example, the mid-level horizontal eddy moisture flux may act to bring in

dry (moist) air into the storm core [82] and aid in the rapid weakening (intensification)

of TCs. On the other hand, if the flux convergence of moist air occurs in the rainband

region as opposed to the inner-core region, then these eddy fluxes may aid the growth

of the rainband thereby subtracting energy from the inner-core, and contribute to

weakening. Likewise, the impact of WN 1 of precipitation in the rainband region

on the TC undergoing RI/RW depends on the stage of the TC. If the TC is well

developed, we speculate that the development of asymmetric precipitation in the

rainband region will lead to weakening since the rainbands are subtracting energy

from the TC core. On the other hand, in the early stages of the development of the

TC, the asymmetric rain and convection in the rainband region may aggregate and

advect radially inward into the core aiding in the intensification of the TC. Clearly,

these topics require further investigation before we can arrive at definitive conclusions.



101

Furthermore, our results indicate that within the vortex, the amplitudes and radial

location of asymmetric convection are more significant than the azimuthal phasing

with respect to the shear in influencing a RIC. Again, the relative importance of the

azimuthal distribution within the vortex might increase if the TCs are pre-classified

such that only those that experienced moderate to high environmental shear are

considered.

In the environmental annulus, the azimuthal phasing of the driest air is shown

to be very important along with the magnitude of environmental shear. The impact

of the magnitude of environmental vertical wind shear on TC intensity changes has

been well documented ( [15, 77, 127, 128] and references therein). In summary, these

studies suggest that low magnitudes of wind shear are expected to aid in the TC’s

intensification and high magnitudes are expected to aid in the TC’s weakening. Mod-

erate wind shear magnitudes are sources of high uncertainty and either configuration

is possible [72,112]. Under such scenarios, the other external and intrinsic state vari-

ables are expected to dictate whether the TC will intensify or weaken. The alignment

in the azimuthal phasing of the driest air with the shear vector will act to rapidly

weaken the storm as evidenced by prior studies that have demonstrated the inhibitive

role of dry air in the upshear quadrants [33,37,61,72,77].

Note that the identification of the ‘most important’ markers does not imply that

these are sufficient to predict the evolution of the TC. For example, when the LDA

was performed with just the two variables with the highest weights, the predictive

capabilities were significantly worse than those presented in figure 5.4. This is because

the variables with lesser weights help establish the context for the other variables to

be more important. The correct way to interpret the coefficients is that they are

weights in the sense that they magnify the effect of each variable. This means that if

there is an uncertainty associated with these variables when they are fed in as inputs

into a predictive model, their associated coefficients indicate how the uncertainty in

those variables is magnified. From an observational perspective, we must know the
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markers with higher weights much better than the other, by a factor equal to the

ratio of their coefficients.

5.1.8 A note on available observations and limitations

A detailed note on the satellite observations that may be used for estimating the

highest ranked variables and the current gaps in our observations that limit their

utility is presented.

(a) The structure of the 700 - 850 mb horizontal moisture flux con-

vergence in the rain bands: To estimate this, we need vertically resolved

observations of the moisture combined with observations of the flow at differ-

ent levels. There are satellite observations and estimates of these parameters

albeit with limited availability and certainty. The horizontal distribution of

moisture in the 700 - 850 mb layer may be obtained from sounder observations

such as the Atmospheric Infrared Sounder (AIRS) [129], Microwave Humidity

Sounder (MHS) [130, 131], and the Advanced Technology Microwave Sounder

(ATMS) [132]. However, their estimates are less reliable within the precipitating

areas. Since we are interested in the rain band region particularly, observations

from Radio Occultation measurements (GNSS-RO) [133] will be very valuable.

While their vertical resolution is high, their limitation is the low spatial reso-

lution (∼150 km) and even more importantly, by their sporadic sampling that

does not allow for the retrieval of the 2D structure of moisture. To estimate

the flux convergence from observations, one would need observations of the flow

field at a given layer. As of today, there are no direct observations of the flow

field. However, tracking of features (moisture and/or clouds) has resulted in

the development of algorithms to estimate the winds from Geostationary in-

frared (IR) observations. These Atmospheric Motion Vectors (AMVs) [134]

have proven very valuable, in the absence of direct observations. However, cau-
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tion must be taken while using them as they have uncertainty in the estimates

of their altitude. Furthermore, they are absent inside the heavy cloud regions.

(b) The amplitude of WN 1 of the precipitation in the rain band region

- There are a multitude of passive microwave observations from the imagers

that are part of the GPM constellation such as Microwave Imager (GMI) [135],

Advanced Microwave Scanning Radiometer - 2 (AMSR2) [136], and the Special

Sensor Microwave Imager Sounder (SSMIS) [137]. Using the Rain Index - a

multi-channel combination of the passive microwave observations [138], it is

possible to easily detect the precipitating regions, by providing a radar-like

depiction and a first order estimate of the rain intensity. Applying the wave

number analysis to the Rain Index allows for a very reliable depiction of the

rain bands.

(c) The amplitude of WN 0 of precipitation within the radius of maxi-

mum winds - The precipitation within the RMW region may also be detected

using the Rain Index and the Wave number analysis. The radius of maximum

winds may be detected using surface level scatterometer observations from the

Advanced Scatterometer (ASCAT) [139] and RapidScat [140]

(d) The angle between the driest air and the shear vector in the environ-

mental annulus - Again, the observations for moisture come from sounders

and Radio Occultation measurements as described above. The estimation of

shear comes from the atmospheric motion vectors (AMS) described above.

(e) The Magnitude of environmental vertical wind shear - From Atmo-

spheric Motion Vectors (AMVs) described above.

While this section focuses on the Bay of Bengal where aircraft reconnaissance is

absent, the methodology presented herein could be applied to other basins where re-

connaissance is available. Under such scenarios, dropsondes can provide much higher
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quality humidity and wind speed observations than the remotely sensed products and

may be used to measure the variables of interest.

We further recommend that the observations of the generic markers with the high-

est coefficients be assimilated as inputs into TC forecasting models for best predictive

capabilities.

5.1.9 Future work

In the future, we seek to test the above methodology for not just instantaneous

inputs, but tendencies of variables and examine if that helps reduce uncertainty.

Additionally, we intend to test the methodology using observations from satellites in

addition to model outputs. By further separating the TC cases into sub-classes based

on (i) shear magnitude (ii) intensity/stage of the vortex (e.g. nascent, developing,

and mature) and (iii) proximity from land, it is possible to conduct the same analysis

and see how the relative importance of the markers varied at different stages of a TC

and for different classes of TCs. Furthermore, we seek to test the methodology for

other basins such as the Atlantic and Pacific. An advancement of the technique used

here would be an expanded representation of the problem nonlinearities, by including

nonlinear transforms of the initial state variables (such as the flux convergence of

moisture or θe). These topics will be explored in a follow-up study.
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5.2 Stochastic model

(A version of this chapter is published in Earth and Space Science)

A fundamental limitation in developing indicators for complex systems is that they

cannot be used to predict transitions in a deterministic sense. Stochastic shocks

will always play an important role in triggering rapid intensity changes provided the

vortex is preconditioned a certain way. For this purpose, in this section, we introduce

a scale-specific stochastic model that computes the probabilities of episodic, tipping

of a tropical cyclone vortex between a rapidly intensifying and a rapidly weakening

configuration (two attractor basins) in response to an ensemble of stochastic forcings.

Here, I build on the energetics-based diagnostic framework developed in Chapter 4,

by adding a stochastic term whose memory and amplitude are varied for individual

scales. The central idea here is to recognize that the stochastic shock may arise from

any of the scales within and external to the vortex and then compute the probability

of such a stochastic transition across an ensemble of scenarios.

The motivation for this work stems from the observation of Ed Lorenz who noted

that small difference in the initial condition can be amplified over the integration

time and have an impact on the meso- and synoptic-scale fields [141,142]. In addition

to the specifications of the initial conditions for the vortex and the environment,

uncertainty (stochasticity) may arise from one of the following sources: (i) Numerical

formulation (ii) Misrepresentation of the model physics and/or the sub-grid scale

parameterizations (iii) Inherent stochasticity in the process (especially convection)

[143]. These concepts of error growth and the intrinsic predictability limits has been

explored previously for TCs using ensemble simulations of perturbed initial conditions

[114,143–146]. Alternatively, researchers have used an ensemble of models to produce

a superior forecast as compared to individual model forecasts [147].

The relation between the previous works and the present work is the question of the

predictability of asymmetries within a TC vortex. Judt et al. (2016) [114] investigated

the error growth of individual wavenumbers within TCs whilst imposing stochastic
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perturbations at various scales internal as well as external to the TC vortex. Forecast

errors in the small-scales (wavenumbers ≥ 20) were found to grow rapidly and limit

their predictability to around 6-12 hours. Medium-scales (wavenumbers 2 - 5) were

found to have a predictability of 1-5 days, and the large-scales (wavenumbers 0 and 1),

whose predictability was tied strongly to the environment, had a predictability limit

of around 7 days. The predictability limit of each of the scales is inherently linked to

their spatio-temporal scales of existence. With this background, we set out to model

and quantify the system-scale probability of episodic, stochastic tipping of the TC

vortex between an attractor basin that represents an intensifying configuration and

one that represents a weakening configuration.

5.2.1 Stochastic Model description

Recall that equations 4.1 and 4.2 compute the kinetic energies of asymmetries

at different length-scales. These equations account for the individual contribution of

asymmetries at different length-scales; for different natures of interaction between the

mean and asymmetries as well as asymmetries of different length scales; and for the

contributions from external and intrinsic dynamic-thermodynamic processes.

We begin by rewriting the partial differential equation for kinetic energy, K(n, t)

as a first-order forward difference equation i.e.,

K(n, t) = K(n, t−∆t) + ∆t ∗ ∂K(n, t)

∂t
(5.8)

where the K(n, t) and K(n, t −∆t) represent the kinetic energy at each scale at

the current time-step and the previous time-step respectively. The time-step, ∆t is 1

hour in this case. The ∂K(n,t)
∂t

term is computed using the right hand side of equations

4.1 and 4.2. Recall that this term represents the combined effect of the source and/or

sink terms that act to add or subtract energy at a given scale and time. At this stage,

the mean-eddy, eddy-eddy, and the APE to KE terms have been pre-computed from

model outputs at every time-step as discussed in Chapter 4.
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We now add a scale-specific stochastic forcing term ξ(n, t) to equation 5.8 in the

following manner:

K(n, t) = K(n, t−∆t) + ∆t ∗ ∂K(n, t)

∂t
+ ξ(n, t) (5.9)

The questions that are yet to be addressed are (i) What is the nature of the

perturbation? (ii) What is the amplitude of perturbation? (iii) Do the stochastic

forcing have a memory or do they behave as memory-less white-noise? To answer

these questions, we expand the ξ(n, t+ ∆t) term in the following manner:

ξ(n, t) = α(n) ∗ ξ(n, t−∆t) + A(n, t) ∗ wt(t) (5.10)

where α(n) is a scale-specific memory parameter; A(n, t) is the scale-specific ampli-

tude of the stochastic forcing; and the wt(t) term represents a random number that

is extracted from a Gaussian distribution whose mean is 0 and variance, 1.0 (white-

noise). At each time-step, the stochastic forcing is applied according to equation 5.10

and the K(n, t) is updated. As noted previously, the ∂K(n,t)
∂t

term is pre-computed

using the right hand side of equations 4.1 and 4.2, and invoked at each time-step.

Note that this formulation is that of a first-order auto-regressive process where

the stochastic forcing depends on the value at the previous time-step(s). The formu-

lation described herein is a more sophisticated version of the stochastic kinetic-energy

backscatter (SKEBS) method (cf. equation 5 of [143]). The novel feature of our im-

plementation is the scale-specificity in the memory (with decorrelation time, τ) and

amplitude terms. Building-off the above-mentioned previous studies, we recognize

that the asymmetries at lower wavenumbers (WNs 0-1 and 2 to 5) have a higher

persistence in time and therefore, are associated with some memory. On the other

hand, the higher wavenumbers (WNs > 5) are associated with no memory and are

stochastic in nature. For this purpose, we write α(n) as a step function which assigns

a decorrelation time (τ) of 12 hours to WNs 0 and 1, 6 hours to WNs 2 to 5, and no

memory to WNs > 5. The memory parameter, α(n) and the decorrelation time, τ(n)

are related in the following manner:
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α =
τ − 1

τ
(5.11)

The forcing amplitude A(n, t) is one hundredth of the actual amplitude of K(n, t)

computed using equations 4.1 and 4.2 for each scale and time. In other words, the

scale-specific forcing amplitude, A(n, t) mimics the actual distribution of energies,

K(n, t). Since the amplitudes of the kinetic energy (or power) across the different

wavenumbers is distributed in the form of a power law (i.e., the lower wavenumbers

carry the majority of the variance. cf. Figure 4.1), the amplitude of the stochastic

term also follows suit.

A notable difference between the implementation presented herein and the SKEBS

methodology is that their stochastic perturbation was added at the start of the forecast

cycle for each ensemble into the flow field. On the other hand, in our methodology,

we have the model outputs a priori from HWRF or an equivalent model. As a result,

we have the ’source-sink’ terms computed at each time-step. The stochastic forcing is

applied as a separate diagnostic that is independent from the actual model run. The

ensembles presented herein are diagnostic ensembles in that the actual fields of the

environment or vortex is not perturbed. Only the effect of such external and intrinsic

fluctuations at asymmetries of various scales within the vortex is simulated herein.

Once we have the modified kinetic energies for each scale and time, we invoke

Parseval’s theorem to derive the aggregate kinetic energy of the vortex. Parseval’s

theorem states that energy (or power) is conserved irrespective of whether we are

working in physical space or Fourier-space. Therefore, the system-scale kinetic energy

is just the sum of the kinetic energies at individual wavenumbers.

This procedure is iteratively repeated to create an ensemble of scenarios and the

aggregate kinetic energy evolution of the vortex is derived for each scenario. Finally,

the number of transitions into either intensification or weakening configurations is

computed across the ensembles and the probability of transition to either state is

presented.
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5.2.2 Results and Discussion

Figure 5.9 shows the time-evolution of the aggregated kinetic energy in Phailin

and Lehar for an ensemble of 100 realizations with stochastic forcing (gray lines). The

red, dashed line indicates the aggregated kinetic energy computed with no stochastic

forcing. The first impression from Figure 5.9 is that the distribution of the realizations

is not bi-modal i.e., the realizations cannot be classified into two bins as RI or RW.

The distribution of the simulated ensemble does resemble the distribution of TCs

in the real-world where RI and RW are not the only attractor basins, they simply

represent the extremes.

Second, the memory term in the stochastic forcing plays an important role in

the build-up of the system-scale memory in kinetic energy. The build-up of mem-

ory results in a positive feedback loop that may tip the vortex into an increasingly

intensifying configuration. On the other hand, since the amplitude of noise mimics

the actual distribution of kinetic energy, when the sink terms increase (e.g., when the

conversion from potential to kinetic energy is reduced post-landfall or due to dry-air

intrusion), the noise term also reduces (negative-feedback). Due to the above two

balancing acts, there is a large variation in the timing of the rise and fall of kinetic

energy (Figures 5.9a,b).

Figures 5.10a,b show the probability density functions (PDFs) of aggregated ki-

netic energy across all ensembles at each time. The PDFs indicate how the mean

and variance evolve for the two TCs across their life-cycles. For both of the TCs,

the variance increases with time (as evidenced by the broadening of the PDF violins)

due to the memory and feedbacks discussed above. The red dots in Figures 5.10a,b

indicate the median (fiftieth percentile) of the PDFs at each time 3 The trajectory

of the median broadly indicates the growth or decay of kinetic energy with time.

Note that the evolution of the median is analogous to the KE evolution without any

stochastic forcing (cf. red, dashed lines in Figure 5.9).

3The median is chosen instead of the mean at this juncture since a single (outlier) realization at a
particular time can significantly influence the mean giving a false impression of increase or decrease.
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There are two ways to issue a probabilistic forecast based on this ensemble. The

first method is to simply track the number of realizations that underwent a rapid

increase or decrease in kinetic energy over the course of the simulation. However,

since we are dealing with kinetic energy and not intensity, there is no equivalent

definition for RI or RW (change in intensity of 30 knots over 24 hours). Therefore,

any definition at this point is arbitrary. A way forward may be to plot a PDF

of the change in 24-hour kinetic energy computed between each time t, and t+24.

Consequently, the number of realizations that underwent the 95th percentile of change

in KE may be compared to the total number of realizations. The change in KE will

also reflect the positive or negative feedbacks as a result of the stochastic forcing.

The second method is to pick the most realistic member(s) from the ensemble

by comparing the evolution of KE with observations. Of course, this is conditioned

on the availability of some observational estimate of the ‘truth’. At this point, our

observational capacity to measure the flow-field of the entire vortex (and therefore, the

aggregate kinetic energy) in three dimensions at a good temporal resolution is lacking.

However, if we restrict the focus to surface-based measurements of winds, then this

method may be explored due to the availability of scatterometer observations (among

others).

Summary

A scale-specific stochastic model that offers immense scope for the probabilistic

forecasting of TC rapid-intensity changes is presented here. We have attempted to

model the stochastic term in a realistic manner by treating the lower-wavenumbers

and higher-wavenumbers differently. As a result, the ensembles generated here mimic

the distribution of TCs in the real world. Further work is necessary to define the

critical thresholds that can be used for the probabilistic forecasting of RI and RW.
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Figure 5.9. Simulations of aggregate kinetic energy (sum of kinetic
energy across all wavenumbers; spatially averaged through the depth
of the vortex and between 0-300 km radii) for (a) Phailin (b) Lehar.
The gray lines represent individual realizations with the addition of
stochastic forcing. The dashed, red line represents the aggregate ki-
netic energy computed without any stochastic addition.
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Figure 5.10. A violin plot of the probability density function (PDF)
of aggregated KE (across all ensembles) at each time. The red dots
indicate the median of the PDF at each time.
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6 SYN-THESIS

Our collective understanding of asymmetric features such as eddies and waves within

the large-scale, coherent structure of a tropical cyclone, continues to improve with

the availability of more detailed observations and high-resolution model outputs. The

growth or decay of these asymmetries is an interesting problem since their dynamics

are strongly linked to the intensification or weakening of the TC vortex. Interestingly,

recent studies have shown that these asymmetries may positively or negatively influ-

ence the vortex. Such findings imply that with our current understanding, the mere

presence of asymmetries within a TC does not tell us anything in advance regarding

the probability of consequent change in TC intensity. It behooves us to better under-

stand and characterize the nature of asymmetries in the context of the predictability

of at least the extreme scenarios viz. periods of rapid intensity changes. This natu-

rally motivates the question: Under what scenarios do asymmetric TC vortices spiral

towards (rapid) intensification as opposed to (rapid) weakening and vice versa?

In this thesis, I take the first steps towards establishing the basis of such pre-

dictive capability (of asymmetries) through diagnosis of model output and satellite

imagery. It became apparent to us at an early stage that there is no single silver

bullet approach to this problem. As a result, multiple diagnostic frameworks that

compliment each other are presented herein. In this chapter, I first summarize the

conclusions and their implications from the rest of the chapters. This is followed by a

set of recommendations. Finally, I close by describing future opportunities that stem

from the current work.
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6.1 Epilogue

At the very outset, this thesis investigates the spatial, spectral, and temporal

characteristics of multi-scale asymmetries induced by a combination of external and

intrinsic sources. Our numerical investigation of a sheared vortex reveals the creation

of preferential zones (local environments) within the vortex that serve to support

or disrupt the organization in convection. These local environments are created by

the spatial juxtaposition of several asymmetric dynamic-thermodynamic fields viz.

θe, radial velocity, relative vorticity, and vertical velocity. The presence of low-θe

air (anti-fuel) in the vicinity (e.g., radii ≥ 100 km from storm center) of the TC

does not imply that the TC will weaken. We show that the rapid weakening of

the TC is triggered only when the downward flux of low-θe air through the top of

the boundary layer collocates favorably with the radially inward flux of low-θe air

within the boundary layer. Such a juxtaposition opens up a pathway for the anti-fuel

from outside the storm to intrude into the TC core and impede the development of

convection. In addition to a phase synchronization, a synchronization in the peak of

the amplitude of the downward and radially inward fluxes of low-θe air was also noted.

The synchronization in both the magnitude and the phase happens particularly in

the upshear-left quadrant between 40-80 km radii in our case-study of interest.

We also note that in certain regions within the sheared vortex (e.g., 6-10 km in

the vertical), the eddy flux arising from the asymmetric distribution of vorticity may

serve to have a positive influence on the TC intensity change. However, such an

influence may be counteracted by the eddy fluxes of low-θe air in the same region,

thereby superseding the effect of the dynamic variable. This is an important finding

as it reveals that the rapid weakening may occur in a sheared environment even if

the conditions are dynamically favorable. Importantly, as shear reorganizes the fields

of vorticity, θe, radial velocity, and the convective upward/downward motions in the

azimuthal direction, looking for signatures in the individual fields might be misleading

given the competing nature of the mechanisms associated with these fields. Rather,
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we must attempt to understand the juxtaposition of these asymmetric fields and how

their behavior evolves in the context of one another and the external environment.

At this juncture, it is unclear as to what determines the phasing of the dynamic-

thermodynamic fields. Why is it in-phase during certain times and why is it out-of-

phase at other times? However, the key takeaway here is that despite not understand-

ing all the details of the system, the juxtaposition in the vertical and horizontal fluxes

of low-θe air acts as an early warning signal for a forth-coming rapid intensity change.

Additionally, by identifying these preferential zones, we have essentially developed a

resilience map of the TC vortex. For example, the upshear-left quadrant is the fragile

zone that is vulnerable to the intrusion of the anti-fuel from the environment and the

downshear-right quadrant is the most resilient.

In low-sheared vortices, when the fields of θe and radial velocity are symmetrically

distributed, the generic markers developed for sheared vortices might not apply. Our

analyses shows that under such scenarios, the strength of the radial inflow within the

boundary layer and the radial location of boundary layer convergence relative to the

radius of maximum wind act as symptoms of the forthcoming critical transition. A

tangential momentum budget analysis revealed that the collocations of the regions of

cyclonic relative vorticity and upward vertical velocity are seen to positively aid in

the local spin. Such a collocation happens along the eyewall region throughout the

depth of the vortex. Additionally, the eddy fluxes of vorticity are shown to positively

contribute to a system-scale spin-up by radially advecting positive vorticity across

the loop that encircles region of interest thereby increasing the circulation.

In Chapter 4, I apply an energetics-based diagnostic known as scale interactions

that allows us to examine the behavior of asymmetries at multiple length-scales in

spectral space. By applying it to select cases, this thesis uncovers the relative impor-

tance of the energy pathways that support or disrupt the growth of asymmetries at

various length-scales within the vortex. Contrary to the conventional wisdom that

the convective aggregation/disaggregation and axi/asymmetrization occurs through

barotropic mean-eddy transactions, my thesis reveals that the mechanisms of growth
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or disruption of asymmetries (i) the baroclinic conversion from available potential

to kinetic energy at individual scales of asymmetries and (ii) the transactions of ki-

netic energy between the asymmetries of various length-scales. In other words, the

energy being transferred amongst the asymmetries of different length-scales is far

greater than the amount transferred between the mean and the asymmetries. This

finding applies to both the convective aggregation that occurs during the genesis of

the storm as well as during rapid intensification. Our analysis also shows that the

growth of asymmetries may occur independent of the growth or decay of the mean

(not necessarily at the expense of the mean).

In Chapter 5, I quantify the relative importance of symmetric and asymmetric

convection within the vortex in the context of other intrinsic and external state vari-

ables during time periods that just precede rapid intensity changes. For this purpose,

we developed an empirical model based on the instantaneous states of external and

intrinsic variables taken across simulations of a suite of TCs that experienced rapid

intensity fluctuations over the Bay of Bengal. This empirical model was the labo-

ratory for testing the relative importance of the various indicators discovered from

individual cases (described in previous chapters). The first key result was that the

aggregate contribution to rapid intensity changes from the intrinsic and environmen-

tal variables was nearly equal. Next, our analysis indicates that different regions of

the vortex respond differently to symmetric and asymmetric fields. For example, the

region within the radius of maximum winds responded more markedly to the changes

in the symmetric component whereas the rain band region responded to the asym-

metric component. The environment was sensitive to the magnitude of shear as well

as the azimuthal phasing between the low θe air and the shear vector.

A fundamental limitation in developing indicators for complex systems is that they

cannot be used to predict transitions in a deterministic sense. Stochastic shocks will

always play an important role in triggering rapid intensity changes provided the vortex

is preconditioned a certain way. For this purpose, in Chapter 5, we introduce a scale-

specific stochastic model that computes the probabilities of the vortex tipping into an
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intensifying or weakening configurations given an ensemble of scenarios. Here, I build

on the energetics-based diagnostic framework developed in Chapter 4, by adding a

stochastic term whose memory and amplitude are varied for individual scales. The

key idea here is to recognize that the stochastic shock may arise from any of the

scales within and external to the vortex and then compute the probability of such a

stochastic transition across an ensemble of scenarios.

In summary, my thesis contribution is the development of diagnostic lenses that

allow us to examine and characterize an (a)symmetric vortex and predict if it is going

to rapidly intensify or weaken with x% probability. My research is a stepping stone

toward a fundamental change in the way the scientific community understands and

treats asymmetries in the context of tropical cyclone rapid intensity changes.

6.2 Specific Recommendations

A list of specific recommendations targeted at aiding the real-time forecasting of

asymmetric vortices is compiled below.

1. Identify the source of asymmetries: The first step towards understanding

the characteristics of asymmetries is to understand their source. Asymmetries

induced by the environment-vortex interactions usually manifest as WNs 1 or

2. Their persistence in time and space is directly linked to the time-period of

the external forcing and the adjustment period of the vortex to attain thermal-

wind or quasi-geostrophic balance with the environment. In the absence of a

dominant external force such as shear or land, asymmetries that manifest as

WNs 1 or 2 purely due to forces intrinsic to the vortex behave differently from

their externally induced counterparts.

(a) Note: Shear must not be treated as a one-way forcing from the environ-

ment on to the vortex. We must acknowledge that in reality, the vortex

feeds back onto the environment and (potentially) modifies its own local

shear. We need to move away from the traditional bulk-shear definitions
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as they might under-represent the structural complexity of the vortex and

the environmental flow-field in three dimensions. The shear profile in the

vertical impacts the phasing of the convection, θe, and radial inflow.

(b) Note: In this study, the center of the coordinate system was always a

surface-based, minimum pressure centroid. However, in sheared environ-

ments, when the vortex is tilted, the circulation center may vary signifi-

cantly at different altitudes. For this purpose, sensitivity experiments with

the center of the coordinate system may be necessary.

2. Look at the azimuthal phasing between θe, vorticity, inflow, and up-

drafts/downdrafts within the vortex: Our research has demonstrated that

individual asymmetric fields never present a true picture and are often counter-

intuitive in their behavior over time. For the holistic picture, it is necessary to

look at the phase overlap between the above-mentioned variables.

3. Radial location of convection v/s azimuthal phasing with respect to

shear: In more symmetric storms and at radii very close to the radius of max-

imum winds, the radial location of convection may take precedence over the

azimuthal distribution with respect to shear. The azimuthal phasing with re-

spect to the shear vector takes precedence at radii greater than the radius of

maximum winds - particularly the rain band region and in the environment. In

addition to the shear vector, the storm motion vector and the phase alignment

between the two may also decide the phasing and the relative importance of

such phasing in convection and other related variables.

4. Use the scale-interactions framework to compute the three energy

pathways for an asymmetry at any given scale. The scale-interactions

framework computes the non-linear transactions at each scale through three

pathways: the barotropic pathway, the baroclinic pathway and the across-scale

pathway. The barotropic transactions tell us whether the vortex is maintained

by symmetric or asymmetric convection. The magnitude and direction of the
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baroclinic and across-scale transactions tell us whether an asymmetry at a given

length scale is growing or decaying. WNs 0,1, and 2 are the dominant scales from

the perspective of impact on the vortex-scale. Examination of the baroclinic

transactions and the upscale and downscale transfer of energy to WNs 0,1, and

2 will aid in the prediction of vortex-scale rapid intensity changes.

5. Asymmetries must be treated independent from the mean: Our re-

search has shown that the growth and decay of asymmetries occur nearly inde-

pendent of the dynamics in the mean. In other words, the growth of asymmetries

need not happen at the expense of the mean. Even if direction of transfer is

from the mean to wavenumbers 1 and 2, energetics at these low wavenumbers

are capable of sustaining the vortex during an intensification period. In any

case, the order of magnitude of such a barotropic transaction between the mean

and eddy term is much smaller than the transactions through alternative path-

ways. Using purely barotropic models or linear models will lead to incorrect

conclusions about the nature of asymmetries.

6. Do not neglect the small-scale asymmetries: The generation of available

potential energy and the subsequent conversion to kinetic energy happens at

asymmetries of every individual length-scales. Although the generation and con-

version terms in the higher wavenumbers were one order of magnitude smaller

than that of the lower wavenumbers, their magnitudes were not insignificant.

Second, the cross-scale energy exchanges were found to be a significant influence

on the aggregation and disaggregation of convection and system-scale kinetic

energy. As a result, while the small-scale asymmetries are transient and may not

manifest at time-scales that are typical for forecasting purposes, they project on

to the large-scale asymmetries that are persistent in time. Importantly, combin-

ing points 5 and 6, asymmetries must not be treated as inhibitive features that

subtract energy from the mean. Rather, they must be treated as an inherent
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part of the vortex dynamics and the very aggregation of individual cloud entities

in the azimuth is what results in the meso-scale and vortex-scale organization.

7. Prioritize the important variables identified here during observational

and data-assimilation efforts: The empirical model introduced here may

be used as a framework for the identification of the most important variables

within a given region of interest. These variables are important in the sense

that they have a significant influence on rapid intensity changes and any initial

condition error associated with these variables will be amplified at a greater

scale compared to the other variables.

(a) Note: Different regions within the vortex respond differently to symmet-

ric or asymmetric components of various fields. For example, our analysis

showed that the region within the radius of maximum winds responded

to the symmetric component of moist-convection and the rain-band re-

gion responded to the amplitude of the asymmetric component of moist-

convection.

(b) Note: Both the amplitude and the phasing of asymmetries are important

within different regions and during different stages of the vortex.

8. Move towards probabilistic forecasting In reality, there are uncertainties in

our knowledge of the initial state. This, coupled with the inherent nonlinearity

in the system, makes it unwise to rely solely on deterministic forecasts. The

linear-discriminant-based model and the stochastic model (using an ensemble

of cases) detailed in this thesis are efforts in this direction.

6.3 Future Work

The work presented herein was only the first step towards demystifying the be-

havior of asymmetries within a TC vortex. A lot of work remains to be done.
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• First, a more physical understanding of the processes that determine the phase

locking or unlocking of the various fields is necessary. At this stage it is unclear

if there is a fundamental mechanism that dictates the azimuthal phasing, or if

the azimuthal phasing of each of the individual fields are independent and the

juxtaposition is mere happenstance.

• In this thesis, the case-studies chosen represent the extremes viz. rapid weak-

ening in a sheared environment and rapid intensification in a low sheared envi-

ronment. It remains to be tested whether the asymmetric rapid intensification

may be diagnosed by the favorable juxtaposition of warm and moist θe, in-

flow, and updrafts in the upshear quadrants. Further, the diagnostic metrics

presented here must be tested for vortices in moderately sheared environments

and for moderate intensity changes (≤ 15 knots) where the uncertainty is the

highest [112].

• The analysis presented here may be extend to understand environment-vortex or

vortex-vortex interactions. For example, one might ask what scales in space and

time best describe the anomalies in the TC environment and what scales and

energy pathways are required to maintain such a set-up. Once we have a mature

understanding of what the dominant scales are in the TC-environment and

within the TC-vortex, we can investigate as to how these scales communicate

with one another.

• Furthermore, we can use the techniques described here to diagnose how well

the energy exchanges are being handled by the TC forecast models. Once we

have a base state of understanding of what to expect in an RI or RW scenario,

we can evaluate the performance of the model in representing the processes

that lead to such critical transitions. Such information can potentially aid in

the improvement of the components in the model that directly influence the

aggregation and disruption of the organization in convection. The dynamics,

representation of grid-scale and subgrid-scale cumulus convection and model
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diffusion are the elements in a forecast model that need to be studied in this

context.

• Further testing with the empirical models across basins other than the Bay of

Bengal, with a combination of satellite and model outputs, and for a larger

sample of TCs is warranted to make statistically significant conclusions about

the behavior of asymmetries.

• A sensible follow-up to the stochastic model presented here will be towards a

more analytical approach. This will especially be useful for cases where we do

not have the energetics computed a priori for each scale at every time. Using an

empirical approach, it might be possible to know the nature of the probability

functions for each of the terms and derive an analytical solution.

6.4 Applicability to complex systems outside tropical cyclones

Tropical Cyclones are examples of highly-interconnected, heterogeneous, complex,

dynamical systems. There are several other complex systems we encounter in our daily

lives - e.g., the human brain, ecosystems, financial markets, and socio-technological

systems. A study of these systems - their response, failure, and resilience to external

and stochastic shocks in a unified sense, has been the topic of complex systems lit-

erature [148–150]. The focus of such studies has been on anticipating and adapting

to regime shifts in the state of these systems even when our understanding of the

details of the system behavior is limited [151–153]. Our study of the behavior of

the TC vortex in response to external and intrinsic forces is very analogous to the

above-mentioned studies.

For highly stochastic systems with alternative stable states (or attractor basins

analogous to rapid intensification and weakening in this thesis), Scheffer et al. (2012)

[152] provide a review of the various early-warning indicators or generic markers of

transitions between the stable states in different complex systems. Under scenarios

where deterministic solutions are not possible, the best path forward may be to de-
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velop such early warning indicators and resilience maps that indicate the regions that

are more susceptible and regions that are resilient to such external stressors. In spirit,

this is precisely what my thesis attempts to achieve.
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