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2.5 Coupled magnet triplet: (a) SEM image (left half) and MFM phase
contrast plot (right half) showing magnets to be in ‘in’ or ‘out’ state. (b)
Histogram obtained from MFM phase, showing reduced frustration (p3-
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Histogram obtained from Ising Hamiltonian energy levels. Despite three
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net magnetic moment reduction. (a) SEM of the array of CoFeB circular
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3.3 (a) PMA stack with varying CoFeB thickness. (b) Anomalous Hall resis-
tance as a function of magnetic field along the hard axis. For a PMA mag-
netic stack, the field is applied in the in-plane direction and the measured
data are fitted with a parabolic curve to extract the effective anisotropy
field (HK). For an IMA magnetic stack, the field in applied perpendicular
to the plane and the resultant plot is fitted with a linear fit to extract HK
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3.6 Speed of random number generation can be changed by changing the ther-
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3.9 Hard axis initialization (concept): When the spin current density is
large enough, the magnetization of a perpendicular magnet gets pinned in
the direction of the spin polarization, i.e. the magnets hard axis. Once
the spin current is removed, the magnetization can become either “up” or
“down” with equal probability [4] due to the symmetric energy landscape
for these two states. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.10 Hard axis initialization (experiment): Tunable random number gen-
erator from hard-axis initialization of a PMA magnet. (a) AFM of the
fabricated device with marked current, voltage, and external magnetic
field directions. The AHE resistance is calculated by taking the ratio of
the voltage developed and the charge current supplied. (b) RAHE as a
function of external B field. The hysteretic behavior is indicative of a
good, stable PMA magnetic behavior. (c) Cartoon depicting the physical
picture of hard-axis initialization. (d) Sigmoid obtained by putting the
PMA magnet in hard axis by GHSE torque and then letting it relax back
to either “up” or “down” position in the presence of a small external field
along the z-axis. Each point in this curve is obtained by taking the average
of 51 GSHE pulsing events. Three indicative points are shown in the three
panels to the right-hand side of the graph. . . . . . . . . . . . . . . . . . . 41

3.11 Hard axis initialization (theory): Stochastic LLG simulations of a
hard-axis initialized PMA magnet. At each point, at least N = 200 samples
are recorded, and an average magnetization is obtained as in the experiment.43

4.1 (a) Schematic of the probabilistic device and illustration of the hard axis
initialization by spin orbit torque. (b) Stochastic LLG simulation of 500
ensembles, showing tunable random behavior of the device. The two top
panels show representative cases where the magnetization relaxes to the
“UP” and “DN” direction after being released from the hard axis. (c)
Experimental measurements on the device showing stochastic behavior
with tunability using a charge current through an isolated Oersted ring.
The bottom panels show the stochastic outputs, whose averages show the
sigmoidal behavior as a function of the input current. . . . . . . . . . . . . 47

4.2 Hardware design of a two-node network. (a) The given conditional proba-
bility table (CPT) representing the causal dependency of two probabilistic
variables, i.e., the quality of packaging and state of cheese (b) PSL model
of the two node BN with the CPT parameters translated to PSL param-
eters (c) Circuit schematic of two connected devices to implement two
coupled Bayesian nodes. Inset on the top left shows the timing diagram
of various operations performed on device 1 and 2. . . . . . . . . . . . . . 51
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4.3 Testing of the two node BN circuit. (a) Five different combinations of the
CPT parameters that are experimentally implemented in hardware. (b)
Representative sections of the measured data for positive, negative and
no connection between device 1 and device 2 as shown in fig. 4.2(c). (c)
Obtained output probabilities of cheese being stale for the five different
given CPTs. The experimentally obtained probability values are in good
agreement with theory and stochastic LLG simulations. (d) Inference
about probability of the packaging being bad quality given that a stale
cheese is found is plotted for the different CPTs, showing good match
between direct experimental observation, Bayes theorem and stochastic
LLG simulations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5.1 (a) Schematic of the measurement configuration with the fabricated de-
vice. The magnetic island has a diameter of 100 nm. Cartoon representing
the energy diagram of the perpendicular magnetization is shown in the top
right inset. The two states, i.e, “UP” and “DN” are separated by a small
energy barrier EB, so that thermal energy is sufficient to randomly fluc-
tuate the magnetization between the two states. (b) Measured anomalous
hall resistance for a fixed small read current (IC) and no DC current (IDC).
The random telegraphic signals arise from the random fluctuations of the
perpendicular magnetization between UP and DN states. (c) Histogram
of the dwell time in UP and DN states. Both histograms are well fitted
by an exponential envelope, showing that the magnetization flipping can
be represented by a random Poisson process. The average dwell time (τUP
and τDN) are calculated from the exponential fit. (d) Measurement with
a DC charge current through the GSHE underlayer to obtain tunability.
A sigmoidal curve is obtained for the average RAHE vs. IDC , showing
tunability for a PMA LBNM without any external magnetic field. Each
point on this curve is obtained by averaging the random telegraphic out-
put, representative data sets shown in the three panels on the right. (e)
The dwell times in UP and DN state changes as a function of IDC , which
leads to the sigmoidal curve for average magnetization state. . . . . . . . . 62
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5.2 (a) Possible explanation of the obtained tunability. A lithographic mis-
alignment could lead to the magnet island being situated towards one edge
of the Ta electrode, where the perpendicular component of the Oersted
field due to the charge current could lead to the observed tunability. (b)
Device output as a function of external magnetic field in the Z-direction,
in the presence of DC current through the GSHE underlayer. Offset field
(Boffset) due to IDC is obtained from the horizontal shift in the output
curves. The plot on the right shows Boffset vs. IDC , which clearly dis-
plays a saturating behavior. Also, the slope in the linear region is more
than two orders of magnitude larger than that expected from the Oer-
sted field shown in grey (zoomed in figure in inset). (c) Another possible
explanation of the obtained tunability. A tilted anisotropy in the nano-
magnet leads to a non-zero mx component of the magnetization that can
be tuned by the spin current through the GHSE underlayer. Due to the
tilted anisotropy field, tuning mx by the in plane spin currents leads to
tuning mz. (d) Measured anomalous Hall signal as a function of magnetic
field in X, Y and Z direction. From the X-Z plot, we can deduce the tilt
angle θ from the ratio of saturation signal. From the X-Y plot, we notice
that it is easier to saturate the magnetization in plane in the X direction
compared to the Y direction, suggesting that the tilt of magnetization lies
in the X-Z plane. (e) sLLG simulations of the above device with an ap-
plied DC charge current for various magnetization tilt angles. The charge
current flows in the Y direction in the GSHE underlayer, producing spins
with polarization along X direction that are responsible for the observed
tunability. (f) The experimental scenario of (b) is numerically simulated
to extract the Boffset vs. IDC , which shows the qualitative features of
experimentally obtained curve: (i) saturation of the Boffset for large IDC
(ii) large slope of Boffset vs. IDC compared to that expected from Oer-
sted field. The quantitative value of slope and saturation field is different
because of the different magnet dimensions compared to the experiment. . 67
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5.3 (a) The circuit to implement directed connection between two p-bits. (b)
Normalized auto correlation of the outputs of the driver (bottom) and
the follower (top) for different connection configurations. Follower p-bit
is much slower than driver for no connection case, but starts to respond
faster when positive or negative connection is established between the
two p-bits. (c) Time traces of the two p-bits. With positive connection
established between them, positive correlation starts appearing, which is
also seen from by plotting the histograms of the four possible states in
(d). The parallel configurations (UU) are more frequent. This is closely
matched by PPSL simulations. (e) The “relatedness” between the driver
and follower signals is quantified by the cross correlation, which shows a
positive peak. The correlation coefficient given by the height of the peak
and the time scale of the correlation, given by the FWHM of the peak
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ABSTRACT

Debashis, Punyashloka PhD, Purdue University, May 2020. Spintronic Devices as
P-bits for Probabilistic Computing. Major Professor: Zhihong Chen.

Several beyond-CMOS computing technologies have emerged in the recent years

to tackle the modern computing tasks that become intractable for Boolean logic based

computation, performed on a von Neumann computer. The underlying philosophy

in developing such technologies is to harness the natural physics of the computing

elements to perform certain specialized computing tasks. One such beyond-CMOS

computing paradigm- probabilistic computing is based on a “p-bit” that randomly

fluctuates between 0 and 1, a behavior that is naturally mimicked by thermally un-

stable nanomagnets. A coupled network of such nanomagnets traverses through its

collective states and is naturally guided towards the pre-designed low energy states.

This property has been shown to be useful in providing hardware acceleration to

a wide variety of problems in optimization, invertible logic, inference and machine

learning. In order to develop practical circuits with p-bits, an efficient way to imple-

ment them in hardware by leveraging spintronics technology is required and forms

the subject of this thesis. First, the experiments demonstrating the convergence of a

weakly coupled nanomagnet network’s configuration towards the ground state of the

associated Hamiltonian is shown. Next, it is demonstrated that by varying the in-

terconnection strength and bias parameters in a two p-bit electrical circuit, Bayesian

network building blocks can be implemented in hardware. Following this, a unique

p-bit design based on the interaction of spin orbit torque on weak perpendicular

anisotropy nanomagnets is presented and its interesting properties such as stochas-

tic resonance, electrically tunable fluctuation rate and correlated fluctuations of two

such devices are discussed. As related work, a prototype spin logic device is demon-



xxiii

strated using a composite stack of stable nanomagnets having perpendicular and in

plane anisotropies. Finally, the development of a hybrid material stack with greatly

improved giant spin Hall efficiency by incorporating WSe2 for energy efficient spin

orbit torque switching of nanomagnets is presented.



1

1. INTRODUCTION

The predominant way to perform computation and information processing in the last

few decades has been through digital CMOS hardware, designed according to the

von Neumann architecture [1]. This way of computation through a “general purpose

processor” has been propelled by the exponential growth of the number of CMOS

transistors per unit cost, as predicted by Gordon Moore in 1965 [2]. This computing

scheme has proven to be very powerful for a wide range of tasks that are based on

deterministic rules such as Boolean logic.

In recent years, driven by the availability of vast amounts of data, tasks such as

learning [3, 4], inference [5, 6], optimization [7], etc. have become important for real

world applications. For these kinds of tasks, the general purpose processor becomes

inefficient due to the von-Neumann bottleneck [8] and the fundamental uncertainty

and noise in unstructured real world data. This has led to an increasing demand

for alternative computing schemes. In this regard, bio-inspired computing archi-

tectures have been studied and implemented using vastly modified CMOS circuits.

For example, IBM’s TrueNorth chip [9] implements a spiking neural network using

a CMOS hardware platform with a non-Von Neumann architectural design. Other

prominent examples are Google’s tensor processing unit (TPU) [10] that accelerates

matrix multiplication for machine learning tasks, Intel’s Loihi chip [11] representing a

self learning neuromorphic system, Hitachi’s spin Ising chip [12] that solves optimiza-

tion problems by mimicking a network of spins. These implementations have shown

large improvements in power consumption and execution time compared to general

purpose processors in solving their specialized tasks.

This has further motivated research to look for new hardware technologies that

are naturally suited towards these specific applications by virtue of their novel phys-



2

ical properties. The vision is to develop novel computing hardware components to

complement the functionality of CMOS devices in these specialized applications.

1.1 Using physics to do computation

In contrast to the idea of a general purpose processor that solves problems by

executing a set of commands listed in an algorithm, a specialized computing core that

uses the physical properties of its elements in order to naturally perform computation

has gained significant attention in the recent years. Fig. 1.1 illustrates this idea in

the context of optimization problems. The idea that in order to simulate physical

world systems, the building blocks of computers should naturally embibe the laws

governing the physical world was discussed by Feynman in 1982 in his seminal paper

titled “Simulating physics with computers” [13]. This paper is often credited as one

of the initial ideas that helped launch the field of quantum computing [14]- a field

of vast current interest but is not the subject of this thesis work. However, in the

same discussion, Feynman envisions “imitating” probabilities in the real world with

a computer, “which itself is probabilistic”. In such a computer, the probabilities of

interest could be obtained by observing the corresponding node, without having to

compute them from deterministic rules of statistics which could be intractable to

implement on a general purpose computer.

Many computing paradigms related to the above philosophy have emerged over the

last decade. For example, superconducting [15] and optical systems [16,17] have been

used to implement Ising computing, where many computationally difficult problems

are mapped to find the ground state of a network of interacting spins. The complex

phase dynamics of oscillators have been utilized to implement associative memory

properties [18–20].
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Fig. 1.1. (a) A conventional computer implements an iterative algo-
rithm to compute the solution of the given optimization problem. (b)
Certain optimization problems can be mapped directly to a physi-
cal system, where the solution is encoded in the the system ground
state. The system then naturally converges to the ground state and
the solution is obtained by observing its configuration.

1.2 Spintronics technology for specialized hardware

The field of spintronics promises to provide such specialized hardware, owing to an

array of novel physical phenomena, compatibility with the standard CMOS process,

and its proven success in the technology industry in the field of memory and data

storage applications. Spintronics based devices have been well adopted by industry

for memory applications after the invention of the magnetic tunnel junction (MTJ) in

the 1990’s [21,22]. Magnetoresistive random access memories (MRAMs) have grown

to become one of the leading candidates for the next generation of memory technolo-

gies, owing to the theoretical prediction [23,24] and experimental demonstration [25]

of spin transfer torque (STT) as a scalable writing mechanism [26]. Discovery of

material stacks exhibiting perpendicular magnetic anisotropy (PMA) [27] greatly en-
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hanced the scalability of these devices. More recently, spin orbit torque (SOT) has

been demonstrated as another writing mechanism, with the benefit of being more en-

ergy efficient and scalable compared to STT. More importantly, SOT mechanism [28]

allows the separation of read and write paths, resulting in a three terminal structure

that is beneficial in terms of endurance in MRAM application, and motivates a path

towards realizing a logic device.

This work benefits greatly from the above mentioned inventions such as PMA

materials and the mechanism of SOT. The main contribution of this work is in the

application of these established and emerging physical phenomena in the field of

spintronics to realize hardware units called “p-bits”, short for probabilistic bits, which

are suitable for a new computing paradigm called probabilistic computing.

1.3 Probabilistic spin logic with p-bits

Conventional computing is based on binary representation of information in terms

of “0” and “1”, called “bits”. These bits of information are processed and stored by

stable deterministic devices like the metal oxide semiconductor field effect transistors

(MOSFETs) or MTJs with stable magnets having energetic barriers of the order of

40-60 times the thermal energy at room temperature. Probabilistic spin logic (PSL)

is a new paradigm of computing [29, 30] that relies on probabilistic bits (p-bits for

short) that fluctuate randomly between 0 and 1, with probabilities that can be tuned

by an input. Fig. 1.2 shows the concept of the p-bit using a thermally unstable

nanomagnet.

The ideal p-bit behavior is described by the following two equations:

mi = sgn {tanh(Ii)− r} (1.1)

Ii =
∑
j

Jijmj + hi (1.2)
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Fig. 1.2. (a) A generic representation for a p-bit is shown with READ
and WRITE units represented by mR and mW . (b) The time aver-
aged value of magnetization as a function of the input (current or
voltage) shows a sigmoidal curve.(d) Telegraphic behavior for vari-
ous inputs with histograms below them showing fraction of times the
magnetization was in the “+1” state and “-1” state.

where the first equation represents the state of the ith p-bit (given by mi) as

a function of its input (Ii). ‘r’ is a random number with a uniform distribution

between -1 and 1, that captures the stochastic aspect of the output. The second

equation provides the expression for the input Ii in terms of the connection strengths

(Jij) of other p-bits in the network to the ith p-bit and the local bias hi. This is

analogous to the concept of a Binary stochastic neuron (BSN) used in the field of

stochastic neural networks [31].



6

1.3.1 Application domains of probabilistic spin logic

p-bits have recently been shown as natural hardware accelerators for unconven-

tional computing tasks that can be broadly divided into two categories: (i) Neuro-

morphic inspired and (ii) Quantum inspired.

The neuromorphic inspired domains of application include the compact hardware

implementation of Boltzmann machines (BMs) and their variation- restricted BMs

as “inference networks”. Through numerical simulations, p-bits have been shown

to provide hardware acceleration to restricted BMs in digit recognition task [32].

Recently, Kaiser et al. [33] showed hardware acceleration of specific machine learning

algorithms using p-bits. Another application is the hardware acceleration of directed

graphs called Bayesian networks [34]. In ref [35] Faria et al. have shown through

numerical simulations that the conditional probability tables that form the building

blocks of Bayesian networks can be efficiently mapped to the connection weights

and biases between p-bits. Such circuits can then provide hardware acceleration

to the stochastic algorithms like Gibbs sampling [36], utilized to perform Bayesian

inference [37]. Chapter 4 in this thesis presents an experimental implementation of

the Bayesian network building block using hardware p-bits.

One example of quantum inspired application is the implementation of an Ising

network for solving optimization problems like the travelling salesman problem as

described by Sutton et al. [38]. Chapter 2 presents an experimental demonstration

of a small Ising network using dipolar coupled nanomagnets. It is shown that mag-

netization of the system goes to the minimum energy configuration, which encodes

the solution to the problem mapped to the Ising network. Another example of quan-

tum inspired application is the implementation of “invertible logic” using p-bits [30].

These circuits are analogous to digital CMOS logic gates. However, the interesting

advantage in these circuits is that they can be operated in the backward direction:

the outputs can be clamped externally and the circuit provides all the possible inputs

that are consistent with the clamped output. A 4-bit multiplier, having the feature
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of invertibility to function as a factorizer was demonstrated using p-bits by Camsari

et al. [30]. In both the types of networks described above, the solution is obtained by

guiding the network of p-bits to go to their ground state configuration through the

process of “classical annealing”. In ref [39], using the example of a transverse Ising

Hamiltonian [40], it is argued that the hardware acceleration of “simulated quantum

annealing” [41] can be achieved for sign free Hamiltonians [42,43] by using replicated

arrays of p-bits.

1.3.2 Hardware implementation of p-bits

Natural stochasticity in low barrier nanomagnets

Low barrier nanomagnets (LBNM) are one of the natural candidates for imple-

menting p-bits, and is the technology studied in this thesis for implementation of

p-bits.

The magnetization of a uniaxial anisotropy nanomagnet has two stable directions

along its anisotropy axis: “UP” and “DN” for nomenclature. The two states are

separated by an energy barrier, EB, which stabilizes the magnetization in one of the

states. The magnetization stays in that state with an average retention time given

by:

τ = τ0exp

(
EB
kBT

)
(1.3)

Where τ0 is called the attempt time and is a material dependent parameter of the

nanomagnet, ranging in value from 10 ps-1 ns [44].

Traditionally, nanomagnets are engineered to have a large EB in order to increase

their retention times. The magnetic hard drive industry uses nanomagnets with

energy barrier 40-60 times the average thermal energy (kBT ). This ensures a retention

time in several years, leading to the nonvolatile memory unit used in magnetic hard

drives and now in the magnetoresistive random access memory.

In contrast to the approach used for memory applications, to achieve the stochastic

element essential for the p-bit, nanomagnets are engineered to have low EB. As seen
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from eq. 1.3, for EB → kBT , the retention times can be made as small as nanoseconds

and the magnetization can show spontaneous fluctuations at GHz speeds. Eq. 1.3 is

actually an approximation in the large EB/kBT regime, and should be substituted

by more accurate expressions provided in ref. [45, 46]. However, the possibility of

GHz fluctuations by reducing EB/kBT is well supported by this analysis as well.

These fluctuations arise from the ambient thermal noise and hence are expected to

be “truly random”, as opposed to the pseudo random numbers generated from CMOS

platforms, like linear feedback shift register (LFSR), that rely on a seed. Experimental

design of low barrier nanomagnets out of industrially relevant magnetic stacks com-

posed of CoFeB and Permalloy magnets, along with evaluation of their randomness

quality is discussed in Chapter 3.

Three terminal device implementation of p-bit

The LBNM fluctuations form the basis of the stochasticity in p-bits. However,

these fluctuations need to be converted to electrical signals (voltages or currents) in

a three terminal device, to be useful in building circuits. Moreover, the fluctuations

need to be tunable as described in Fig. 1.2. Fig. 1.3 shows two 3-terminal device

implementations of p-bits with different “write units” to get the tunability and “read

units” to convert the fluctuations into usable electrical signal. These implementations,

named here as p-bit design A and design B are presented in detail in references [30]

and [47] respectively.

Fig.1.3 (a) shows the schematic of p-bit design A, where the magnetic fluctuations

are converted into a resistance fluctuation by using an MTJ whose free layer is an

LBNM. As the LBNM fluctuates between a parallel and an anti-parallel orientation

with respect to the fixed layer, the resistance across the MTJ shows fluctuations

between a larger RAP and a smaller RP value due to the tunneling magnetoresistance

(TMR) effect [21, 22]. This resistance fluctuation is converted into a fluctuating

voltage (VOUT ) by using a normal resistor R0 in series with the MTJ and using a
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Fig. 1.3. Three terminal device implementations of the p-bit.

resistive divider scheme, which forms the read unit of the device. For tuning the

average of the magnetization fluctuations, a giant spin Hall effect (GSHE) underlayer

is introduced. An input charge current (Iin) to the GSHE layer produces a spin

current that biases the LBNM free layer magnetization to be parallel with the spin

polarization direction. By changing the magnitude and sign of Iin, the probability of

the magnetization state being parallel or antiparallel to the spin polarization state can

be tuned, hence forming the write unit. It should be noted that in plane anisotropy

magnets are suitable as the free layer LBNM for this scheme as the generated spin

currents that are responsible for the tunability are polarized in a direction that lie

along the plane of the film. If perpendicular anisotropy magnets are used, achieving

complete tunability of its magnetization state is non trivial but possible, as is shown

in Chapter 3.

Fig.1.3 (b) shows the schematic of another, fundamentally different, three terminal

device implementation of the p-bit, with a voltage controlled input. In this device, the

read unit is still the resistive divider formed by the fluctuating MTJ resistance and

the output resistance of the NMOS transistor. However, the tunability is achieved by

tuning the output resistance of the transistor through its gate voltage, which forms



10

the input (VIN) of the p-bit. For small VIN , the transistor is OFF and hence the

output voltage is pulled to +V . For large VIN , the transistor is ON and its Rout is

designed to be much smaller than RP of the MTJ, which ensures that the VOUT is

pulled to –V . For intermediate VIN values, the average resistance of the MTJ and

the Rout of the transistor are matched and the MTJ fluctuations are converted to

the fluctuations in VOUT . Note that the tunability achieved in this device is through

tuning the transistor output resistance, while the MTJ resistance always fluctuates

between the RP and RAP states with 50% probability for each. This is in contrast

to the previous device, where the tunability was achieved through the impact of spin

orbit torque on the direction of the magnetization.

Both the above implementations have features that can be attractive depending

upon the circuit implementation. The p-bit design B has voltages as its terminal

quantities (VIN and VOUT ) and hence could be more power efficient by avoiding the

I2R ohmic loss associated with current controlled devices. The GSHE controlled p-bit

design A has a low impedance input terminal and uses currents as its inputs. Hence,

it has a natural way to implement the weighted sum of outputs coming from other

p-bits, which is a desirable feature for many neuromorphic architectures.

In addition to the above two considerations, there is a more subtle difference be-

tween the two p-bit implementations. In both p-bit design A and design B, the rate

at which the output generates random numbers with the statistic controlled by the

input current is determined by the fluctuation time scale, τmag, of the LBNM in the

free layer of the MTJ. However, the time it takes for the output to go to either +V or

−V , depending on the input(called the step response time, τstep), is controlled by the

NMOS transistor delay in design B and is proportional to τmag in design A. The fact

that state of the art transistors are much faster than the magnetization fluctuation

rate in typical nanomagnets, we have τstep �τmag. This point is described through

numerical simulations in [45] and is an important consideration while designing net-

works of p-bits.
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In both the device designs, there are two engineering challenges that need to be

overcome for proper operation as a p-bit:

• Read disturb: the finite read current passing through the MTJ could poten-

tially bias the generated random numbers at the output of the device due to

spin transfer torque (STT) effect. This read disturb issue depends on the rela-

tive magnitude of the read current compared to the current (Ipin) required for

complete pinning of the free layer LBNM. So, the important parameter here is

Iread/Ipin.

• Dipolar stray field: the fixed layer of the MTJ produces a magnetic dipolar

field on the free layer LBNM, thus biasing its orientation. The impact of this

unwanted field is dependent on its relative magnitude in comparison with the

pinning field of the LBNM. Hence, the important parameter here is Bstray/Bpin.

In this thesis, p-bit design A is the subject of experimental implementations.

Chapters 3, 4 and 5 present different variations of this device. The write unit is

implemented using the giant spin Hall effect of tantalum. The MTJ read unit is

replaced by an experimentally simpler scheme of utilizing the anomalous Hall effect

(AHE) to read out the state of a perpendicular nanomagnet, which also avoids the

STT read disturb and the stray field issues. However, some of the experimental results

obtained in Chapter 3 regarding single LBMN properties provide potential solutions

to the two challenges listed above. Due to the weaker output voltage generated using

AHE compared to that obtained from the MTJ, we utilize CMOS elements to amplify

the output in order to concatenate it to other p-bits. It is to be understood that with

the replacement of the AHE with MTJ based read mechanism, the CMOS amplifiers

can be replaced by a single CMOS inverter [30,47].

1.4 Thesis overview

Chapter 2 tests the suitability of thermally unstable nanomagnets “engineered in

the laboratory” for converging to the theoretical minimum energy configuration of an
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associated Ising Hamiltonian. The connectivity between the magnets was controlled

by lithographically designing their separation. Although a small scale demonstration,

the important conclusion from this study is that the nanomagnet network was able to

converge the true ground state even in the presence of another energetically close local

minimum. This motivates the experimental study of nanomagnet design for suitable

p-bits that can be electrically controlled and interconnected instead of relying on fixed

dipolar interaction.

Chapter 3 then explores the plethora of options available in nanomagnetism

to design thermally unstable nanomagnets. Firstly, in plane anisotropy systems are

studied, where stochasticity was achieved by two routes: (i) reducing the total mag-

netic moment and (ii) reducing the shape anisotropy. It was found that reducing the

nanomagnet energy barrier by reducing shape anisotropy is advantageous in terms

of reducing the “pinning field”, i.e., making the output response easily tunable when

external agent responsible for the tuning is an effective magnetic field. Secondly,

perpendicular magnetic anisotropy systems are investigated. The CoFeB/MgO based

perpendicular anisotropy systems provide a convenient method to tune the anisotropy

by changing the magnetic layer thickness, due to the presence of the competition be-

tween a thickness dependent “interface anisotropy” and the standard demagnetization

field. This property is exploited to design thermally unstable nanomagnets. An easy

electrical read method, enabled by anomalous Hall effect, allowed the collection and

study of large data sets for the quantification of the quality of random bits gener-

ated. Finally, the symmetry in response of perpendicular magnetization to in plane

polarized spin current is utilized to generate random numbers by initializing ther-

mally stable nanomagnets along their hard axes. Different from the spontaneously

fluctuating unstable nanomagnets, this method produces random bits at a frequency

dictated by that of the pulse train provided for hard axis initialization. This allows

for a clocked circuit operation, as is presented in the next chapter.

Chapter 4 utilizes the hard axis initialization technique, and adds a simple ”Oer-

sted ring” to make p-bits that can be read from and written into electrically. Using
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two such devices, Bayesian network building blocks are implemented. It is shown

that the conditional dependency between two nodes of a Bayesian network can be

represented by the electrical connection weights and biases between the two such p-

bits. A case study with five different conditional probability tables, with wide ranging

parameters are shown to be mimicked by the two p-bit network.

Chapter 5 studies the behavior of electrically coupled p-bits made out of ther-

mally unstable perpendicular nanomagnets. First, a novel method to fully tune the

state of the perpendicular magnetization using in plane polarized spin currents from

spin orbit torque is demonstrated. A slight tilt in the anisotropy of the nanomagnet is

hypothesized to be the reason for the observed tunability, with experiments and nu-

merical simulations testifying the hypothesis. Taking advantage of this phenomenon,

an electrically addressable p-bit with spontaneously fluctuating output is designed by

the use of CMOS peripheral elements to amplify the signal. The two such devices

are connected in a unidirectional way to study the temporal relation between their

fluctuating outputs. There were two important findings from this study: (i) finite

correlations between the two p-bit outputs were established with a weak coupling

current that is an order of magnitude smaller than that required for deterministic

switching at zero temperature. (ii) the correlation was established despite a large

difference (more than two orders of magnitude) in the natural time scales of the two

devices.

Chapter 6 studies some other interesting properties of the p-bits described in

chapter 5. It is shown that the random fluctuations at the output of the p-bit can be

made to synchronize in phase to sub-threshold sinusoidal current excitations, when

the frequency of the sinusoid matches the average fluctuation frequency of the nano-

magnet. This is the signature of a phenomenon known as stochastic resonance ob-

served in many physical systems, but is demonstrated using spin orbit torque on a

perpendicular nanomagnet for the first time. Further, by introducing an electrical

feedback of the device output to its input, the synchronization frequency is shown to

be tunable.
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Chapter 7 and 8 are on two projects undertaken during the course of this PhD

work, which are not directly related to probabilistic computing or the study of p-

bits, but are experiments that take advantage of the physical phenomena in the field

of spintronics to engineer a prototype logic device (chapter 7) and to improve the

performance of an existing memory device (chapter 8).

Chapter 7 presents the design and experimental demonstration of a prototype

logic device, based on the idea of deterministic charge spin logic [48]. A composite

stack composed of an in plane anisotropy and a perpendicular anisotropy magnet is

designed. The information stored in the state of the in-plane magnet (the write unit)

is transferred to the perpendicular magnet (the read unit) through a weak symmetry

breaking dipolar field (the coupling mechanism). Field free, fully electrical operation

of the device is demonstrated. The main conclusion from this study was that the use

of a symmetry breaking field to transfer information from the write to the read unit

alleviates the strict requirement of a strong dipolar coupling, which is an integral part

of the charge spin logic device.

Chapter 8 focuses on the improvement of charge to spin conversion efficiency

of tantalum, an industrially relevant material for magnetoresistive random access

memory applications. It is shown that the insertion of a monolayer of WSe2 under

the tantalum layer improves the spin Hall angle by more than 25 times in ultra

thin tantalum. Harmonic Hall measurements performed in this study suggest that

the suppression of spin back diffusion from the tantalum back interface is a possible

reason for the observed improvement.

Chapter 9 summarizes the contributions of this thesis and discusses the path

moving forward.
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2. NANOMAGNET NETWORKS AS HARDWARE FOR

ISING COMPUTING

Most of the materials in this chapter have been extracted verbatim from the paper:

Debashis, Punyashloka, et al. “Experimental demonstration of nanomagnet networks

as hardware for ising computing.” Electron Devices Meeting (IEDM), 2016 IEEE

International. IEEE, 2016.

The work presented in this chapter tests the suitability of using stochastic nano-

magnet networks for Ising computing. The idea here is to map a given problem

to a physical system [49] and then “anneal” the system towards its ground state,

which becomes the optimum solution. Yamaoka et al. demonstrated an all CMOS

implementation based on a similar idea [12], which comes at a high cost in terms of

hardware resource and memory for implementation of a single spin and its nearest

neighbor coupling. By performing statistical experiments, matched by theory and ex-

tensive simulations, we demonstrate for the first time that using geometrical designs to

control dipolar-coupling strengths, a nanomagnet network can be related to an Ising

Hamiltonian and that the most probable configuration of the system corresponds to

the ground state of that Hamiltonian.

2.1 Realizing a stochastic building block

In this study we first adopted hard elliptical magnets employing the randomization

method used by Morgan et al. [50] as means to study network statistics. Elliptical

nanomagnets with shape anisotropy have two well defined low energy states, sepa-

rated by a barrier that is directly proportional to the volume of the magnet. During

the growth of these nanomagnet islands, below a certain thickness, the energy barrier

between the two states for individual magnets are small enough to be overcome by
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Fig. 2.1. Stochastic elliptical nanomagnets: (a) SEM image (left
half) and MFM phase contrast plot (right half) of an array of isolated
elliptical magnets. The individual magnet islands get randomized dur-
ing growth due to thermal fluctuation. (b) Histogram obtained from
MFM phase plot showing almost 50%-50% distribution of magnets
point up or down at zero bias.

thermal fluctuations. Hence an array of such nanomagnets behaves as a superparam-

agnetic ensemble whose dynamics slows down as the thickness increases and eventually

gets frozen once the thickness crosses a threshold during the growth. This process is

equivalent to “annealing”, which is another required feature of a probabilistic network

in order to smoothly transition into its ground state without getting stuck at a local

minimum. We observed that the lateral size of the magnets as well as the growth

substrate strongly influence the randomness of the frozen super-paramagnetic array.

By properly designing both these parameters, we show that the array produces a

nearly 50- 50% binary probability distribution that is essential for the building blocks

of any Ising model (fig. 2.1).

2.2 Probabilistic Ising network implementation

In the following two experiments, we demonstrate how weak dipolar coupling can

be used to manipulate the probability distribution of nanomagnet networks (fig. 2.2).

By comparing experimental results with the solution of the associated Ising Hamil-
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Fig. 2.2. Nanomagnet configuration studied: (a) for controlling
coupling strength in nanomagnet pairs and (b) for controlling frustra-
tion in a nanomagnet triplet.

tonian, we show that the nanomagnet network is a physical implementation of that

Ising network and produces the ground state solution with high probability. The re-

sults are also well matched to stochastic Landau-Lifshitz Gilbert (LLG) simulations,

suggesting that the dynamics is essential to achieve the ground state, as explained

later.

2.2.1 Controlling coupling between a nanomagnet pair

First, we demonstrate that for two longitudinally placed nanomagnets at separa-

tions larger than that required for deterministic switching, the probability distribution

can be affected by weak dipolar coupling. At any stage of the experiment the sepa-

ration between magnets is kept large enough to ensure that the dipolar coupling field

between magnets is around five times lower than their coercive fields as shown in

fig. 2.3 (a), (b). For well-separated pairs, all four magnetic configurations are nearly
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degenerate and hence are equi-probable. However, when we reduce the separation,

dipolar interaction lifts this degeneracy and the parallel cases become energetically

more favorable, directing the probability distribution. This can be seen by the de-

crease in probabilities of the anti-parallel cases (p2 and p3) and increase in that for

the parallel cases (p1 and p4), as shown in fig. 2.4. Both the Ising Hamiltonian so-

lution and stochastic LLG simulations give well matched results. Since the coupling

field is much weaker than the coercive field of the magnets, the stochastic behavior of

the nanomagnet pairs during growth is essential to obtain a probability distribution

of this type.

2.2.2 Controlling frustration in a nanomagnet triplet

To study a nontrivial system, asymmetric nanomagnet triplets were designed, i.e.,

the separations between all three magnets are different. This is a nontrivial case

of reduced frustration in which the probabilities change depending on the coupling

strengths. Through magnetic force microscopy (MFM) analysis, the probabilities

were found to weekly obey the Ising rule, i.e., all in and all out configurations were

the least favorable. While the other six configurations should be equally probable

for the case of a perfectly symmetric triplet, by slightly altering the arrangement

of the three magnets, we introduced an asymmetric interaction. The closest pair

should influence the probability distribution most. Indeed, that is observed in our

MFM results (fig. 2.5). p3 and p4 correspond to cases in which the closest pair

is facing the same direction with respect to the center. Hence, these cases are the

least probable. p5 and p6 correspond to similar cases for the next closest pair and

are hence the next least probable ones. p7 and p8 correspond to the farthest pair

and hence have the highest probabilities. The solution for the Ising Hamiltonian

of this system matches well with the experiment, which suggests that the system

is able to reach its ground state efficiently. During the super-paramagnetic phase,

the system explores every possible configuration before settling into the energetically
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Fig. 2.3. Ensuring weak coupling: In order to design the spacing
between nanomagnets to introduce week coupling, a knowledge of the
coercive field of individual magnets is important. We fabricated a
large array (1 million elements) of non-interacting nanomagnets, each
of size 120nm x 240nm on Si3N4 substrate. (a) VSM characterization,
done on the array, is reflective of individual magnet property. The
coercive field of individual magnets was obtained to be 150 Oe. (b)
simulated graph of the field exerted on such a nanomagnet due to
another at a separation of ‘d’ from it. We designed our networks such
that the interaction field between magnets is around five times lower
than the coercive field, hence eliminating the possibility of flipping of
nanomagnets deterministically. (c) Schematic of the stochastic LLG
simulation setup. The magnets are assumed rectangular bar magnets.
The dipolar field at magnet due to magnet can be written as hdi =
[d]ijmj where [d]ij is the dipolar tensor and mj is the magnetization
of magnet j. All magnets were initialized out of plane and let to relax
under the influence of thermal noise and this dipolar field.

most favorable one when the magnetic islands grow past a certain thickness. At

this point the configuration gets frozen, with the ensemble statistics reflecting the

temporal statistics of the superparamagnetic regime.
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Fig. 2.4. Coupled magnet pair: (a) SEM image (left half) and
MFM phase contrast plot (right half) showing magnets to be in up
or down state. (b): Histogram obtained from the MFM phase im-
ages, showing skew in probability distribution towards parallel con-
figuration as weak coupling is introduced in the system. (c) Energy
landscape of the magnet pair with lifted quadruple degeneracy. (d)
Histogram obtained from the energy levels of the four possible con-
figurations. Rise in energy levels of anti-parallel configurations corre-
spond to decrease in p2 and p3. (e) stochastic LLG simulation with
hard axis initialization (physical parameters taken from experiment).
(f) Histogram obtained from an ensemble of such LLG simulations.
Dipolar interaction during the transient evolution guides the system
to towards its low energy state.

2.3 Theoretical framework

(NOTE: The theoretical work and simulations were done by Rafatul Faria.)

Our experimental observations are in excellent qualitative agreement with theoretical

estimates based on (A) configuration energies obtained from the Ising Hamiltonian,

and on (B) stochastic LLG simulations including thermal noise. Note: The work

presented in this section is performed by Rafatul Faria, the second author of the

paper on which this chapter is based.
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Fig. 2.5. Coupled magnet triplet: (a) SEM image (left half) and
MFM phase contrast plot (right half) showing magnets to be in ‘in’
or ‘out’ state. (b) Histogram obtained from MFM phase, showing
reduced frustration (p3-p8 unequal). (c) Energy vs. magnetization
angle w.r.t own easy axes for the three magnet system (1 is fixed
at 0 degree for plotting purpose) (d) Histogram obtained from Ising
Hamiltonian energy levels. Despite three of the four minima being
closely spaced in energy, the system does not get stuck at these and
produces the true ground state with maximum probability (e) Time
domain response of magnetizations (from LLG with hard axis ini-
tialization) for a representative case. (f) Histogram obtained from
stochastic LLG simulation with physical parameters taken from ex-
periment. The experimental probabilities follow the same trends as
the theoretical models, suggesting that the nanomagnet network mim-
ics an Ising network that can be configured by designing the coupling
strengths between individual elements. Also, the system is able to
come out of local minima due to an effective annealing during its
transient evolution.

2.3.1 Ising Hamiltonian implementation

The normalized energy of a system of magnets can be written as:

E =
∑

mi[n]imi +
∑

2mi[d]ijmj (2.1)
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where [n] is the demagnetization tensor and [d] is the dipolar tensor. Assuming

that the magnetizations of all magnets are constrained to lie along their easy axes in

equilibrium, the energy can be approximated by a general Ising Hamiltonian:

H = −
∑

Jijsisj −
∑

hisi (2.2)

with magnetizations mi, mj playing the role of si, sj and where the coupling

coefficient Jij and bias hi can be defined as:

Jij = Jji = 2(dijxxcos(θij) + dijxysin(θij)) (2.3)

Here hi = 0; dijxx, d
ij
xy and θij are the dipolar tensor components and angle between

mi and mj. Classically, each spin configuration σ(si) has a probability of occurence

(1/Z)e−H(σ)/kBT . In our experiment, dijxx, d
ij
xy and θij can be controlled by manipulat-

ing the magnet dimensions, separations, and their relative alignment, resulting in a

controlled probability distribution of different polarization configurations.

2.3.2 Stochastic LLG simulations

We have carried out stochastic LLG simulations to compare with the experimen-

tal results. In the simulation, a network of inplane magnets having shape anisotropy

based large energy barriers, is forced to point out of the plane by application of a

large external magnetic field. When the magnetic field is removed, the magnets in

the network are then allowed to fall into one of the two possible in-plane directions

along their own easy axes under the influence of thermal noise and dipolar coupling

field (fig. 2.3 (c)). While for an isolated magnet, both magnetization directions are

equally probable, for a network of magnets, during the relaxation process, the energy

landscape of the configuration influences the probability distribution. Since the cou-

pling strength depends on the in-plane component of the magnetization, it is small

to begin with and gradually increases as the magnets fall towards their in-plane easy

axis, mimicking the “annealing” during growth. This is captured by the energy term

introduced by the dipolar tensor in the LLG equation.
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2.4 Conclusion

We have demonstrated that nanomagnets satisfy two important features of a prob-

abilistic computing network, i.e., (i) being a stochastic building block, and (ii) allow-

ing for controllable coupling which permits mapping problems to the physical system.

By introducing coupling through spin currents or other reconfigurable controls, such

blocks can be interconnected to solve complex optimization problems such as the

Travelling Salesman Problem [38] among others that can be mapped to an Ising

Hamiltonian.
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3. DESIGN OF STOCHASTIC NANOMAGNETS AS

P-BITS FOR PROBABILISTIC SPIN LOGIC

Most of the materials in this chapter have been extracted verbatim from the papers:

Debashis, Punyashloka, et al. “Design of Stochastic Nanomagnets for Probabilistic

Spin Logic.” IEEE Magnetics Letters 9 (2018): 1-5. and Debashis, Punyashloka, et al.

“Correlated fluctuations in spin orbit torque-coupled perpendicular nanomagnets.”,

in press, Physical Review B (2020).

The simulations presented in this chapter were performed by Rafatul Faria.

Probabilistic spin logic (PSL) is a new computing paradigm that has been the-

oretically shown to be more suitable than conventional CMOS for performing tasks

such as intrinsic optimization, probabilistic inference from Bayesian networks, and in-

vertible Boolean logic [30,34,38,51,52]. PSL relies on unstable stochastic bits called

probabilistic bits (p-bits) that are essentially random signal generators with a tunable

mean output. They can either be analog (generating any random values between “0”

and “1”) or binary random number generators (generating randomly “0” or “1”).

3.1 Designing p-bits from in plane anisotropy magnets

A stochastic nanomagnet with low barrier energy EB can form a natural hard-

ware for implementing the p-bit as its magnetization randomly fluctuates between its

metastable states with an average retention time of [44]:

τ = τ0exp

(
EB
kBT

)
(3.1)

where τ0 is the material-dependent parameter called the attempt time of the nano-

magnet. The most commonly stated value for τ0 in the literature is generally assumed

to be between 100 ps to 1 ns [44]. Hence, a low-barrier nanomagnetbased p-bit with
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EB ≈ kBT can produce random numbers at gigahertz speed. The mean value of

magnetization (and as a result, the mean of the produced random numbers) can

be tuned by an external input, such as spin current from the giant spin Hall effect

(GSHE) [30,38,51], spin transfer torque (STT) [53,54], or an effective magnetic field

from the magnetoelectric effect [55]. The ease of tunability is judged by evaluating

the input required to pin the fluctuating magnetization state to one value. For ex-

ample, the magnitude of the effective magnetic field generated by the electric field

in the case of voltage control of magnetization [56] is an important metric for energy

efficiency to achieve low-power computation. Significantly, both speed and energy

consumption of the p-bit can be carefully engineered through proper design of the

nanomagnet involved in the device. In this letter, the following three methods to

obtain stochastic nanomagnets have been explored: (1) by reduction of anisotropy;

(2) by reduction of net magnetic moment; and (3) by hard-axis initialization. In

conjunction with Boltzmann theory and stochastic Landau–Lifshitz–Gilbert (sLLG)

simulations, the first two methods are compared in terms of pinning field and speed.

3.1.1 Stochasticity by scaling moment and scaling anisotropy

In order to make a fast stochastic nanomagnet that randomly fluctuates with an

average retention time of 1 ns, its energy barrier EB needs to be scaled to kBT ,

according to (1). Since EB is a product of the anisotropy field HK and the net moment

MS × V ol., both can be reduced to achieve an energy barrier of kBT . The response

of such stochastic nanomagnets to magnetic fields can be captured by the following

analysis based on the Boltzmann law. The energy of a magnet in the macrospin limit

under the application of an external B-field, Hext, can be written as

E = 2πM2
S(V ol.)m2

x −HextMS(V ol.)mz −
1

2
HKMS(V ol.)m2

Z (3.2)

where mX = sin(θ)cos(φ) is the magnetization along the out of plane hard axis

(x), mZ = cos(θ) is that along the easy axis (z), θ being the angle of the magnetization

direction with respect to the easy axis, MS is the saturation magnetization, HK is
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the uniaxial anisotropy along the z-axis, and V ol. is the volume of the magnet. The

first, second, and third terms are contributions from the shape anisotropy, external

magnetic field, and uniaxial anisotropy field, respectively. The probability of finding

the magnetization in (θ, φ) configuration can be found by the equilibrium Boltzmann

distribution

p(θ, φ) =
1

Z
exp

(
− E

kBT

)
(3.3)

where Z is a normalization constant. The average magnetization along the z-axis

can be written as

〈mZ〉 =

∫ ∫
dφdθp(θ, φ)cos(θ)sin(θ)∫ ∫

dφdθp(θ, φ)sin(θ)
(3.4)

Based on the above-mentioned equations, fig. 3.1 shows the plot of the field that

is required to pin a stochastic nanomagnet as we scale its energy barrier. Scaling the

HK results in almost negligible change in pining field. However, scaling moments to

smaller values results in much larger corresponding pinning fields. The inset of fig. 3.1

considers two magnets with EB = 1kBT obtained by reducing HK (red curve) and

MS × V ol. (blue curve), respectively. Compared to a stable 40 kBT magnet, the first

magnet has 40 times smaller HK and the second has 40 times smaller moment. Even

though both magnets have the same EB, leading to the same time scale of fluctuation

(τ), the field required to pin the low HK is appreciably smaller than that for the low

MS × V ol. magnet (see inset of fig. 3.1). Since this translates to a smaller energy

requirement in a voltage-driven PSL [55] circuit, designing stochastic nanomagnets by

reducing anisotropy seems to be the better option compared to reducing the volume.

We then go on to test this theoretical prediction experimentally. To compare the effect

of reduced anisotropy versus reduced volume, it would be ideal to fabricate the two 1

kBT magnets, as described previously. However, in practice, it is challenging to make

two stochastic nanomagnets that are 40 times different in net moment. Therefore,

two nanomagnets that are about 4 times different in their net moment are fabricated

in the following experiments.
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Fig. 3.1. Pinning field versus the speed of fluctuation: Cal-
culations based on Boltzmann law show that making magnets faster
by scaling anisotropy (red curve) is more efficient than scaling net
moment (blue curve) in terms of the field required to pin the scaled
magnet. The inset shows the average magnetization versus B-field for
a 1 kBT magnet. It suggests that the pinning field is much smaller for
the case of magnet B (red curve) compared to magnet C (blue curve).

Achieving Stochasticity by Reducing Anisotropy

Experimentally, a lowHK magnet is realized by a circular disk magnet of Co60Fe20B20

with a diameter of 110 nm and thickness of 1.3 nm. Circular disk in-plane magnets

have been proposed as p-bits [51,57], as they fluctuate in random in-plane directions

as a function of time. Such a stochastic element has been realized in our experiments

with monodomain circular disk nanomagnets [57,58] with careful material and design

choices, guided by the trade off between exchange stiffness and dipolar self energy [59].

Starting from a sputter deposited stack of Ta(15)/CoFeB(1.5)/MgO(1)/Ru(4) (thick-

nesses in nanometers), an array of 25 million nominally identical circular disk nano-

magnets is fabricated using e-beam lithography and Ar ion milling. Then, their
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response is measured using a superconducting quantum interference device in Quan-

tum Design MPMS-3. Fig. 3.2 (a) shows the scanning electron microscopy (SEM)

image of a portion of the array. Fig. 3.2 (b) shows a hysteresis-free, sigmoidal output

curve of the average magnetization of the array. It should be noted here that although

the average steady-state behavior is determined completely by the applied magnetic

field, the time-domain behavior of each nanomagnet is stochastic, owing to their low

energy barrier. Such individually stochastic units whose average behavior exhibits

a sigmoidal response as a function of an input parameter can be used as a building

block for a class of stochastic neural networks in machine learning [31] among other

PSL applications.

Achieving Stochasticity by Reducing moment

Next, an array of 100 million elliptical nanomagnets is fabricated using e-beam

lithography, physical evaporation of Permalloy (Py), followed by liftoff. Since they are

elliptical, shape anisotropy [60] creates a large HK . Hence, to reach stochasticity, the

net moment has to be reduced to obtain small EB. This is achieved in our magnets

with dimensions of 49 nm × 61 nm × 5 nm. Also, through heat treatment (heating

to 400 K for 1 h, then at 500 K for another hour, followed by cool down to room

temperature, all at 150 mTorr pressure in Helium), reduced saturation magnetization

of 250 kA/m is obtained for our Py nanomagnets. Fig. 3.2 (c) shows the SEM

picture of an array of such nanomagnets. At 300 K, EB is small enough to make the

magnets stochastic, resulting in a sigmoid curve shaped normalized magnetization

shown in fig. 3.2 (d) with black curve. Using experimentally measured saturation

magnetization and magnet volume, HK of 25 mT can be extracted by fitting the

curve with a sigmoid function obtained from the Boltzmann law. This then results in

EB9kBT and consequently τ = 8µs (assuming τ0 = 1 ns). Since our conclusion from

this experiment relies on the fact that these elliptical magnets have large anisotropy,

HK obtained from fitting needs justification. To ensure that the fitted value of HK
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is reasonable, further measurements at reduced temperatures are carried out. A

sigmoidal response is still observed at T = 200 K with a sharper slope (see fig. 3.2

(d), red curve), consistent with the expectation from the Boltzmann law. Finally, at T

= 100 K, magnets are essentially frozen and the ensemble behaves like a ferromagnet,

showing hysteretic magnetization response to the applied field with a clear remanence

at B = 0 T (see fig. 3.2 (d), blue curve). Considering the saturation magnetization,

magnet volume, and the fact that the magnetization of these nanomagnets transition

from being stochastic to stable in a temperature window between 100 K and 200 K,

the bounds for HK are estimated to be between 10 and 30 mT, which is consistent

with the fitted HK value of 25 mT. Both sigmoidal curves at 300 and 200 K show

excellent agreement with the Boltzmann law using the same set of HK and MS with

temperature corrections.

Comparing the Two Methods

Using the experimentally measured values of MS and V ol., the net moment MS×

V ol. = 1.2× 1017Am2 and 0.3× 1017Am2 are calculated for the CoFeB circular disk

magnet and the Py elliptical magnet, respectively. As expected, when the two scaling

methods are compared in fig. 3.2 (e), the pinning field for the circular disk magnet

is 20% smaller than that of the elliptical one, despite its MS × V ol. being 4 times

larger. This is also confirmed by stochastic LLG simulations. The excellent agreement

between experiment, Boltzmann law, and stochastic LLG simulations for both circular

disk and elliptical magnets is shown in fig. 3.2 (e). Since the circular disk magnet has

negligible EB because of the absence of a shape anisotropy, as long as the circular

disk magnet is small enough to behave as a monodomain body by avoiding vortex

formation, its fluctuation time scale is limited by τ0, unlike the elliptical magnet

[eq. 3.1]. Hence, the circular disk magnet is both faster and consumes lower energy

by requiring a smaller pinning field, compared to the elliptical magnet.
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Fig. 3.2. Two methods of reducing energy barrier: anisotropy
reduction and net magnetic moment reduction. (a) SEM of the ar-
ray of CoFeB circular disk magnets. (b) Normalized magnetization
response to applied magnetic field. The sigmoid shape with no rema-
nence at zero field and saturation behavior is reminiscent of tunable
stochastic behavior. (c) SEM of the array of Py elliptical magnets.
(d) Normalized magnetization response to applied magnetic field for
various temperatures. The sigmoid gets sharper for a lower temper-
ature and eventually a hysteresis behavior is observed as the magnet
fluctuations slow down. (e) Comparison of the two magnet behav-
iors matched with predictions by LLG simulations and Boltzmann
law with experimental parameters. The required pinning field for the
circular disk magnet is 20% less compared to that for the elliptical
magnet, despite the fact that the former magnet has 4 times more
MS × V ol. compared to the latter magnet.

3.2 Designing from p-bit from weak anisotropy perpendicular magnets

The thermal stability factor of a nanomagnet is given by EB/kBT , where EB =

KeffV/2 is the energetic barrier separating the two stable magnetization states. Here,

Keff is the effective anisotropy energy density and V is the volume of the nanomag-

net. When EB is comparable to the ambient thermal energy kBT , the magnetization

randomly fluctuates between the two stable states, thus realizing a “stochastic nano-

magnet”.
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Fig. 3.3. (a) PMA stack with varying CoFeB thickness. (b) Anoma-
lous Hall resistance as a function of magnetic field along the hard axis.
For a PMA magnetic stack, the field is applied in the in-plane direc-
tion and the measured data are fitted with a parabolic curve to extract
the effective anisotropy field (HK). For an IMA magnetic stack, the
field in applied perpendicular to the plane and the resultant plot is
fitted with a linear fit to extract HK (c) Keff × tPMA as a function of
CoFeB layer thickness before and after 250o C anneal.

We first engineer Keff of our magnetic material (CoFeB) by varying the thickness

(tCoFeB) of the deposited PMA films, shown in fig. 3.3 (a). The anisotropy of such a

stack is given by [27]:

Keff =
Ki

tCoFeB
− M2

S

2µ0

(3.5)

arising from the competition between the interface anisotropy (Ki) and the de-

magnetization (
M2

S

2µ0
) [27]. We then follow the method used by Hayashi et al. [61] to
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characterize Keff of our stacks, as shown in fig. 3.3 (b). For films with out-of-plane

anisotropy, the obtained anomalous Hall resistance (RAHE) in the presence of an in-

plane magnetic field is fitted with a second order curve to obtain HK (where HK is

the effective anisotropy field, given by Keff/MS). For films that have net in-plane

anisotropy, HK is obtained through a linear fit of the RAHE vs. out-of-plane field

curve. We observe a clear decreasing trend of Keff × tCoFeB vs. tCoFeB for as de-

posited films as well as samples annealed at 250o C for one hour, as shown in fig. 3.3

(c). The annealed stack with tCoFeB=1.3 nm, corresponding to the lowest Keff , is

then chosen to fabricate the stochastic nanomagnet devices. The fabricated devices

consist of lithographically defined PMA nanomagnets with a diameter of 100 nm

on top of tantalum (Ta) Hall bars, as shown in fig. 3.4 (a). The combination of low

Keff through the thickness optimization and low volume through the lithography pat-

terned small diameter results in a small EB at room temperature. Consequently, these

uniquely designed stochastic nanomagnets fluctuate randomly between the “UP” and

“DN” magnetic states as depicted in the cartoon in the top right inset of fig. 3.4 (b).

This random fluctuation is electrically read out through the anomalous Hall effect

(AHE), giving the random telegraphic signal as the output, shown in fig. 3.4 (c). The

magnetization dwell time in the UP and the DN state forms a distribution that is well

fitted by an exponential envelope (fig. 3.4 (d)), which suggests that the fluctuation is

a random Poisson process [54].

Please note that the intermediate states observed in fig. 3.4 (c) are artifacts of the

finite lockin averaging time of 3ms. Any magnetization flip that occurs during this

averaging window shows up as an intermediate state. The device shown in fig. 3.4

(a) has an average dwell time of 50 ms. So, the probability that a random flip occurs

during a 3ms time window is = 3/50. In the full measurement set of 10000 data points,

we notice that number of intermediate points/ total number of measurement points is

almost equal to this ratio. Fig. 3.5 below shows the segregation of the measurement

data points into “intermediate states” and “correct states” based on the distribution

histogram.
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Fig. 3.4. (a) Schematic of the fabricated AHE Hall bar device with
a 100 nm x 100 nm nanomagnet island defined on top by lithogra-
phy and etching. A charge current (IC) through the Hall bar (y-axis)
produces a voltage (VAHE) across the transverse electrode (x-axis).
The anomalous Hall resistance (RAHE) tracks the magnetization. (b)
Energy barrier between the two states (“up” and “down”) of the mag-
netization is small enough to be overcome by thermal energy at room
temperature to produce random fluctuations.(c) A small section of
the time varying RAHE measured. It follows a random telegraphic
noise as the magnetization flips randomly between the two “up” and
“down” states. (d) Histograms of dwell time for “up” and “down”
states, showing good agreement to an exponential fit, corresponding
to a Poisson distribution.

3.2.1 Speed of fluctuation

Average dwell time in the UP and DN states, i.e. τUP and τDN are obtained from

the exponential fitting. For a completely symmetrical energy landscape, these two

dwell times should be identical. However, we obtain a slightly skewed distribution due

to the remanent magnetic field in the measurement setup. The speed of the random
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Fig. 3.5. The random telegraphic output observed in separated into
“correct states” and “intermediate states” based on the histogram of
distribution. The distribution of the measured RAHE values clearly
shows two peaks corresponding to the UP and DN states (blue points),
and some intermediate states (red points).

bit generation can be obtained from the harmonic mean of τUP and τDN : τ−1 =

τ−1
UP + τ−1

DN . This time scale is determined by the energy barrier of the nanomagnet

through:

τ = τ0exp(
EB
kBT

) (3.6)

Hence, the speed of the random number generation can be increased by reducing

the thermal stability factor, EB

kBT
. From the obtained τ , we determine EB

kBT
≈ 18 for

the stochastic device presented in fig. 3.4.

Fig. 3.6 shows the experimentally measured effect of changing this stability factor

of an LBNM by changing temperature. Please note that a different device is used

for the measurement results shown in fig. 3.6, with an LBMN whose volume is about
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Fig. 3.6. Speed of random number generation can be changed by
changing the thermal stability factor EB/kBT . To show this, we mea-
sure the telegraphic output at different temperatures. This plot shows
the Arrhenius plot of the fluctuation time scale, τ of the magnet as
a function of temperature. The time scale can be changed by more
than 3 orders of magnitude by changing the temperature by 50 K.

half of the volume of that presented in fig. 3.4. As can be seen in fig. 3.6, the

fluctuation time scale, τ changes by more than 3 orders of magnitude by changing

the temperature. This stability factor can be reduced in practice by scaling the volume

of the nanomagnet further to increase the speed of random number generation.

3.2.2 Evaluation of quality of randomness

In this section, we evaluate the quality of the random bits generated from our

device using the statistical test suite provided by National Institue of Standards

and Technology (NIST) [62]. Various aspects of the generated random sequence are
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Fig. 3.7. Quality of randomness: (a) Processing of the generated
bit stream prior to performing the NIST randomness tests (b) Resutls
of the NIST STS test (p-value >0.01 signifies that a test has been
passed). All tests that were allowed by the limited size of the data
set (10,1000 bits) were passed.

tested for qualifying as cryptographic quality random numbers. These tests compute

the statistics of the input sequence such as mean value, standard deviation, entropy,

repeated structures, linear dependencies, autocorrelation, etc. and compares them

against theoretical expectations from a perfectly random sequence.

Prior to performing the tests, we do some pre-processing of the collected data

in order to reduce any bias present. After digitizing the data, we take the XOR of

the bit stream with a shifted version of itself, as shown in fig. 3.7 (a). The resulting

p-values of the NIST test are given in fig. 3.7 (b). A p-value >0.01 means the test
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Fig. 3.8. Field tunability and blocking: Average anomalous Hall
resistance (〈RAHE〉) as a function of out-of-plane magnetic field at
different temperatures. As temperature decreases, the magnetization
flipping slows down progressively towards a stable ferromagnetic be-
havior.

has been passed. The generated bit stream by our device passed all the 9 tests that

were performed. Some of the tests required > 106 bits and were not performed due

to the limited size of our data set (10,000 bits).

3.2.3 Tunability with magnetic field

Next, we demonstrate the modulation of the mean value of the RTN by using an

out-of-plane magnetic field (B) that creates an asymmetry in the energy of the two

stable states. The average 〈RAHE〉 vs. B produces a sigmoidal curve, as shown in

fig. 3.8. Here, 1 s averaging was performed during the voltage reading. To ensure

that the sigmoidal curve is indeed due to averaging of a RTN signal from the PMA,

we performed a temperature study. At 190 K, the average dwell time of the magnet

is comparable to the averaging time of the measurement. Hence, its RTN signal gets

progressively pinned to one of the stable states as the magnitude of the external field
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is increased. At 175 K, the average dwell time increases further and the magnetization

shows a hysteretic ferromagnetic behavior.

3.3 Stochasticity by hard-axis initialization of a perpendicular anisotropy

magnet

In this section, a novel method to generate random numbers, achieved by the

hard-axis initialization of a perpendicular magnetic anisotropy (PMA) magnet, is

demonstrated. Supported by the Fokker–Planck theory and sLLG simulations, its

pinning field and speed are discussed. Based on this, stochastic devices with electrical

inputs and outputs are fabricated to implement a hardware Bayesian network building

block.

A thermally stable PMA magnet whose easy axis is along the z-axis is considered.

It is initialized along its hard axis direction (xy plane) by means of an external force.

When the external force is removed, the magnet makes a stochastic choice to fall into

one of the two stable states along its easy axis. When this is done in the presence of a

small external z-directed magnetic field, the magnetization prefers one state over the

other, producing the sigmoidal curve for the average magnetization. This is depicted

in fig. 3.9.

To test this idea, tantalum Hall bar devices with a PMA magnet island at the

center are fabricated from a stack of Ta(10)/CoFeB(1)/MgO(1.5)/Ta(5) (thicknesses

in nanometers) by successive lithography and ion milling steps, as shown in the AFM

image of Fig. 3 (a). A charge current in the “y”- direction produces a voltage along

the “x”-direction due to the anomalous Hall effect (AHE) of the PMA magnet, where

the sign of this voltage depends on whether the magnet is pointing up (+z-direction)

or down (–z-direction). We use this method to read the magnetization direction of the

PMA magnet. fig. 3.10 (b) shows the measured hysteresis loop of the PMA magnet

by means of AHE with an external field sweeping in the “z”-direction.
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Fig. 3.9. Hard axis initialization (concept): When the spin cur-
rent density is large enough, the magnetization of a perpendicular
magnet gets pinned in the direction of the spin polarization, i.e. the
magnets hard axis. Once the spin current is removed, the magneti-
zation can become either “up” or “down” with equal probability [4]
due to the symmetric energy landscape for these two states.

Next, an efficient way to put a PMA magnet in its hard axis and releasing it is

demonstrated in the following experiment. It is well understood that a moderate

current pulse along the y-axis of Ta can produce a spin transfer torque to the PMA

magnet along the x-axis and cause its magnetization rotation in the yz plane [63].

However, when a large current pulse (J = 3.1 × 107A/cm2) is applied through the

Hall bar, the spin torque becomes so large that the PMA magnet can develop a

magnetization along the x-direction, as predicted by Liu [63]. Once the large torque

is released, the PMA magnet will go back to one of its easy axis magnetizations by

random choices [see fig. 3.10 (c)], which can be monitored by the RAHE reading.
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This pulsing is repeated several times to show the complete randomness of the two

RAHE states after each pulse. A similar experiment was performed by Bhowmik et

al. [64] for spin Hall clocking of nanomagnetic logic. Furthermore, a small out-of-

plane magnetic field is applied and the above-mentioned, procedure is repeated. The

plot of the average magnetization after 51 pulsing events for each applied magnetic

field is shown in fig. 3.10 (d). Here, the average magnetization is calculated by

〈RAHE〉 =
1

N
Σ

(
RAHE

|RAHE|

)
(3.7)

where N is the number of pulsing events (51 in this case). The subplots of fig. 3.10

(d) show the individual pulsing events for each point on the sigmoidal curve. This

shows that at any given magnetic field B, the magnetization of the PMA magnet

after releasing from its hard axis behaves stochastically, with an overall mean that is

tunable by the magnetic field.

Next, the observed experimental hard-axis initialization of PMA magnets is sys-

tematically analyzed using stochastic LLG simulations. In the absence of any mag-

netic fields the critical current to place a PMA magnet in its hard axis is of the order

of ISC = 2q
h̄
MSV ol.

HK

2
[65]. We apply repeated current pulses of this magnitude to

obtain the average magnetization in the presence of thermal noise and a z-directed

external magnetic field that is on the entire time (see fig. 3.11 inset). Three different

spin-current pulses are investigated based on how fast they are turned off. In the

case of the fast turn off, the magnetization dynamics can be directly solved by a one

dimensional Fokker–Planck equation (FPE) [66] that describes the exact evolution of

the ensemble, since when the spin current is off, the external magnetic field and the

anisotropy are both in the ±z direction. The FPE equation for a z-directed PMA

magnet is described by:

∂p(mZ , τN)

∂τN
=

∂

∂mZ

[
(i− h−mZ)(1−m2

Z)p+
1−m2

Z

2EB

∂p

∂mZ

]
(3.8)

Here, i is the normalized z-polarized spin current IS/ISC where ISC = 4q/h̄αEB(kBT )

with α being the damping coefficient and EB being the thermal energy barrier of the
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Fig. 3.10. Hard axis initialization (experiment): Tunable ran-
dom number generator from hard-axis initialization of a PMA magnet.
(a) AFM of the fabricated device with marked current, voltage, and
external magnetic field directions. The AHE resistance is calculated
by taking the ratio of the voltage developed and the charge current
supplied. (b) RAHE as a function of external B field. The hysteretic
behavior is indicative of a good, stable PMA magnetic behavior. (c)
Cartoon depicting the physical picture of hard-axis initialization. (d)
Sigmoid obtained by putting the PMA magnet in hard axis by GHSE
torque and then letting it relax back to either “up” or “down” position
in the presence of a small external field along the z-axis. Each point
in this curve is obtained by taking the average of 51 GSHE pulsing
events. Three indicative points are shown in the three panels to the
right-hand side of the graph.

magnet; h is the normalized z-directed external magnetic field Hext/HK ; τN is a nor-

malized time which is related to the real time t by t = τN(1 + α2)/αγHK . After the

x-polarized GSHE spin current is turned off, i = 0 in the FPE equation.

The FPE is solved starting from the time when the pulse is turned off, with an

initial condition p(mZ , τN = 0) that places the initial probability distribution to the
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hard axis, approximated by a Gaussian distribution of p(mZ) with mean zero and a

very small standard deviation. For a fast turn off of the spin current, FPE is in good

agreement with a direct stochastic LLG simulation. This suggests that the slope of

the sigmoid depends only on the energy barrier (EB) and the ratio of the external

magnetic field to the anisotropy field (H/HK), since these are the only parameters

that enter the FPE. So, for a given energy barrier, having a lower HK results in a

smaller pinning field, as evident from the x-axis of fig. 3.11.

The speed at which random numbers can be generated by the hard axis initializa-

tion method is ultimately limited by the time it takes for the magnetization to relax

back to one of the stable states once released from the hard axis. This is determined

by the natural time scale (τN) of the magnet mentioned earlier, and is independent

of its energy barrier, unlike the case of low barrier magnets. Second, since the ran-

domization occurs when the magnet relaxes from its hard axis and is not affected by

any prior events, the pulse rise time trise and the pulse width tON does not affect the

process if their sum is larger than τN . However, the pulse fall time (tfall) affects the

process of magnetization relaxation from the hard axis. We observed that for slow

current the ramp down the sigmoidal curve becomes sharper. The inset of fig. 3.11

illustrates this behavior for ten samples for different spin-current pulses at a slightly

negative magnetic field.

Second, this method provides a potentially better alternate to the STT-MTJ-

based true random number generators (TRNGs) [67]. In our case, the current pulse

passes through the adjacent heavy metal layer (Ta) instead of passing through the

tunnel barrier as in the case of STT-MTJ-based TRNGs, and hence, our device

has potentially better endurance and capability of producing more random numbers.

Also, compared to TRNGs based on superparamagnetic MTJs [54], this device does

not require an external magnetic field to cancel the dipolar field from the reference

layer.
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Fig. 3.11. Hard axis initialization (theory): Stochastic LLG sim-
ulations of a hard-axis initialized PMA magnet. At each point, at
least N = 200 samples are recorded, and an average magnetization is
obtained as in the experiment.
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4. BAYESIAN NETWORK BUILDING BLOCK

IMPLEMENTATION WITH HARD AXIS INITIALIZED

PERPENDICULAR NANOMAGNETS

Most of the materials in this chapter have been extracted verbatim from the paper:

Debashis, Punyashloka, et al. “Design of Stochastic Nanomagnets for Probabilistic

Spin Logic.” IEEE Magnetics Letters 9 (2018): 1-5; and Debashis, Punyashloka, et

al. “Hardware implementation of Bayesian network building blocks with stochastic

spintronic devices.”, under review (2020)

4.1 Introduction

Bayesian networks (BNs) are directed graphical models that are used to represent

the causal dependencies among stochastic variables [68]. In a BN, each node rep-

resents a stochastic variable, whose probability of occurrence is determined by the

states of its parent nodes. The dependence between a set of such nodes is given by a

conditional probability table (CPT). BNs are traditionally implemented in software

aiming at applications in areas such as forecasting, diagnosis, and computer vision [6].

However, as the complexity of the BNs grows, i.e., as the number of parent nodes

affecting the probability of a particular child node becomes large, both the assessment

of that child node probability, and the inference about the possible cause becomes

impractical [69]. Specifically, as the network size grows, the number of terms in the

calculation of the joint probability using probability chain rule increases rapidly [69].

Direct representation of Bayesian networks in hardware has been proposed as an

alternative way to perform the two above mentioned tasks, i.e., probability assessment

and inference. In this case, each “node” in a Bayesian network is represented by a

stochastic device, having a distinct probability of being in one of two possible states.
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This probability is controlled by the input it receives dependent on the states of its

parent nodes, through the weights of the connections between them. The CPT is

encoded in the weights of these connections. By representing a BN with a hardware

network of this kind, the required probability of a particular event is readily obtained

by sampling the output of the corresponding stochastic device. Moreover, inference

about the possible cause of a particular event can be evaluated by observing the joint

distribution of the two stochastic devices corresponding to the “event” node and the

particular “cause” node of interest.

Several hardware implementations of BNs have been proposed based on CMOS

hardware. For example, Zermani et al. [70] demonstrated FPGA based BN imple-

mentation utilizing suitable architectural design and memory allocation schemes. Cai

et al. [71] demonstrated another FPGA based architectural design along with a suit-

able pseudo random number generator. Manisinghka et al. [72] implemented a BN in

digital circuits using a novel abstraction. Chakrapani et al. [73] and Weijia et al. [74]

proposed a probabilistic CMOS hardware for BN implementation, however there has

not been an experimental demonstration in literature to our knowledge. Nevertheless,

there is an interest in a compact implementation of the stochastic nodes of a BN and

their conditional relations.

In this work, we present an experimental demonstration of a spintronics based

compact hardware implementation of BNs. The stochastic elements are implemented

naturally by a compact device consisting of a perpendicular nanomagnet. The CPTs

are translated directly to the connection weights, implemented by resistive connec-

tions between such devices.

Unstable nanomagnet based spintronic devices have recently attracted much re-

search interest for probabilistic spin logic (PSL) [30, 35, 38, 39, 51, 57, 75–81] and are

given the name “p-bit”, which is the short form of “probabilistic bit”. It has been

proposed that inherently unstable nanomagnet can be a natural implementation of

the stochastic variable in a BN [35,75,76,82]. We first present a p-bit implementation

using a stochastic spintronic device that has isolated input and output to allow for
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interconnection in circuitry. The output of such a device is a tunable random num-

ber, whose mean is controlled by an electrical input. Then, we build an electrically

connected network of two such devices and study the correlation of their outputs for

different connections and biases. We show that any CPT can be implemented by

changing the connections and biases of this circuit, thus representing a hardware BN

building block. Finally, using parameters taken from the experiment, we perform a

stochastic Landau Lifshitz Gilbert (sLLG) simulation of a four node BN and com-

pare the results of the forecast with those expected from calculating joint probability

distributions.

4.2 Hard axis initialized PMA magnet as p-bit

In our experiment, the stochastic device is based on a hard axis initialized mag-

net with perpendicular magnetic anisotropy (PMA), whose output probability is con-

trolled by the magnetic field produced by a charge current passing through an isolated

metal ring [78, 79, 81]. The top left of fig. 4.1 (a) shows the schematic of our device.

It consists of a nanomagnet island with perpendicular magnetic anisotropy (PMA)

shown in orange, on top of a heavy metal (Ta) Hall bar, shown in blue. It is well un-

derstood that the magnetization of a PMA magnet can be deterministically switched

by the Spin Obit Torque (SOT) of a heavy metal under-layer in the presence of a

symmetry breaking in-plane magnetic field [28, 83]. However, when the spin current

density is large enough, and when this field is absent, the magnetization gets pinned

in the direction of the spin polarization, i.e. the magnets hard axis. Once the spin

current is removed, ambient thermal noise makes the magnetization relax to either

“up” or “down” with equal probability due to the symmetric energy landscape for

these two states [64,78,79] as depicted by the cartoon in the top right of fig. 4.1 (a).

The magnetization state is read out by the anomalous Hall effect (AHE), where

the transverse VOUT is +ve for a magnetization in the “up” direction and -ve for

“down”. The probability of relaxing back to the “up” or “down” direction can be
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Fig. 4.1. (a) Schematic of the probabilistic device and illustration
of the hard axis initialization by spin orbit torque. (b) Stochastic
LLG simulation of 500 ensembles, showing tunable random behavior
of the device. The two top panels show representative cases where
the magnetization relaxes to the “UP” and “DN” direction after be-
ing released from the hard axis. (c) Experimental measurements on
the device showing stochastic behavior with tunability using a charge
current through an isolated Oersted ring. The bottom panels show
the stochastic outputs, whose averages show the sigmoidal behavior
as a function of the input current.
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controlled by applying a small out-of-plane magnetic field that lifts the degeneracy of

the energy landscape. A positive field in the z-direction lowers the energy of the “up”

state and raises that of the “down” state, thus making the “up” state more favorable.

A negative z-directed field does the exact opposite. This is depicted in the energy

landscape diagrams shown in the bottom panel of fig. 4.1 (a). This z-directed field is

provided by a ring-shaped electrode called the “Oersted ring” henceforth, shown in

yellow in the device schematic. A current “IIN” passing through the Oersted ring of

radius “r” produces a magnetic field given by B = µ0 × IIN
2r

. fig. 4.1 (b) shows the

sLLG simulation of such a device. The top panels show the magnetization dynamics

during the pulsing of the device. The current pulse through the GSHE layer is shown

in black color in both the panels. The z-component of magnetization (mZ) is shown

in blue and red. It can be seen that mZ goes to zero while the current pulse is

ON. After the pulse is removed, mZ relaxes to -1 in the first case and it relaxes to

+1 in the second, nominally identical case, highlighting the stochastic nature of the

process. The time scale of this relaxation is governed by the material parameters of

the nanomagnet such as MS, HK and damping. The bottom panel of fig. 4.1 (b) shows

the average of the magnetization (after the dynamics have settled) in the z-direction

(perpendicular easy axis) as a function of the input current, resembling a sigmoidal

activation function.

For experimental implementation, starting the following stack of

Ta(5nm)/CoFeB(1nm)/MgO(2nm)/Ta(1nm) thin film, a Hall bar device with a PMA

magnetic island located at the center is fabricated by means of successive e-beam

lithography and Ar ion milling steps. To generate the out-of-plane field for tunability,

the “Oersted ring” is fabricated on top and electrically isolated from the Hall bar by

a dielectric layer. A false colored SEM image of the fabricated device is shown in the

inset of fig. 4.1 (c).

For the operation of the device, a Keithley 6221 current source is used to provide

a current pulse of duration 100 µs through the Ta Hall bar. This current pulse

experimentally implements the required hard axis biasing scheme as shown in the
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sLLG simulation of fig. 4.1 (b). Although the magnet can respond to much faster

pulses, as shown in fig. 4.1 (b), we chose to use 100 µs to be safely within the

delay times of the measurement circuit. After the pulsing event, the state of the

magnetization is read by a lock-in scheme, with a sinusoidal current provided by

the same Keithley current source and an SRS830 lock-in amplifier. The device is

pulsed repeatedly, and the state of the magnetization is read after each individual

pulse. fig. 4.1 (c) shows the average magnetization as a function of the input current

“IIN”. Each data point is obtained by averaging 25 pulsing events, as shown for three

representative cases in the bottom panels. These measurements clearly demonstrate

the successful implementation of a device with an electrical input and output, which

behaves stochastically for individual events, but produces a sigmoidal curve for the

average output. This is the desired characteristic for many probabilistic spin logic

applications including hardware BNs.

4.3 Implementing a two node Bayesian network in hardware

Next, we show how the stochastic devices described in the previous section can be

used to implement a two node Bayesian network in hardware. The essential charac-

teristic of a BN is captured in the CPT. Fig. 4.2 (a) shows the example of a two-node

network, with the first or the parent node (m1) representing the packaging material

for blocks of cheese in a dairy farm, and the second node (m2) representing the prob-

ability of finding a stale cheese block. The values “a” and “b” in the CPT represent

the probability of a cheese block being stale if the packaging material is of low quality

(m1 = 0) vs. high quality (m1 = 1). Since the packaging material positively affects

the shelf life, in this case, a > b. If instead of packaging material, m1 represents the

print design on the package, then the shelf life is not affected by it, and hence, a=b

in this case. Similarly, if some other variable, that negatively affects the shelf life is

represented by m1, then the CPT would have a < b. Now, for the first case, if the

cheese was stored in a cold and dry storage, then the shelf life is increased, irrespec-
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tive of the packaging material quality. This corresponds to adding a positive value to

both a and b in the CPT. Hence, the variables in the CPT can span the entire space

between 0 and 1 independently, depending on the problem being modeled.

We first demonstrate that the CPT between the two probabilistic random variables

in our example can be implemented by design of proper electrical connections between

two of our stochastic devices (of the type shown in fig. 4.1). Then, by testing the

circuit with designed parameters, we show that the probability of the output device

(m2) follows the probability of finding a stale cheese block, obtained from calculating

the joint probability distribution. We also show that the inference about the potential

cause of stale cheese that is evaluated by Bayes theorem is well matched to the

directly observed values from the joint distribution of the device outputs. The results

are also verified by stochastic LLG simulations with magnet parameters (MS, HK

and volume) taken to match the sigmoidal activation function obtained from the

experiment. Fig. 4.2 (a) shows the given CPT that represents the relation between

the stochastic variables m1 and m2. This CPT is translated into the parameters J21

and h2 of the PSL model as shown in fig. 4.2 (b). This translation can be obtained

from the analysis below: The total input, I2, received by the second device is given

by:

I2 = J21 ×m1 + h2 (4.1)

where J21 corresponds to the connection from the first to the second device, m1

corresponds to the state of the first device and h2 corresponds to the constant bias

given to the second device. As eq. 4.1 represents the physical input to node 2 (which

is current in our hardware design), m1 has to enter as a bipolar value (+1 for ‘UP’

state and -1 for ‘DN’ state). The average state of the second device is given by:

< m2 >= σ(I2) = σ(J21 ×m1 + h2) (4.2)

where σ represents the sigmoidal activation function for device 2. The conditional

dependencies can be directly seen from this expression. The probability of m2 being
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Fig. 4.2. Hardware design of a two-node network. (a) The given con-
ditional probability table (CPT) representing the causal dependency
of two probabilistic variables, i.e., the quality of packaging and state
of cheese (b) PSL model of the two node BN with the CPT parameters
translated to PSL parameters (c) Circuit schematic of two connected
devices to implement two coupled Bayesian nodes. Inset on the top
left shows the timing diagram of various operations performed on de-
vice 1 and 2.
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high given m1 high is obtained by evaluating < m2 > from eq. 4.2 by setting m1 = 1.

Since this probability should match the value specified in the given CPT, we obtain:

b = σ(J21 + h2) (4.3)

Similarly, ‘a’ can be obtained by setting m1 = -1 (as bipolar entry corresponding

to m1 being ‘DN’ is -1 instead of 0) in eq. 4.2

a = σ(−J21 + h2) (4.4)

From eq. 4.3 and 4.4 , we obtain the values of the PSL parameters J21 and h2,

from the given CPT table as follows:

J21 = 0.5×
[
σ−1(b)− σ−1(a)

]
(4.5)

h2 = 0.5×
[
σ−1(b) + σ−1(a)

]
(4.6)

The parameters J21 and h2 are then used to design the hardware connection

strengths and biases to two stochastic devices, as will be discussed in the following

paragraphs.

Fig. 4.2 (c) shows the schematic of our circuit. The output voltage from the first

device is amplified by a LT1677 low noise, rail-to-rail precision Op Amp operating

in an open loop configuration. The output level of the Op Amp is determined by

its ±VDD supply voltages. This output is then connected to the Oersted ring of

the second device through a weight resistor “Rweight” that determines how much

current passes through it, and hence controls the output probability of the second

device, corresponding to the J21 term in a BN. Additionally, a voltage source “Vbias”

is connected to the input of the second device through a resistor “Rbias” to mimic the

fixed bias (h2) in a BN. The values of the circuit parameters VDD, Vbias, Rweight and

Rbias are obtained from the required J21 and h2 by the following design analysis:
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In our circuit as shown in fig. 4.2 (c), J21 is the magnetic field produced by the Oer-

sted ring of device 2, normalized with the field required to saturate its magnetization

in the UP or DN state, denoted by B0. This is given by:

J21 = ±
(

µ0

2rB0

)(
VDD
Rweight

)
(4.7)

where r is the radius of the Oersted ring, µ0 is the permeability of vacuum and the

± sign depends on the connection polarity. Similarly, h2 is the additional magnetic

field produced by the constant bias Vbias, normalized to B0.

h2 =

(
µ0

2rB0

)(
Vbias
Rbias

)
(4.8)

Note that h2 contributions due to the remnant magnetic field in the measure-

ment setup have been subtracted out in this analysis for brevity. This additional h2

contribution is just added to the calculated h2 in eq. 4.8.

Next, we show that the same circuit can capture any given CPT, by changing

the Rweight and Rbias. In the circuit shown in fig. 4.2 (c), the total input received by

device 2 is given by:

I2 = ±
(

µ0

2rB0

)(
VDD
Rweight

)
×m1 +

(
µ0

2rB0

)(
Vbias
Rbias

)
(4.9)

For Rweight = ∞, which means J21 = 0, the coefficient of m1 in eq. 4.9 vanishes,

and so does the correlation between the two devices. For a finite Rweight, the con-

nection polarity dictates the sign of the correlation between the two devices, with a

strength inversely proportional to Rweight. Vbias makes the correlation asymmetric as

its corresponding term in eq. 4.9 does not change sign with the state of m1. There-

fore, we can span all possible conditional probabilities between two nodes of a BN

(given by a and b in the CPT) by changing the circuit parameters Rweight, polarity

and Rbias.

4.4 Experimental testing of the hardware Bayesian network

We take five different CPTs with a and b spanning the range between 0 and 1,

shown in fig. 4.3 (a). We then calculate J21 and h2 for these five cases and design
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our circuit according to eq. 4.7 and. 4.8. The designed circuits are then tested by

repeating a sequential pulsing scheme. The inset of fig. 4.2 (c) shows the timing

diagram of the measurement procedure. The two devices are pulsed sequentially

by a Keithley 6221 current source that provides the clocking scheme for our devices.

During the pulsing of the second device, a constant DC read current is passed through

the first device in order to generate the input voltage to the second device. Then,

this sequential pulsing is repeated to generate the required statistics. The two devices

produce random outputs, but with correlated statistics, as is required by the CPT

between the two random variables. The output after each pulse is measured by a

lock-in amplifier and then digitized. Representative sections of the device outputs

are shown in fig. 4.3 (b) for three different connection configuration. It is worth

noting that the pulsing method being followed in the presented experiments (shown

in the inset of fig. 4.2 (c)) is analogous to Gibbs sampling [36, 37], which is widely

used is used for statistical inference [84,85]. Here, each node of the network is pulsed

(sampled) sequentially under the influence of all the other nodes, which are fixed to

their current values.

The probability of finding a stale cheese block can be found from the joint prob-

ability distribution by using the probability chain rule:

p(m2 = 1) =
∑

m1
p(m1,m2 = 1)

=
∑

m1
p(m2 = 1|m1)× p(m1)

= p(m2 = 1|m1 = 0)× p(m1 = 0) + p(m2 = 1|m1 = 1)× p(m1 = 1)

= a× p(m1 = 0) + b× p(m1 = 1)

(4.10)

where p(m1 = 0 or 1) is an input parameter. The number of terms in the above

expression grows as 2N where N is the number of parent nodes for the particular child

node of interest [69]. Instead of performing this algebra, the required probability can

be obtained from the circuit by directly observing the stochastic output of device 2 and

obtaining its mean value over several pulsing cycles. This luxury of having to observe

only the nodes of interest while disregarding all the other nodes is an advantage of
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Fig. 4.3. Testing of the two node BN circuit. (a) Five different combi-
nations of the CPT parameters that are experimentally implemented
in hardware. (b) Representative sections of the measured data for
positive, negative and no connection between device 1 and device 2 as
shown in fig. 4.2(c). (c) Obtained output probabilities of cheese being
stale for the five different given CPTs. The experimentally obtained
probability values are in good agreement with theory and stochastic
LLG simulations. (d) Inference about probability of the packaging
being bad quality given that a stale cheese is found is plotted for
the different CPTs, showing good match between direct experimental
observation, Bayes theorem and stochastic LLG simulations.
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using a probabilistic hardware, versus calculating the probabilities using deterministic

rules as discussed by Feynman [86] and utilized in many sampling schemes [36].

Similarly, given that a randomly drawn cheese block from a large lot is stale, the

probability that it was caused by a low quality packaging material can be found by

using Bayes theorem:

p(m1 = 0|m2 = 1) = p(m1 = 0,m2 = 1)/p(m2 = 1)

= p(m2 = 1|m1 = 0)× p(m1=0)
p(m2=1)

= a×p(m1=0)
a×p(m1=0)+b×p(m1=1)

(4.11)

The number of terms required in the evaluation of the above expression also

grows as 2N where “N” is the number of potential binary causes of a particular

effect [69]. However, from the hardware BN, this probability can be directly obtained

by observing the joint distribution of states of the two devices. It is to be noted

here that this way of performing the inference always involves observing the joint

distributions of only two nodes of the BN: nodes corresponding to the effect and the

potential cause of interest, irrespective of N.

In our experiment, after 100 pulsing cycles, the obtained output probabilities for

all the five circuits (representing the five different CPTs of fig. 4.3 (a)) is comparable

with the expectation from calculating the joint probability distribution and is also

verified by stochastic LLG simulations, as shown in fig. 4.3 (c). Similarly, the ob-

tained probabilities from inference is comparable with that from Bayes theorem and

stochastic LLG simulations, seen in fig. 4.3 (d).

4.5 Circuit Implications and Improvements

Previously proposed hardware implementations of Bayesian networks have used

CMOS based pseudo random number generators realized with XOR-SHIFT circuits

[72] or RAM-based Linear Feedback Gaussian Random Number Generators [70, 71]

that require a large area footprint. What we have demonstrated here is a compact true

random number generator (TRNG) capable of operating at few hundreds of MHz. The
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speed of the device is only limited by the time required for SOT hard axis initialization

and magnetization relaxation after removal of SOT, which normally requires a few

nanoseconds as shown in the sLLG time plot panels of fig. 4.1 (b). Compared to

previously demonstrated spin based TRNG [54,67, 87], this implementation employs

a different scheme to generate random numbers. In our approach, any applied current

that is larger than that required for hard axis initialization of the magnet will result

in the generation of a random number with the correct statistic once the current pulse

is removed [81, 82]. Hence, in a large network, the device to device variation in the

required current can be easily mitigated by choosing the largest value of the required

current among all devices. Possible variations in the shape and offset of the sigmoidal

activation function of our devices can be controlled by appropriately choosing the

parameters B0 and h2 while translating the given CPTs into the connection weights,

shown in eq. 4.5, 4.6, 4.7, 4.8. Also note that the Bayesian network proposed here

does not require analog voltage sources or CMOS MUX to realize the CPT as proposed

previously by Shim et al [82]. Using current controlled tunability of the device and

auxiliary nodes, any CPT can be realized by using only p-bits, one voltage level (VDD)

and analog memristive elements for interconnections and individual biases similar

to RRAM based neural networks. Such programmable analog memristive elements

have been successfully demonstrated recently [88,89]. The energy requirement of the

device demonstrated here can be improved by using the voltage-controlled magnetism

(VCM) effect for hard-axis initialization as proposed by Scott et al. [90] in their

benchmarking study (section IV of the main text). In addition, employing magnetic

tunnel junctions (MTJs) instead of AHE can eliminate the need for OP-AMPs for

readout. The typical difference in the two stable resistive states of an MTJ is of

the order of 10 K, whereas in case of AHE, it is a few ohms for standard material

stacks. This allows the elimination of the OP-AMPs for readout. Implementations of

an MTJ based readout scheme, where the state of the free layer magnet is converted

to a voltage by a potential divider formed by the MTJ and a normal resistor was

presented by Camsari et al. [30] (figure 3 of the main text) and Hassan et al. [45]
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(figure 4 of the main text). In these references, the voltage swing generated at the

output is large enough to be converted to a “rail-to-rail” swing by a single inverter. In

the above references, the MTJ free layer was designed to be a low barrier magnet, but

the analysis of the output swing remains unchanged for our hard axis initialization

scheme with stable magnets.

4.6 Conclusion

We have experimentally demonstrated that by connecting two stochastic spin-

tronic devices and designing the connection and bias parameters, BN building blocks

can be implemented in hardware. By implementing BNs using such hardware, both

probability assessment and inference can be performed by sampling the output of

only the relevant nodes. This demonstration serves as a step towards building large

scale hardware systems for implementing Bayesian networks.
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5. CORRELATED FLUCTUATIONS IN A TWO P-BIT

NETWORK

Most of the materials in this chapter have been extracted verbatim from the pa-

per: Debashis, Punyashloka, and Zhihong Chen. “Tunable Random Number Gener-

ation Using Single Superparamagnet with Perpendicular Magnetic Anisotropy.” 2018

76th Device Research Conference (DRC). IEEE, 2018, and Debashis, Punyashloka et

al.“Correlated fluctuations in spin orbit torque-coupled perpendicular nanomagnets”,

in press, Physical Review Applied (2020)

5.1 Introduction

In chapter 3, we demonstrated that by designing proper thickness of the mag-

netic layer, the perpendicular anisotropy can be made week in a Ta/CoFeB/MgO/Ta

stack. Utilizing that, we demonstrated a device where the state of the low barrier

nanomagnet (LBNM) can be read electrically via the anomalous Hall effect (AHE).

We characterized the speed and the quality of the generated random numbers. How-

ever, for being useful as a p-bit, the probabilities of occurence of the output states

must be tunable electrically.

Several implementations of LBNM based true random number generators have

been demonstrated in the last few years, while only a few included the output tun-

ability. One such device is based on an SMTJ with an in-plane LBNM as the free

layer, where the tunability of the output state is obtained through spin transfer torque

(STT) [54]. It is well known that the major reliability issue in STT-MRAM is the

result of the read and write operations sharing the same access path through the

entire MTJ stack. Furthermore, having a common read and write path does not

allow for the isolation of the input and output signals, and hence makes it difficult
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to concatenate these devices into a network. Therefore, a three-terminal device with

SOT based output tunability is much more desirable due to the separation of the

write current path from the read current path [91]. Such devices have been proposed

for in-plane LBNMs [51, 78, 92]. However, recent simulation studies suggest that a

dense array of in-plane LBNMs have significant magnetic dipolar interactions [54].

Such interactions could lead to compromised randomness and unwanted correlations

between SMTJs in a large network. Moreover, SOT tunability of in-plane magnetiza-

tion occurs through the so-called anti-damping mechanism, which is energy inefficient

since it must overcome a large demagnetization field [28]. Therefore, LBNMs with

perpendicular magnetic anisotropy (PMA) are ideal for high density, smaller pitch

size arrays that are essential for large network implementations. However, current

material systems that exhibit SOT can only generate spins with in-plane polariza-

tion, which is orthogonal to the magnetization of the low barrier PMA magnet, hence,

complete tunability of its output state is not possible through SOT alone [79]. In case

of stable PMA magnets, in-plane polarized spin currents can switch the magnetization

deterministically between “UP” to “DN” state in the presence of a small symmetry

breaking in-plane magnetic field, as first shown by Miron et al. [83] and Liu et al. [63].

Later, several approaches were demonstrated to remove the requirement of this un-

desirable external field by introducing a built-in symmetry breaking field. This is

achieved by means of either a tilted anisotropy [93], lateral structural anisotropy [94],

interlayer exchange coupling [95, 96], GSHE of an antiferromagnet [97, 98] and ferro-

electric substrate [99,100]. These approaches could potentially be adopted to tune the

stochastic output of a PMA LBNM. However, experimental demonstration of such

a SOT tunable LBNM based device is not present in literature to the best of our

knowledge.

In this work, we demonstrate for the first time, an SOT tunable random number

generator made of a PMA LBNM. The SOT tunability is realized through a small tilt

in the magnetic anisotropy axis, as is evidenced by our experiments and supported

by sLLG simulations. We then couple two such devices via electrical connections and
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study the correlation in their output fluctuations. Our experiments show that a weak

coupling strength, that is 10 times smaller than the critical current required for de-

terministic switching, is sufficient to establish correlations between the outputs of the

two devices. By changing the connection polarity, we show that the correlation can

be changed from positive to negative. Our studies also show that two LBNMs with

different time scales of fluctuation can get correlated efficiently. We perform simula-

tions (not part of this thesis) on this coupled 2 p-bit system using a dynamical model

of autonomous circuits with all the required parameters taken from experiments. The

simulation results show good matching with the experiments. This demonstration of a

novel tunable TRNG and its behavior in an electrically coupled network provides im-

portant insights towards realizing large p-bit networks for unconventional computing

tasks.

5.2 Tunability with spin orbit torque

We demonstrate that the mean value of the random numbers can also be tuned

by a DC current through the giant spin Hall effect (GSHE) Ta Hall bar, as shown

in fig. 5.1. Fig. 5.1 (a) shows the measurement configuration, where a constant DC

current (IDC) through the GSHE underlayer is applied on top of a small AC read

current (IC). As shown in fig. 5.1 (d), depending on the sign and magnitude of

IDC , the magnetization direction favors the “UP” or “DN” direction, resulting in the

sigmoidal curve for the average. We call this device a probabilistic bit, i.e. a p-bit.

Representative signals at three different IDC are presented in the panels to the right

of fig. 5.1 (d). The effect of DC current can also be seen by plotting the dwell time in

“UP” and “DN” states for various IDC , as shown in fig. 5.1 (e) (measurement done

at 250 K). This modification in the dwell time directly results in the tunability of the

average magnetization. It is worth mentioning here that the small read current can

also affect the state of the output, especially for a LBNM having a thermal barrier

close to zero, and hence has to be carefully mitigated by design. This read disturb
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Fig. 5.1. (a) Schematic of the measurement configuration with the
fabricated device. The magnetic island has a diameter of 100 nm.
Cartoon representing the energy diagram of the perpendicular mag-
netization is shown in the top right inset. The two states, i.e, “UP”
and “DN” are separated by a small energy barrier EB, so that ther-
mal energy is sufficient to randomly fluctuate the magnetization be-
tween the two states. (b) Measured anomalous hall resistance for a
fixed small read current (IC) and no DC current (IDC). The random
telegraphic signals arise from the random fluctuations of the perpen-
dicular magnetization between UP and DN states. (c) Histogram of
the dwell time in UP and DN states. Both histograms are well fitted
by an exponential envelope, showing that the magnetization flipping
can be represented by a random Poisson process. The average dwell
time (τUP and τDN) are calculated from the exponential fit. (d) Mea-
surement with a DC charge current through the GSHE underlayer to
obtain tunability. A sigmoidal curve is obtained for the average RAHE

vs. IDC , showing tunability for a PMA LBNM without any external
magnetic field. Each point on this curve is obtained by averaging
the random telegraphic output, representative data sets shown in the
three panels on the right. (e) The dwell times in UP and DN state
changes as a function of IDC , which leads to the sigmoidal curve for
average magnetization state.

issue however is negligible in our case, where the energy barrier of the LBNM is

≈18 kBT . Please note that the steeper dependence of τUP compared to τDN is just an
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experimental artifact, that could be the result of a small X-directed remnant magnetic

field in the measurement chamber, which results in different tilt angles for the UP

and DN directions with respect to the sample normal. However, there is no evidence

of this in several of our devices, and hence we do not attempt to analyze this effect.

5.2.1 Physics of tuning low barrier PMA magnet through in-plane spins

Since the polarization direction of the generated spins due to the charge current

through the GSHE underlayer lies in the X-Y plane, it is surprising to see a tunability

of the perpendicular magnetization by the DC current. An obvious hypothesis that

we first considered was: the Oersted field generated by IDC points along the Z-axis

at the edges of the hall bar, and could potentially favor one magnetization state over

the other, leading to the observed tunability. This is illustrated in fig. 5.2 (a). To test

this hypothesis, we measure the magnetization response as a function of an applied

magnetic field along the Z-direction. As expected, the average magnetization shows

a sigmoidal behavior, as this external field favors the UP direction for positive field

values and DN direction for negative field values.

We then repeat the same measurement in the presence of a constant IDC . Any

constant Oersted field in the Z direction produced by this IDC would result in a

horizontal shift or offset of the sigmoidal response, by an amount equal to the average

magnetic field exerted on the magnet along Z-direction due to IDC . We measure this

shift, “Boffset” for various IDC and plot Boffset vs. IDC in the right graph of fig. 5.2

(b). There are two observations from this graph that contradict the hypothesis of the

Oersted field induced tunability. Firstly, Boffset is not a linear function of IDC , which

is different from the Oersted field linearly following the current, B = µ0IDC/2W . It

can be clearly seen that Boffset saturates for |IDC | > 10 µA. Secondly, in the region

where Boffset is linear with IDC , the slope, Boffset/IDC = 4× 10−1 mT/µA, is much

larger than the expected value of µ0/2W = 3× 10−3 mT/µA for the case of current

induced Oersted field. The possibility of a second order anisotropy term [101] being
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responsible for the observed tunability was also considered through sLLG simulations

and was found to be inadequate to explain the experiments. The simulation model

and results are presented in supplementary section III of the parent paper of this

chapter.

We therefore hypothesize that a slightly tilted magnetic anisotropy direction is

responsible for the observed tunability, as illustrated in fig. 5.2 (c). Essentially, if

the magnetization tilt is in the X-Z plane, it can lead to X-polarized spins in the

SOT underlayer favoring one state over other. A +X directed spin will favor the

(X, Z) quadrant for the magnetization, resulting in a positive mZ , which will register

as an UP in the AHE measurement (since RAHE is proportional to mZ). On the

other hand, a –X directed spin will favor the (-X,-Z) quadrant, resulting in a negative

mZ or DN direction for the magnetization. This is similar to the engineered tilted

anisotropy work by You et al. [93] applied on stable, large barrier magnets. In our

case, since the magnetic stack is designed to have a very low perpendicular anisotropy,

any small in-plane anisotropy developed during the film deposition process can lead

to a significant tilt angle that is otherwise undetectable in magnets with strong per-

pendicular anisotropy. To test out this hypothesis, we carry out AHE measurements

as a function of external magnetic fields along Z, Y and X directions on another

device made of the same stack. Firstly, we carry out RAHE vs. BZ measurements

as shown in fig. 5.2 (d) left plot. It can be seen that the saturation value of RAHE

is noticeably larger than the remanent value. The tilt angle, θ can be estimated by

the relation θ = cos−1(RAHE,remanent/RAHE,saturation) as is done by You et al. [93].

From the measured data, θis estimated to be around 25 degrees. Next, we carryout

RAHE measurements in the present of BX (black curve) and BY (blue curve), shown

in fig. 5.2 (d) right plot. In these measurements, the RAHE saturates to a zero value

for large applied fields (B > Bsat) since the perpendicular component of the magne-

tization vanishes as the magnetization is progressively forced to lie in the X-Y plane.

By comparing Bsat for the X directed field and Y directed field, it is seen that the

magnetization can be forced along the X direction more easily than the Y direction,
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as Bsat,X < Bsat,Y . This suggests that the tilt direction is in the Z-X plane, toward

the X-axis.

In the fabricated devices, a precise tilt angle was not engineered. However, it

was observed that the DC current tunability curves for most of our working devices

had similar current requirements (as shown in Supplementary information, section

IV of the parent paper of this chapter). This leads us to believe that orientation and

magnitude of tilt was consistent among devices.

Furthermore, the feasibility of SOT based output tunability of a p-bit made of a

low barrier PMA magnet with tilted anisotropy is confirmed by numerically solving

the stochastic Landau-Lifshitz-Gilbert (sLLG) equation with a monodomain macro-

spin assumption.These simulations, presented in the parent paper, reproduce the

experimentally observed tunability with DC current when the tilt angle was set to θ

> 10o.

Further, sLLG simulations are performed for the magnetization of the LBNM as a

function of an externally applied Z-directed magnetic field in the presence X-polarized

DC spin current. This simulation is performed to capture the experimental scenario

of fig. 5.2 (b). The Boffset values are extracted following the same protocol as in

fig. 5.2 (b). The Boffset vs. IDC curve obtained from this sLLG simulation with

tilted anisotropy captures the key features of the experimental observation: (i) the

Boffset value saturates for large IDC values, (ii) the slope of Boffset vs. IDC is much

larger than that expected from the Oersted field associated with IDC . When the tilt

angle of the anisotropy axis was set to 0o, neither of the two features are observed in

the simulation. These simulation results further strengthen our hypothesis that the

observed effects are due to a tilted magnetization anisotropy of the LBNM.

NOTE: The sLLG simulations discussed in this section is performed by Rafatul

Faria.
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Fig. 5.2. (a) Possible explanation of the obtained tunability. A litho-
graphic misalignment could lead to the magnet island being situated
towards one edge of the Ta electrode, where the perpendicular com-
ponent of the Oersted field due to the charge current could lead to
the observed tunability. (b) Device output as a function of exter-
nal magnetic field in the Z-direction, in the presence of DC current
through the GSHE underlayer. Offset field (Boffset) due to IDC is
obtained from the horizontal shift in the output curves. The plot on
the right shows Boffset vs. IDC , which clearly displays a saturating
behavior. Also, the slope in the linear region is more than two orders
of magnitude larger than that expected from the Oersted field shown
in grey (zoomed in figure in inset). (c) Another possible explanation
of the obtained tunability. A tilted anisotropy in the nanomagnet
leads to a non-zero mx component of the magnetization that can be
tuned by the spin current through the GHSE underlayer. Due to the
tilted anisotropy field, tuning mx by the in plane spin currents leads
to tuning mz. (d) Measured anomalous Hall signal as a function of
magnetic field in X, Y and Z direction. From the X-Z plot, we can
deduce the tilt angle θ from the ratio of saturation signal. From the
X-Y plot, we notice that it is easier to saturate the magnetization
in plane in the X direction compared to the Y direction, suggesting
that the tilt of magnetization lies in the X-Z plane. (e) sLLG sim-
ulations of the above device with an applied DC charge current for
various magnetization tilt angles. The charge current flows in the Y
direction in the GSHE underlayer, producing spins with polarization
along X direction that are responsible for the observed tunability. (f)
The experimental scenario of (b) is numerically simulated to extract
the Boffset vs. IDC , which shows the qualitative features of experi-
mentally obtained curve: (i) saturation of the Boffset for large IDC
(ii) large slope of Boffset vs. IDC compared to that expected from
Oersted field. The quantitative value of slope and saturation field is
different because of the different magnet dimensions compared to the
experiment.
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5.3 Electrically coupled network of two p-bits

In this section, we study two electrically coupled p-bits. The stochastic output

of the first p-bit (“driver”) is amplified and provided as the input to the GSHE

underlayer of the next p-bit (“follower”). The amplification is done by SRS 830

lockin amplifiers, with an averaging time of 3 ms, which is much smaller than any

other time scale in the experiment. The outputs of the lockin amplifiers are then fed

to comparators in order to digitize the signals. We vary the connection configuration

between the two devices to observe their behaviors. Fig. 5.3 (a) illustrates the circuit

setup with the device on the left being the drive and the device on the right being the

follower. The connection strength between the two devices is controlled by changing

the Rweight shown in the same figure. We study three configurations: no connection

(Rweight = ∞), positive connection (Rweight = 400 KΩ and amplifier gain is positive)

and negative connection (Rweight = 400 KΩ and amplifier gain is negative). Fig. 5.3

(b) shows the normalized autocorrelation of the output signals of the two devices

(Âdriver and Âfollower) for the three configurations, obtained by the following formula:

Adriver(∆t) =
∑T−∆t

t=0 (Xt − X̄)(Xt+∆t − X̄)

Afollower(∆t) =
∑T−∆t

t=0 (Yt − Ȳ )(Yt+∆t − Ȳ )
(5.1)

Âdriver(∆t) = Adriver(∆t)
Adriver(0)

Âfollower(∆t) =
Afollower(∆t)

Afollower(0)

(5.2)

In the above formulae, Xt and Yt are the state of the driver and follower respec-

tively at time t; X̄ and Ȳ are the respective mean values; T is the total measurement

time. As seen in fig. 5.3 (b), when unconnected, the two devices fluctuate at dif-

ferent time scales, evidenced by the markedly different full width at half maximum

(FWHM) of their autocorrelation peaks. However, when either a positive or nega-

tive connection is established between the two devices, the fluctuation time scale of

the follower (FWHMfollower) becomes closer to that of the driver (FWHMdriver).

Fig. 5.3 (c) and (f) show representative sections of the time traces of the output

signals of the driver (Xt) and the follower (Yt) for positive and negative connection
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Fig. 5.3. (a) The circuit to implement directed connection between
two p-bits. (b) Normalized auto correlation of the outputs of the
driver (bottom) and the follower (top) for different connection config-
urations. Follower p-bit is much slower than driver for no connection
case, but starts to respond faster when positive or negative connec-
tion is established between the two p-bits. (c) Time traces of the two
p-bits. With positive connection established between them, positive
correlation starts appearing, which is also seen from by plotting the
histograms of the four possible states in (d). The parallel configu-
rations (UU) are more frequent. This is closely matched by PPSL
simulations. (e) The “relatedness” between the driver and follower
signals is quantified by the cross correlation, which shows a positive
peak. The correlation coefficient given by the height of the peak and
the time scale of the correlation, given by the FWHM of the peak
are both closely matched by PPSL simulations. (f) (g) and (h) are
for the case of negative correlation.
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respectively, where the emergence of positive and negative relation can be observed.

To quantify the relatedness between the two signals, the histogram of the four possible

configurations are plotted in fig. 5.3 (d) and (g). It is observed that the driver

signal has some inherent bias towards the UP state, possibly due to the presence of

an unwanted magnetic field in the measurement chamber. Therefore, to accurately

quantify the relatedness between the two outputs, we calculate the cross correlation

between the two signals (Cdriver,follower), obtained by introducing a relative time shift

(∆t) between the two output signals and calculating the inner product as a function

of this shift according to the following formula:

Cdriver,follower(∆t) =
T−∆t∑
t=0

(Yt − Ȳ )(Xt+∆t − X̄) (5.3)

This metric is less prone to the inherent bias as the correlations are calculated

from signals after subtracting their respective mean values. Also, this metric preserves

the time dependence of the relatedness. Any misleading relatedness observed in the

histogram due to inherent biases in the two signals would not have time dependence,

and hence would not contribute to the peak structure on the cross correlation plots.

We plot the normalized cross correlation obtained from the following normaliza-

tion:

Ĉdriver,follower(∆t) =
Cdriver,follower(∆t)

(Adriver(0)× Afollower(0))1/2
(5.4)

The black curves in fig. 5.3 (e) and (h) show Ĉdriver,follower. The correlation coeffi-

cient is just the peak value of Ĉdriver,follower. From the above analysis we obtain the

following insights for the different connection configurations.

No Connection: For the no connection case (Rweight =∞), the outputs of the two

devices are essentially two independent random bit streams. An important finding

from this experiment is that the two unconnected p-bits here have markedly different

time scales of fluctuation, as is seen by the FWHM of the auto correlation plots for

driver and follower signals in fig. 5.3 (b). The driver fluctuates at a faster time scale,

with an FWHMdriver = 24 ms, whereas that for the follower p-bit is much slower

with a FWHMfollower of 648 ms.
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Positive/Negative connection: Next, we use Rweight = 400 KΩ and choose the

connection polarity to implement a positive correlation. The choice of Rweight and

VDD together result in a current of 25 µA input to the second device, which is smaller

than the critical current required for deterministic switching of the magnetization

direction. Considering a magnet with an energy barrier of EB ≈ 15kBT , spin Hall

angle of Tantalum, θSHE,Ta = 0.07 and the Hall bar width of W =200 nm, the critical

switching current without thermal assistance can be calculated to be Icritical ≈300

µA from the formula given by Liu et al. [63]. Therefore, the current required here

for establishing a correlation between the two p-bits is more than 10 times smaller

than Icritical. The effect of a positive connection can be seen in the time traces of

fig. 5.3 (c), where the follower’s output signal weakly follows that of the driver, while

showing intermittent random flips. From fig. 5.3 (e), we see that the cross-correlation

(Ĉdriver,follower) peaks around ∆t = 0 and dies off with a FWHMdriver,follower =162

ms, suggesting that the follower p-bit responds to the input provided by the driver in

the time scale of the driver. It is also interesting to see that the follower, which was

much slower than the driver in the unconnected case, starts to respond with a speed

close to that of the driver for the positive connection case. This is quantified by the

FWHMfollower decreasing to 100 ms, as shown in fig. 5.1 (b) red curve. Similarly,

for the negative connection case, a negative peak in the cross correlation can be seen

around ∆t = 0 as seen in fig. 5.3 (h). The speed of the follower becomes closer to

that of the driver, as quantified by the reduction in the FWHMfollower to 75 ms, as

shown in fig. 5.1 (b) blue curve.

There are two findings from the above experiments that are of critical importance

for large networks of interconnected p-bits: 1. A weak electrical interconnection,

which is more than 10 times smaller current than that required for deterministic

switching, is sufficient to induce correlations between two p-bits. Weak interconnec-

tion strength is crucial for low power consumption in a large network. Moreover,

as correlations are present even with weak interconnection strengths, it allows for

electrical annealing [38], where the interconnection strength can be gradually turned
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up to further enhance the desired correlations and suppress the undesired ones. 2.

A large difference in the natural time scales of the two devices does not hamper the

operation of such circuits. Another important factor for a large p-bit network is its

robustness against device to device variations. Specifically, the natural fluctuation

time scales of the p-bits depend exponentially on the energy barrier of the individ-

ual nanomagnet, which can have a distribution due to process variability. Therefore,

for a network of p-bits with different energy barriers to work as desired, correlations

need to be established even with different individual fluctuation time scales. This

important requirement has been verified in our experiments, where correlations were

successfully established between the two p-bits despite their natural time scales being

very different (24 ms and 648 ms for driver and follower respectively). The effect of

time scale variation on the cross correlation between the driver and the follower p-bit

is studied using numerical simulations of eq. 8-10 and is presented in supplementary

information, section V of the parent paper.

5.4 Conclusion

In summary, we have demonstrated for the first time, a stochastic nanomagnet

with perpendicular anisotropy, tunable by an in-plane spin current. We hypothesize

the possibility of a tilted anisotropy being responsible for the observed tunability,

which is supported by both experiments and sLLG simulations. We further demon-

strate a coupled network of two such stochastic devices, namely p-bits, and show

that correlations between their stochastic outputs can be manipulated through weak

electrical interconnections, despite having difference in their natural fluctuation time

scale.
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6. PHASE SYNCHRONIZATION AND FREQUENCY

TUNABILITY IN WEAK ANISOTROPY

PERPENDICULAR NANOMAGNETS

Most of the materials in this chapter have been extracted verbatim from the pa-

per: Debashis, Punyashloka et al. “Phase synchronization and frequency tunability

in weak anisotropy perpendicular nanomagnets” 77th Device Research Conference

(DRC). IEEE, 2019; and Debashis, Punyashloka et al. “Spin orbit torque controlled

stochastic oscillators with phase synchronization and frequency tunability”, in prepa-

ration (2020)

6.1 Introduction

Recently, there has been emerging research in the area of stochastic oscillators,

which utilize the ambient thermal noise to facilitate synchronization. In such os-

cillators, the state of the device shows self-sustained random fluctuations between

two metastable states driven by the ambient thermal noise, which determines an av-

erage fluctuation rate. A clear advantage of such stochastic oscillators is that no

power is required to sustain the oscillations, unlike the periodic oscillators [102–106].

Furthermore, it has been shown theoretically [107, 108] that such oscillators can be

synchronized with external periodic excitations through the phenomenon of stochas-

tic resonance [109]. Experimentally, there are very few demonstration with nanoscale

solid state devices [110–113]. Locatelli et al. [53] demonstrated stochastic resonance

using spin transfer torque (STT) in a two terminal device based on a low barrier

MTJ.

In this work, we demonstrate stochastic resonance based synchronization in a

three terminal device geometry, utilizing spin orbit torque (SOT). Furthermore, by
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feeding the device output back to its input through a simple resistor, we show that

this synchronization frequency can be tuned electrically.

6.2 Synchronization with an external periodic drive

We described in the chapter 5, how the application of a DC current to the GSHE

input of the device can be viewed as producing an effective tilt in the energy barrier

towards one of the UP or DN states, depending on the current polarity. When a

sinusoidal current is applied to the giant spin Hall effect (GHSE) input of the de-

vice, the energy landscape is periodically tilted towards the UP and the DN states

during the positive and negative half cycle of the sinusoid respectively as shown in

fig. 6.1. When the frequency of this sinusoidal perturbation to the energy landscape

matches that of the average transition frequency of the magnetization between the

two states, the phenomenon of stochastic resonance [109] takes effect. In this case,

the magnetization periodically fluctuates between the two states, completely in syn-

chronization with the external periodic perturbation. It is to be noted here that the

amplitude of the external periodic perturbation is much smaller than that required

for deterministic forcing of the magnetization to one state or the other. Fig. 6.2 (a)

shows the measurement configuration with the external sinusoidal current provided

to the device input. With the input turned off, the device output shows random

fluctuations as seen by its time trace. The histograms of dwell times are well fitted

by an exponential envelope (fig. 6.2 (b)) to give the average natural frequency (f0)

to be 5 Hz.

Next, a sinusoidal current is provided to the device input and its output is

recorded. This measurement is then repeated for different frequencies (fin) of the

input sinusoidal current. Fig. 6.2 (c) shows the output time traces of the device for

three different input frequencies, while fig. 6.2 (e) plots the dwell time histograms for

these time traces. First, for fin = 100 Hz, which is much larger than f0, it can be

seen that the device output is random and the corresponding dwell time histogram
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Fig. 6.1. A system having a double well potential is shown, with
the two metastable states being named UP and DN, separated by
energy barrier EB. It involves two time scales: (i) the average thermal
transition rate (τ−1), fixed by the energy barrier separating the two
wells and (ii) the rate of external periodic perturbation (T−1

drive). When
T−1
drive = τ−1, the transitions themselves become periodic.

has an exponential envelope. This suggests that for fin = 100 Hz, the device output

is unaffected by the input current. Next, when fin is changed to 5 Hz, matching

f0, the device output becomes periodic and the dwell time histogram does not have

an exponential envelope, rather shows a peak structure around τUP = τDN = Tin/2

(where Tin= 1/fin), as expected for periodic output with same frequency as that

of the input signal. Finally, when fin is further reduced to 1 Hz, the output has a

weak dependence on the input and switches sign when the input current is reversed.
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Fig. 6.2. (a) Device configuration with an external sinusoidal input
with frequency f. (b) Device behavior with the external input turned
off. The time trace of the output shows random telegraphic signal,
confirmed by the dwell time histograms shown below it, having expo-
nential envelopes. (c) Response of the device to sinusoidal input with
different frequencies. We can see that the output looks periodic when
the frequency, f, matches with the natural frequency of the device, i.e,
5 Hz. (d) This is quantified by plotting the phase difference between
the input and the device output. For the 5 Hz input, the phase dif-
ference stays very close to zero (e) This is also reflected in the dwell
time histograms. The peak at tdwell/Tdrive = 0.5 for f = 5Hz shows
that the magnetization state stays in one state for half the drive time
period before flipping to the other state in sync with the drive. This
peak structure is not present for other input frequencies.

However, there are a large number of small dwell time transitions or “glitches”. This

is also evident in the dwell time histogram, where a peak is seen around Tin/2, but

there is a large population of small dwell times, corresponding to the glitches dis-

cussed before. In this case, since the input current remains at a particular polarity

for longer time than the average thermal transition rate of the LBNM, the probability

of random switching events of the magnetization within one half cycle of the input

sinusoid increases.
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Fig. 6.3. Effect of feedback in dymanically changing the energy barrier
by tilting the energy landscape towards or away from the currently
occupied state in case of positive or negative feedback respectively.

In order to quantify the synchronization of the device output to the input periodic

drive, fig. 6.2(d) show the linear reconstructed phase difference [108] between the input

and the output signal. It can be seen that for fin = 5 Hz, the phase difference stays

around zero, showing complete phase locking of the input and output signals. For

the other two frequencies, the phase difference diverges indefinitely.

6.3 Tuning the fluctuation rate through electrical feedback

When the magnetization state is amplified and fed back to the giant spin Hall

effect (GSHE) underlayer, the magnetization fluctuation becomes slower or faster,

depending on the polarity and strength of the feedback, analogous to temperature

annealing. This can be understood by again considering the change to the energy

landscape of the LBNM, as shown in fig. 6.3. In the positive feedback configuration,

when magnetization is in the UP state, the device output feeds back a positive current

to its input, thus tilting the energy barrier in favor the UP state, i.e, the barrier that
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needs to be overcome to transition from the UP to the DN state is larger than the

barrier for the reverse transition. Similarly, when the magnetization is in the DN

state, barrier for going from the DN to the UP state is larger than the barrier for

the reverse transition. So, the energy barrier is dynamically modified in a way such

that the energy barrier appears be higher to transition from the occupied state to

the other state. This in effect reduces the f0 of the LBNM. The situation is exactly

opposite in the case of the negative feedback configuration. In this case, the effective

energy barrier to transition from the occupied state to the other state is lowered,

hence increasing the f0 of the LBNM.

Fig. 6.4 (a) shows the experimental schematic. The effective increase in the en-

ergy barrier due to positive feedback is seen from the steeper slope of τ vs. HZ

measurement shown in Fig. 6.4 (b). Fig. 6.4 (c) shows the time traces of the output

fluctuations for different feedback configurations of another device. Fig. 6.4 (d) shows

that the f0 can be increased or decreased depending on the feedback strength and

polarity (controlled in the experiment through VDD of the amplifier).

6.4 Tuning the synchronization frequency of the device

We now use this method to tune the synchronization condition with an external

sinusoidal input. With no feedback, the f0 of the device is 24 Hz (fig. 6.5 (a)), as

hence it synchronizes with an external sinusoidal drive when fdrive=25 Hz. This is

seen in the phase plots of the device output and the external input (fig. 6.5 (a) bottom

panel). Now, by introducing a positive feedback, the f0 of the device changes to 8

Hz (fig. 6.5 (b)). Hence, the device output synchronizes with external drive when

fdrive = 15 Hz (fig. 6.5 (b) bottom panel). Thus, we demonstrate electrically tunable

synchronization of our stochastic oscillators.
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Fig. 6.4. (a) Schematic of the device with feedback provided by Rweight

shown in red. (b) τUP and τDN measurement as a function of exter-
nally applied field in Z-direction. The larger slope for the +ve feed-
back case (red lines) suggests a larger effective EB. (c) Time traces
of another device output for different feedback configurations. The
electrical feedback provided by amplifying the output and connecting
it to the input through a resistor, Rweight. The voltage labels for each
time trace corresponds to the VDD of the amplifier used. Negative VDD
values mean negative feedback. (b) The mean oscillation frequency
vs. VDD of the amplifier, quantifying the effect of the feedback. Here
fnatural is the average frequency of the device without any feedback.
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Fig. 6.5. (a) – (b) show the measurements of synchronization to an
external sinusoidal drive with and without feedback. (a) shows the
phase difference between the device output and an external sinusoidal
input for different frequencies of the input. The synchronization fre-
quency for the device output is 25 Hz for no feedback configuration.
(b) shows the results of same measurement but with an additional
positive feedback in place. The synchronization frequency changes to
15 Hz in this positive feedback configuration.
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7. REALIZATION OF A SPIN LOGIC DEVICE WITH

COMPOSITE MAGNETIC STACK

Most of the materials in this chapter have been extracted verbatim from the paper:

Debashis, Punyashloka, and Zhihong Chen. “Experimental Demonstration of a Spin

Logic Device with Deterministic and Stochastic Mode of Operation.” Scientific reports

8.1 (2018): 11405.

Building logic units with spintronic elements is a topic of great interest as they

can offer the functionality of a logic device at lower power and at the same time

serve as memory elements, owing to the non-volatile nature of nanomagnets. Driven

by this idea, many proposals of spin based logic devices have been widely discussed

[48, 114–116]. Charge-coupled spin logic (CSL) [48] is one of the most promising im-

plementations due to the use of robust charge currents for long transport distances as

terminal quantities. The CSL design consists of a WRITE unit into which information

can be written by an external stimulus and a READ unit from which the informa-

tion can be read out and supplied to the next stage as input. Most importantly, the

WRITE and the READ units must be electrically isolated to eliminate feedback, at

the same time should be directionally coupled so that information can be transferred

from the WRITE unit to the READ unit. In the original CSL proposal, giant spin

Hall effect (GSHE) was proposed to be the writing mechanism and magnetic tunnel

junction (MTJ) was suggested as the READ unit (fig. 7.1).

Although the physics and operation of GSHE and MTJ are both well established,

a final experimental demonstration of a CSL like spin logic device that meets design

criteria of a logic device is still missing. One of the essential missing components is

the experimental demonstration of an electrically isolated but directionally coupled

READ and WRITE unit.
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Fig. 7.1. CSL device implementation: The original CSL device
proposal has a GSHE based write-unit and a MTJ based read-unit.
The coupling between the read and the write unit is implemented via
dipolar interaction between mW and mR

In this work, we present an implementation of the charge spin logic device, that

demonstrates the aspect of directional coupling, while utilizing simple mechanisms to

implement an electrical READ and WRITE unit. The presented device has (i) an

in plane magnetic anisotropy (IMA) magnet driven by Oersted field as the WRITE

unit, (ii) a perpendicular magnetic anisotropy (PMA) magnet switched by the giant

spin Hall effect (GSHE) of tantalum and utilizing anomalous Hall effect (AHE) as the

READ unit and (iii) the symmetry breaking field from the IMA magnet to the PMA

magnet as the directional coupling. The nearby IMA magnet dictates the response

of PMA to the GSHE spin torque. By writing information into the IMA through

Oersted field and reading information from the AHE of the PMA, a new CSL device

is successfully implemented with the combined PMA-IMA stack.

In contrast to the originally proposed implementation of CSL, the coupling be-

tween WRITE and READ is realized by a very small dipolar field from the IMA that

is sufficient to break the symmetry of GSHE switching of the PMA (fig. 7.2). This

weak coupling relaxes the design constraints on the isolation layers and magnet di-

mensions [117], i.e., we can now design thicker isolation layers for improved read-write

isolation and endurance, and thinner magnets for lower operation energy.
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Fig. 7.2. New CSL device idea: (a) The original proposal was
based on two IMA magnets and a strong coupling between them that
can switch them in unison. Here, the idea is to have an IMA magnet
and a PMA magnet. A much smaller dipolar field from the IMA
magnet is required to break the symmetry of GSHE switching of the
PMA magnet underneath, achieving information flow from WRITE
to READ unit. (b) Schematic of the coupled IMA-PMA device.

We emphasize that the read and write mechanisms of the presented device can be

replaced by more efficient technologies. For example, the WRITE unit can employ

spin orbit torque (SOT) switching of the IMA magnet by having a GSHE material like

Tantalum adjacent to it [28]. It can also utilize recent advances in voltage control of

magnetization [118,119]. The READ unit can include a PMA-MTJ [27] similar to the

original CSL proposal. These mechanisms can be integrated based on the application

needs or desired performance metrics as long as they fulfill the requirements of the

coupled IMA-PMA device design shown in fig. 7.2. The specific design presented in

this paper is just one of the designs used for easy integration, while the main focus

is to experimentally demonstrate a CSL operation as the first proof-of-concept spin

logic unit with input/output isolation and directed coupling.

7.1 Experimental approach and results

We begin with depositing a composite stack of PMA and IMA magnet separated

by 6–7 nm MgO that serves as the electrical isolation between them. This composite
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stack sits on a 7 nm Ta GSHE layer (fig. 7.3 (a)). Vibrating sample magnetometry

(VSM) measurements using a superconducting quantum interference device (SQUID)

on control samples reveal good ferromagnetic behaviors, with a high ratio of remnant

moment to saturation moment and abrupt magnetization reversal for both IMA and

PMA layers (fig. 7.3 (b,c)). Next, the Ta layer is patterned into a Hall bar with

the composite IMA-PMA stack sitting on top shaped into an ellipse with major and

minor diameter of 3 µm and 1 µm, respectively (fig. 7.3 (d)). AHE measurements

done with external out-of-plane feld (fig. 7.3 (e)) show square hysteresis loop (fig. 7.3

(f)), confirming two distinguished magnetization states. Te IMA signal does not

impact this measurement as it is isolated by the MgO layer. Note, the coercive field

in fig. 7.3 (f) is larger than that in fig. 7.3 (c), as a result of patterning the PMA stack

into a smaller island [120]. The impact of the stray magnetic field from the IMA on

the PMA magnet’s coercive field is minimal as both of its in plane and out of plane

components are less than 1 mT.

7.1.1 Switching PMA with in plane polarized spin current

As first shown by Miron et al. [83] and Liu et al. [63], in-plane polarized spin

currents can produce SOT that can efficiently rotate the magnetization of a PMA

deterministically in the presence of a small symmetry breaking in-plane field. In

this scenario, the critical current needed to switch a PMA magnet can be much

smaller than for an IMA magnet with the same energy barrier, due to the absence

of a demagnetization field for PMA magnet (see eq. 7.4). However, the requirement

of an in plane field to deterministically switch the PMA magnetization from “up”

to “down” (or “down” to “up”) makes it undesirable for computing applications.

Many approaches have been demonstrated to get rid of this external field. These

approaches introduce a built-in symmetry breaking field, by means of either a tilted

anisotropy [93], lateral structural anisotropy [94], interlayer exchange coupling [95] or

the GSHE of an antiferromagnet [97]. All these methods rely on a mechanism that
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Fig. 7.3. Composite IMA-PMA stack characterization: (a) The
composite stack of IMA and PMA magnets, separated by 6–7 nm MgO
as the electrical isolation. The stack sits on 7 nm Ta that serves as
the GSHE layer for the PMA magnet switching. (b,c) SQUID char-
acterization of separately deposited IMA and PMA magnetic stack,
showing good in-plane and out-of plane ferromagnetic behavior, re-
spectively. (d,e) AFM and schematic of the fabricated device having
a Ta Hall cross and an elliptical island of the composite IMA-PMA
stack. (f) AHE resistance vs. externally applied out of plane mag-
netic field, showing abrupt hysteretic behavior that is indicative of
the PMA in the etched island.

produces a fixed in-plane symmetry-breaking field that cannot be manipulated easily

once the device is fabricated.

7.1.2 Field free switching by means of a coupled IMA

We eliminate the requirement of the external symmetry-breaking field by using

the dipolar field of the IMA magnet placed on top of the PMA magnet. This approach

eliminates the challenging fabrication requirements of refs [93,94] and does not require

complicated interlayer and antiferromagnetic material stack as in the case of refs

[95,97]. More importantly, this approach allows for an independent electrical control
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of the magnetization of the IMA magnet, enabling an input and an output control

for logic functionality as will be described in later sections.

The measurement schematic is shown in fig. 7.4 (a). First, we carry out switching

loop measurements of the PMA magnet with the assistance of an external magnetic

field of +/100 mT, as shown in fig. 7.4 (b). The polarity of the external field and

applied current direction determine the final magnetic state of the PMA as “up” or

“down”, represented by the two RAHE levels. It should be noted here, that the effect

of the IMA dipolar field, which is expected to be no more than 1 mT, is overshadowed

by the large external in plane field. The switching loop direction and symmetry is

consistent with that observed by Liu et al.17 For SOT switching of PMA magnets

without any assistance from heat induced thermal activation, the analytical expression

for critical switching current is given by [63]:

Jsw,PMA ≈
2e

h̄

(
1

2
MSHCtPMA

)(
1

θSH

)(
1

1− sech(tGSHE/λSF )

)
(7.1)

where MS and HC are the saturation magnetization and the switching field of the

PMA magnet, tGSHE and tPMA are the thickness of the GSHE and PMA magnet

layer, θSH is the spin Hall angle and λSF is the spin difusion length of the GSHE

layer. Substituting numbers measured from the experiment and taking λSF = 1.4

nm and θSH = 0.07 from ref [63], Jsw,PMA = 3.6× 106A/cm2 is calculated. Although

the above expression for critical current is for a monodomain magnetic body with

HC ≈ HK , and is not expected to match our experiment with micron sized magnets,

the calculated number is consistent with the experimental values in fig. 7.4. We

also performed measurements for switching phase plots of another similar device to

establish that the switching mechanism is same as that of Liu et al. [63].

Next, we carry out the switching loop measurements in the absence of external

magnetic field (fig. 7.4 (c)). The IMA magnet on top exerts a fringing dipolar feld

on the PMA magnet, which is strong enough to break the symmetry of the SOT

switching. In the case where the IMA magnet is initialized along the positive (+x)

direction, the PMA magnet senses its dipolar field pointing towards the negative (x)

direction and switches along the anti-clockwise loop as if it were sitting in a negative
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external field. Similarly, IMA magnet initialized along the negative direction produces

a clockwise switching loop, consistent with a positive externally applied field. Based

on calculations taking into account the IMA magnet size, saturation magnetization

and separation from the PMA magnet, the average in plane dipolar field sensed by

the PMA magnet is predicted to be ∼0.7 mT, which is strong enough to induce

deterministic switching of the PMA. It is important to note that the magnetic field

coming out of the IMA magnet contains both in plane and out of plane components,

especially near the edges, as the two magnets are lithographically defined to have

≈100% overlap. Nevertheless, the PMA magnet switching loop still reflects the same

symmetries as in the case of the uniform external in plane field. Also, the fact that

the PMA magnet switches between two distinct states with the same ∆R amplitude,

implies that it behaves as a “whole” and does not break into domains, even in the

presence of such a non-uniform field. We further confirm that the field free switching

we observe is not due to domain wall propagation as seen by Li et al. [121] Unlike

in their experiment, we observe that the direction of our PMA switching loop is

independent of its initial magnetization direction.

Here, we have eliminated the requirement of an external symmetry breaking field

and successfully switched a PMA magnet by introducing an electrically isolated IMA

magnet layer. However, initializing the IMA magnet still requires an external mag-

netic field, which needs to be eliminated to realize a completely field-free magnetic

switch with input and output stages.

7.1.3 Completely field free, reversible device operation

As mentioned before, the IMA magnet switching in our device design can be

achieved by various means such as the GSHE 11, magnetoelectric (ME) effect [118,

119] etc. In this work, we use Oersted field generated by a current pulse to switch

the IMA magnet. A 50 nm thick and 6 µm wide Au electrode is formed on top of the

IMA magnet, isolated by 50 nm SiO2. This extra SiO2 isolation is not required, but
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Fig. 7.4. Field free switching: (a) Device schematic with measure-
ment configuration (b) GSHE switching loops in the presence of an
external symmetry-breaking field. For positive magnetic field (+100
mT), positive current switches the PMA magnet from“up” to “down”
magnetization, while negative current switches the PMA magnet from
“down” to “up” magnetization, giving a clockwise loop direction. This
is reversed when the external field is negative (100 mT), showing a
counter clockwise switching loop. (c) GSHE switching loops are ob-
tained without the aid of an external field. The loop directions are
opposite to that of the external field case, indicating that a dipolar
field from the IMA magnet serves as the symmetry breaking field for
the GSHE switching of the PMA magnet.

is made for the ease of fabrication. When a current pulse is passed through the Au

bar, transverse Oersted field (in “+x” direction) generated is sufficient to overcome

the coercive field of the IMA magnet and switch its magnetization, thus enabling a

completely field-free operation of the device. We would like to emphasize here that

using Oersted field for IMA magnet switching is only for the ease of device fabrication

(easy lithographic lift off process and less critical requirement of a clean interface with

the IMA magnet for Au electrode compared to Ta or W) in our experiment. The well-

established GSHE can be implemented to switch the IMA magnet by defining a Ta

or W electrode through an etching process or a careful metallization process after in

situ cleaning of the surface of the IMA magnet. Future generations of device designs
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can also utilize magnetoelectric switching or other mechanisms to further improve

energy efficiency and scalability. Te main focus of this work is to demonstrate that

symmetry breaking dipolar field can be used to realize a spintronic logic device that

contains electrically isolated WRITE and READ unit with logic information stored

in the form of magnetization being transferred only from the input to the output.

Now we demonstrate the full operation of the device in fig. 7.5. First, the IMA

magnet (WRITE unit) is initialized along the “x” direction. This exerts a positive

dipolar field on the PMA magnet and the AHE of the PMA magnet shows a clockwise

loop. A current pulse of 30 mA is applied to the Au electrode, which switches the

IMA magnet to the “+x”. This information can be read from the AHE loop of the

PMA magnet, which is now in the anti-clockwise direction. Hence, the information

stored in the WRITE unit, i.e., the magnetization direction of the IMA magnet, can

be read from the switching direction of the PMA magnet, which serves as the READ

unit. Similarly, when we apply a 30 mA pulse to the WRITE unit, it switches the

IMA magnet back to the “x” direction, and results in the clockwise AHE loop of the

PMA magnet. It should be noted that reading the AHE loop direction can be done

easily by applying a read current larger than the critical current and reading the sign

of the output voltage. For clockwise AHE loop, we always get a negative output

voltage (VOUT = RAHE × IREAD) and for an anti-clockwise AHE loop, we always end

up with a positive output voltage.

To ensure that the GSHE switching of PMA is the responsible mechanism for the

READ unit, unwanted Oersted field and Joule heating are two important mechanisms

to be excluded. For our device, the Oersted field produced by the read current density

of ∼ 1 × 107A/cm2 through the GSHE Ta layer can be estimated by the analytical

expression: HOersted = µ0×J×(tGSHE/2). Given all device dimensions, it is calculated

to be about 0.5 mT and can be further reduced by scaling the thickness of the GSHE

layer. In any case, this field points in the “y” direction, perpendicular to the direction

of the current, and hence does not impact the switching symmetry of the device. Also,

the Joule heating for a read current density of ∼ 1 × 107A/cm2 is estimated to be
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Fig. 7.5. Full device operation: (a) The IMA magnet is initialized
in the negative direction, indicated by the arrow pointing in x direc-
tion. This is revealed by the clockwise GSHE switching loop of the
PMA magnet, which serves as the READ unit. (b) A positive current
pulse of 30 mA through the Au line generates an Oersted field that
switches the magnetization of the IMA magnet to positive (WRITE
operation). This is revealed by the counter-clockwise GSHE switching
loop of the PMA magnet. (c) A negative 30 mA pulse reverses the
IMA magnet direction back to negative, as revealed by the clockwise
GSHE switching loop of the PMA magnet. This set of operations
is completely field free and achieved by two units (IMA and PMA
magnets) that are electrically isolated. Also, the information about
the IMA magnet direction influences the state of the PMA magnet
switching and not vice versa, hence realizing a directional coupling.

similar to other SOT based switching schemes, owing to the similar current levels.

It should be noted that in spin based logic devices, the internal energy dissipated in

the magnet during switching is minimal [122] and hence Joule heating is the major

source of energy dissipation.
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7.2 Circuit implications of the device

7.2.1 Functionality as a NOT or COPY gate

The device operates in two regimes based on the magnitude of read current. In the

deterministic logic mode, it acts as a COPY gate, i.e., VOUT copies IWRITE irrespec-

tive of the read current polarity. Since the output of the device is the anomalous Hall

voltage, which is bipolar, this device can be turned into a NOT gate by simply revers-

ing the output terminals, which can be useful from a circuit design perspective. Since

magnetization switching in response to spin current is a thresholded operation involv-

ing a critical current, the presented device is highly non-linear. The magnetization of

the IMA magnet determines the switching loop of the PMA magnet through the sym-

metry breaking dipolar field and hence determines the polarity of the output voltage.

However, the state of PMA magnet does not affect the switching phenomenon of the

IMA magnet. Hence, information only flows in one direction, i.e., from state of IMA

magnet to the state of the PMA magnet, ensuring directionality. This device has a

built in memory as the information is stored in the state of a nanomagnet, which is

non-volatile and can be stable for several years by proper design.

7.2.2 Operating power

Any CSL type of spin logic devices, where information gets transferred from the

input to the output by coherent switching of two isolated nanomagnets, will always

require energy to switch both of the nanomagnets, albeit it is through GSHE switching

of one magnet and dipole coupling to the other in the original CSL proposal [48]. In

ref. [48], this was manifested in the required switching current being 2 × Isw (Isw

being the switching current for one of the magnets). In our device, the energy is

partially divided to the write operation and partially to the read operation, instead

of the “traditional” way, where most energy is spent in the write operation and a

much smaller energy is spent in the read operation. The write operation can be made
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ultra-low power by use of magnetoelectric (ME) effect for switching the IMA magnet

of the WRITE unit.

The read operation involves SOT switching of the PMA magnet of the READ unit,

which requires less power compared to the SOT or STT switching of IMA magnets

that are used in current MRAM technology.The expressions of the critical current for

SOT switching of 40kBT IMA and PMA magnets are given by17:

Isw,IMA =
4e

h̄
α(40kBT )

(
1 +

HD

2HK

)(
tGSHE + (σIMA/σGSHE)tIMA

LIMA

)(
1

θSH

)
(7.2)

Isw,PMA =
2e

h̄
α(40kBT )

(
tGSHE + (σPMA/σGSHE)tPMA

LPMA

)(
1

θSH

)
(7.3)

Hence, the required current to switch a PMA magnet is less than that for an IMA

magnet with the same energy barrier by a factor of

Isw,IMA

Isw,PMA

≈ 2α

(
1 +

HD

2HK

)(
tGSHE + tIMA

tGSHE + tPMA

)
(7.4)

(Here we have considered σIMA ≈ σPMA ≈ σGSHE which is reasonable for CoFeB/Ta

stacks) Considering values of α = 0.015 HD/HK = 150, tGSHE = 1nm, tIMA = 2nm

and tPMA = 1nm, the switching current for a PMA magnet is >3 times smaller than

what is needed for an IMA magnet. Consequently, less power is required for the

READ function of our device compared to the write power consumption by SOTM-

RAM, which is already touted to be better than STTMRAM. Note that, for the

switching current comparison between IMA and PMA magnets, we have ignored

heating effects that are taken into account in the expression given in reference [63]

Hence, the total operation energy (read plus write) can be significantly smaller

than many of the proposed CSL like spintronic logic devices [48, 123, 124]. Note

that the operation of this spin logic device is different from that of a CMOS logic

device. Owing to its non-volatility, the VDD power supply can be a clock instead

of being constantly present. Therefore, there is no constant energy loss through the

VDD-ground path.
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7.2.3 Concatenability

Oersted field has been used in the present device as the mechanism to write

information in the state of the IMA magnet. However, a more energy efficient method

such as voltage controlled magnetoelectric effect (ME) to switch the IMA magnet is

preferred. In that case, the AHE output is driving a capacitive load, (e.g. the

magnetoelectric WRITE unit of the next stage). In this case, the analysis goes as

follows (including IREAD shunting consideration through PMA magnet and GSHE

layer):

VOUT = VAHE =

(
ρAHE
tPMA

)
IREAD =

(
ρAHE
ρ0

)
×
(
WPMA

LPMA

)(
1 +

tGSHE
tPMA

)
VDD (7.5)

This VOUT should be the critical switching voltage for the IMA magnet of the next

stage.

VOUT = Vsw,IMA (7.6)

Therefore, the required VDD to drive the next stage is given by:

VDD = Vsw,IMA ×
ρ0

ρAHE
× LPMA

WPMA

/

(
1 +

tGSHE
tPMA

)
(7.7)

where Vsw,IMA is the critical voltage for switching the IMA magnet of the next stage.

By proper geometrical design, the last two factors of the above equation can be

reduced to 1/3, whereas for a standard material like CoFeB, the factor ρ0/ρAHE is

∼30 (ref. [125]). Hence, the required VDD would be ≈ 10 × Vsw,IMA. The recent

advances in voltage driven 180 degree magnetization switching [118,119] can lead to

an ultra-low Vsw,IMA, enabling a low VDD operation of this device. Fan-out can be

improved by replacing the AHE reading scheme by a PMA MTJ, where the free layer

of the MTJ receives symmetry breaking field from the IMA magnet. Using MTJ

resistance instead of AHE comes at the cost of compromising the bipolar nature of

output.



96

7.3 Conclusion

We have demonstrated an experimental implementation of a spin logic device with

the essential properties of (i) WRITE unit, (ii) READ unit, (iii) directional coupling,

and (iv) electrical isolation. This is achieved by combining an IMA and PMA nano-

magnet in a vertical stack, utilizing the dipolar field for information transfer. The

device has high non-linearity, directionality as well as inbuilt memory. Te device can

be used as a COPY gate or a NOT gate, by simply choosing the polarity of output

terminal connections. Te electrical write and read mechanisms can be replaced by

established technology such as GSHE or emerging technology such as ME for write,

and MTJ for read to reduce energy consumption and make the future generation of

this device more efcient. Finally, this device has a stochastic regime of operation

under high current pulses, which serves as a hardware form of a true random number

generator, desirable in many computing applications
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8. MONOLAYER WSe2 INDUCED ENHANCEMENT IN

THE SPIN HALL EFFICIENCY OF TANTALUM

Most of the materials in this chapter have been extracted verbatim from the papers:

Debashis, Punyashloka, et al. “Monolayer WSe2 induced giant enhancement in the

spin Hall efficiency of Tantalum.” in review (2020).

8.1 Introduction

SOT-MRAM is a promising alternative to Spin Transfer Torque MRAM, since

the novel SOT physics allows for the separation of the read and write current path,

thereby improving cell endurance and reliability, and reducing the incubation de-

lay [91, 126, 127]. Building energy efficient SOT-MRAM requires innovations in fab-

ricating materials with large spin Hall efficiency. Most work in this regard focuses on

engineering the spin orbit coupling (SOC) strength in heavy metal (HM) materials

such as Ta, W, and Pt [28,128,129]. In ultra-thin HM films, where the thickness be-

comes comparable to the spin diffusion length of the material, the effective spin Hall

angle (θSHE) is often reduced from the bulk value, due to spin back diffusion [130,131].

However, there could be a different path to improve the spin Hall efficiency, by creat-

ing a spin-sink to absorb the unwanted spins and enhance spin accumulation at the

interface of the ferromagnet (FM) and spin Hall layer.

In this work, in contrast to the conventional HM films, we present a hybrid spin

Hall stack consisting of an ultra-thin Ta layer and a ML WSe2 that exhibits highly

efficient spin generation. The ML WSe2 acts as a sink for the spins accumulated at

the bottom surface of Ta, thus preventing back diffusion of unwanted spins. Materials

with large SOC are known to be effective spin sinks [132]. In fact, transition metal

dichalcogenides (TMDs) have been shown to act as good spin sinks in graphene spin
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valves [133,134]. WSe2 has been theoretically predicted to have a large SOC among

the TMDs studied in literature [135–137]. Therefore, WSe2 is expected to be a good

choice for spin sink layer and is experimentally studied in this work. Utilizing this

spin sink effect, we demonstrate large spin Hall efficiency in ultra-thin Ta films with

thickness of 1 nm. ML WSe2 is shown to be an excellent spin sink, and its large

resistivity compared to Ta contributes to negligible current shunting. The desirable

combination of large spin Hall efficiency and ultra-thin Ta is compared with other

industrially relevant heavy metal stacks in terms of a suitable figure of merit for

energy efficient SOT switching of magnetization.

8.2 Experimental results and discussion

8.2.1 Stack deposition and device fabrication

The film stack (starting from the topmost layer) Ta(1)/MgO(1)/Co60Fe20B20(1)/Ta(tTa),

is prepared by magnetron sputtering for all samples as shown in fig. 8.1 (c). We inves-

tigate two types of control samples with tTa = 3.5 nm (stack A) and tTa = 1 nm (stack

B), deposited directly on thermally grown SiO2 substrates without any underlayer

(fig. 8.1 (a)). The test sample (stack C) consists of the film stack with tTa = 1 nm

deposited on a WSe2 underlayer, as shown in fig. 8.1 (b). All numbers in brackets

above are in nanometer (nm). For the test sample, stack C, we start with the transfer

of chemical vapor deposition (CVD) grown flakes of ML WSe2 onto SiO2 substrates,

followed by sputtering of the rest of the stack. Raman spectra of the WSe2 film

are taken before and after the sputtering deposition, as shown in fig. 8.1 (d). The

ML WSe2 peaks are present post sputtering, however with a reduced relative peak

magnitude, indicating some physical damage to WSe2. However, this is not of great

concern, as the function of the ML WSe2 underlayer is not to facilitate lateral cur-

rent transport, but rather to absorb spins flowing in the vertical direction (from Ta

to ML WSe2). In addition, we independently characterize the channel resistance of

exfoliated ML WSe2 films. fig. 8.1 (e) shows transfer characteristics at a drain bias of
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Vds = 1 V. It is obvious that the total channel resistance of the ML WSe2 is greater

than 1.5 GΩ without applied gate voltage, which is orders of magnitude larger than

that of Ta. Hence, we conclude that in our hybrid spin Hall stack the current flows

in the Ta layer. Hall bar devices are then fabricated for stacks A, B and C by e-beam

lithography followed by dry etching using Ar plasma. fig. 8.1 (f) shows the optical

microscope image of one representative device.

8.2.2 Extracting the value of spin Hall efficiency

The deposited stacks show perpendicular magnetic anisotropy (PMA) as revealed

by anomalous Hall effect (AHE) measurements. fig. 8.2 (a) shows the measurement

configuration. fig. 8.2 (b) shows the obtained hysteresis loops of the AHE resistance

(Rω) as a function of Z-directed external magnetic field. From these curves, the value

of remanent resistance (RA) for all three stacks are obtained. The RA value for device

B is larger than that of A because a larger fraction of the read current (Iread) flows

through the CoFeB FM layer, owing to the thinner Ta layer. The saturation value

of Rω for device C (at much larger B field, not shown here) is very close to that of

device B, consistent with the fact that the additional WSe2 layer results in negligible

current shunting. However, its RA value is smaller, possibly because of the FM film

breaking into multiple magnetic domains at zero field. This PMA quality can be

improved by engineering the deposition conditions as have been shown in literature

for other 2-D material underlayers [138–140]. However, in this work, the overall lower

quality of PMA in case of stack C compared to the other two stacks is captured by

the smaller RA and a lower HK (shown later), which are then used to calculate the

spin Hall efficiencies in the later sections. This ensures that the calculated spin Hall

efficiency is not artificially larger due to a weaker magnetic layer.

Next, the effective perpendicular anisotropy field (HK) is obtained by measuring

Rω as the external field is held at a constant magnitude (shown as legends in fig. 8.2

(c)) and rotated in the Y-Z plane. The obtained curves are fitted according to the
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Fig. 8.1. Effect of underlayer on charge to spin conversion: (a)
Spins accumulated at the Ta/SiO2 interface result in a vertical con-
centration gradient of “black” spins, which leads to back diffusion. If
the thickness of the Ta layer is comparable to the spin diffusion length,
the back diffused spins can be significant and nullify the effect of spin
accumulated at the FM interface. (b) By inserting a WSe2 under-
layer, the spins accumulated at the Ta/WSe2 interface are absorbed
by the WSe2 layer, thus preventing the formation of the vertical spin
concentration gradient. Hence, “yellow” spins accumulated on the
FM are not nullified, resulting in a better charge to spin conversion
efficiency. (c) The stacks investigated in this work. (d) Raman spec-
tra of ML WSe2 before and after magnetic sputter deposition. The
peaks corresponding to ML WSe2 are still preserved after the sput-
tering process with a reduced relative magnitude, indicative of partial
damage to the ML WSe2 layer. (e) Transfer characteristics of ML
WSe2. The width of the channel is 2 µm. The channel resistance
is much larger than Ta resistance. (f) Optical microscope image of
a fabricated device with the current and voltage leads marked. The
width of the current electrode in this device is also 2 µm.

method shown in ref. [141] to extract HK values. This method is robust against

multi-domain issues as the large external magnetic field ensures coherent rotation

of magnetization as a macrospin [141]. The obtained curves along with the fits are

shown in fig. 8.2 (c). The obtained HK values are shown in the figure insets.
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Fig. 8.2. (a) Measurement schematic to obtain RA and HK . For
RA extraction, the external field (Bext) direction is fixed along the
Z-axis (θB = 0o) and its magnitude is swept. For HK extraction,
the magnitude of Bext is fixed, while its direction is rotated in the
Z-Y plane. Rω is obtained by dividing the first harmonic in phase
component of the anomalous Hall voltage by the R.M.S of the AC
current excitation. (b) Measured curves from stacks A, B and C for
RA extraction. Obtained RA from the remanent values of Rω at Bext =
0 are mentioned in blue text. (c) Curves obtained from the rotation
experiment. The fits to the measured curves give the value of HK

(which are mentioned in blue text in each figure inset).

SOT produces anti-damping and field like torques [142] on the magnetization that

can be characterized as effective fields in the longitudinal (hL) and transverse (hT )

direction, respectively [61, 141]. We obtain the values of hL and hT from the second

harmonic component of the AHE resistance (R2ω). The measurement configuration

is shown in fig. 8.3 (a). Here, the external field is applied in the plane of the film

stack, with a direction that is either parallel or perpendicular to the applied current

direction for extracting hL and hT , respectively. In this measurement configuration,

R2ω is given by:

R2ω = −1
2

RAhL
(|BY |−HK)

R2ω = −1
2

RAhT
(|BX |−HK)

(8.1)

where the first and the second expressions correspond to cases when Bext is parallel

and perpendicular to the applied current direction, respectively. In these expressions,

the previously obtained values of RA and HK are applied leaving hL or hT as the
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only variable in the equation, which can then be obtained by fitting the obtained R2ω

curve, as shown in fig. 8.3 (b)-(d). This method is also robust against multi-domain

issues as the hL, hT are obtained by fitting to the large field regions of the R2ω curve,

where the magnetization is forced to behave as macrospin by the external field. The

extracted hL and hT values are shown in the respective figure insets and table in

fig. 8.3 (e).

The hL and hT values, normalized by the applied current density (Jac) through

the Ta layer are indicative of the spin Hall efficiency [143]. For the devices used in our

experiments, the width of the current lead is 2 µm. Together with the film thicknesses

and resistivities of Ta and CoFeB, Jac is readily calculated. For simplicity, we have

assumed that the resistivities of the Ta and the CoFeB layer are the same (which is

true for our films grown on Si/SiO2). If a higher resistivity for the Tantalum layer

compared to the CoFeB layer is considered, then larger spin Hall efficiency values will

be extracted (as the Jac through the SOT layer will be smaller, hence hL/Jac will be

larger ). Hence, our extracted values for the spin Hall efficiencies are conservative

estimates. The obtained hL/Jac values for the three stacks are shown in fig. 8.4 (a).

For stack A, the control sample with 3.5 nm Ta without the underlayer, our extracted

hL/Jac value is consistent with previously reported in literature [28]. For stack B,

the control sample with 1nm Ta without the underlayer, the hL/Jac value reduces

as tTa = 1 nm is smaller than the spin diffusion length in Ta, as will be explained

in the next section. The hL/Jac value for stack C, our test sample with 1 nm Ta

and the ML WSe2 underlayer, has improved significantly (by 26.5×), owing to the

suppression of the spin back diffusion since a large fraction of these unwanted spins

are absorbed at the Ta/WSe2 interface. Also shown in the same plot are the ratio

of the longitudinal effective field to the transverse effective field (hT/hL). As can be

seen, this ratio does not change significantly among the three stacks, which suggests

the same SOT mechanism occurring in all three stacks.

The spin sink effectiveness can be directly obtained through spin pumping ex-

periments by measuring the Gilbert damping constant of the CoFeB/Ta stack as a
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Stack RA
(Ω)

HK
(mT)

hL
(Oe)

hT
(Oe)

A 8.6 450 2.6 2

B 22 300 0.5 0.5

C 3.6 20 12.9 9.8

(a) (b) (c) (d)

(e)

Fig. 8.3. (a) Measurement schematic to obtain the SOT effective
fields. The magnitude of the external magnetic field (Bext) is swept
while its direction is fixed in the X-Y plane of the film stack, either
parallel (φB = 90o) or perpendicular (φB = 0o) to the current direc-
tion. R2ω is obtained by dividing the second harmonic quadrature
component of the anomalous Hall voltage by the R.M.S of the AC
current excitation. Obtained second harmonic response of the devices
made from (b) stack A, (c) stack B and (d) stack C. The top panel
shows measurement results for the φB = 90o configuration and the
bottom panel shows that for the φB = 0o configuration. The longitu-
dinal (hL) and transverse (hT ) effective fields are obtained by fitting
the high field regions (highlighted in yellow) of the measured curve
(black symbols) with the expression given in eq.1 (plotted in red line).
The required values of RA and HK are obtained previously as shown
in fig. 8.2. Note here that for the longitudinal configuration, the R2ω

curve is anti-symmetric while for the transverse configuration it is
symmetric, as expected from the sign change of SOT effective fields
with the change in magnetization direction. All extracted parameters
are listed in the table shown in (e).

function of the Ta layer thickness, with and without the WSe2 underlayer as done

for other material systems [132]. However, the goal in our paper is to focus on the

application of this effect to improve the power efficiency of an SOT based device.

Therefore, we have measured and quantified the spin Hall efficiency directly and then

corroborated it with the spin sink effect.
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8.2.3 Corroboration with spin back diffusion

The spin Hall angle (θSHE) is the most commonly used metric to evaluate spin

Hall efficiency. θSHE can be calculated from the (hL/Jac) values through the following

expression [141]:

θSHE =
2e

h̄

hL
Jac

MStFM (8.2)

where e is the charge of an electron, h̄ is the reduced Planck constant (h/2π).

tFM is the thickness of the FM layer and MS is its saturation magnetization. In our

stacks, tFM = tCoFeB = 1 nm. MS is measured using Superconducting Quantum

Interference Device (SQUID) magnetometry with MPMS-3 to be 1031 emu/cc, which

is consistent with the quoted value in literature for Co60Fe20B20 [144].

The giant spin Hall effect results in the separation of oppositely polarized spins to

the top and bottom surface of Ta. The spins reaching the top surface are absorbed

by the FM layer and contribute to the observed SOT. However, the spins reaching

the bottom surface of Ta get accumulated and as a result create a concentration

gradient in the vertical direction. This leads to back diffusion of the oppositely

directed spins into the FM, hence partly nullifying the effect of SOT. This is captured

by the following expression for the measured θSHE [63]:

θSHE = θbulkSHE ×
(

1− sech
(
tTa
λS

))
(8.3)

Where θbulkSHE is the spin Hall angle in the bulk limit and λS is the spin diffusion

length in Ta. θSHE obtained from the above expression is plotted as a function of tTa

for various λS in fig. 8.4 (b). From the θSHE values for stacks A and B, we extract

λS = 4.5 nm and θbulkSHE = 28.7

Now, for stack C, the spins reaching the bottom surface of Ta are absorbed by the

WSe2 underlayer, resulting in suppressed back diffusion. Hence, the experimentally

extracted value of θSHE for stack C should be much closer to the θbulkSHE value, which is

indeed confirmed in our experiment, as seen from the experimentally obtained data

point (red star) for stack C in fig. 8.4 (b). This indicates that the use of WSe2

underlayer restores the value of spin Hall angle closer to the bulk value even for the
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case of ultra-thin Ta layers. The improvement in spin Hall angle is quantified by

θSHE(stack C)/ θSHE(stack B) = 26.5.

8.2.4 Implication for low power SOT switching

Spin Hall angle, resistivity and the thickness of the SOT layer all are impor-

tant parameters that impact the power efficiency of an SOT based memory device.

Therefore, it is incomplete to consider the improvement in one of these parameters in

isolation. We considered a figure of merit that captures their convoluted impact on

the SOT switching power in the following way: The power required for SOT switching

of a PMA magnet with an energy barrier (EB) can be obtained from the expression

for the critical switching current (IC) [28]:

Pswitching = I2
CR =

(
2e

h̄

)2(
E2
B

WL

)
/

(
θ2
SHE

ρ× tSHE

)
(8.4)

Since EB and dimensions of the magnet (W, L) are pre-determined by the desired

retention time and targeted technology node respectively, the denominator,
(

θ2SHE

ρ×tSHE

)
becomes an important figure of merit. fig. 8.4 (c) summarizes θSHE and this figure

of merit for several industrially relevant HMs. The presented Ta/WSe2 stack out-

performs the conventional giant spin Hall material β-W by a factor >1.75 and β-Ta

by a factor >9.5. Our experiments suggest that efficient absorption of spins at the

Ta/WSe2 interface is responsible for this giant enhancement by preventing spin back

diffusion.

8.3 Conclusion

We have demonstrated a hybrid SOT stack that shows enhanced spin Hall effi-

ciency compared to heavy metals such as Pt, β-Ta and β-W, which are the standard

materials of choice. This finding shows a promising integration of 2D materials in

spintronics devices for energy efficient SOT-MRAM applications.
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Fig. 8.4. (a) Spin Hall efficiency expressed by ratio of longitudinal
effective field to the current density for the devices made from the
three different stacks. When Ta thickness is decreased from 3.5 nm to
1 nm, the spin Hall efficiency decreases to nearly zero due to significant
back diffusion of spins from the Ta/SiO2 interface. When a ML WSe2

is inserted, the spin Hall efficiency is greatly improved. The ratio of
the longitudinal and transverse effective field is plotted with the right
y-axis of the graph. We can see that the ratio does not show such
huge change, suggesting that the mechanism of SOT is not altered.
(b) The effective spin Hall angle (θSHE) increases as a function of the
Ta layer thickness according to eq. 8.3. The experimentally obtained
θSHE for stacks A and B (shown with the filled blue symbols) are
well fitted with a spin diffusion length of 4.5 nm. With the insertion
of ML WSe2, the experimentally obtained θSHE (shown with the
red star) is closer to the intrinsic bulk limit value. (c) Comparison of
obtained θSHE and Ta thickness of our stacks with that presented in
literature. A combination of high θSHE and ultra-thin Ta is desirable
for energy efficient SOT switching of magnetization, captured by the
figure of merit shown in the last column.

8.4 Methods

8.4.1 Sample preparation and characterization

Chemical vapor deposition (CVD) grown monolayer WSe2 flakes were transferred

to a silicon substrate with 90 nm thermal SiO2. Raman spectroscopy was performed

after this step to confirm the layer number ofWSe2 flakes. PVD magnetron sputtering

was then used to deposit the stacks A, B and C mentioned in the main text, followed

by another Raman spectroscopy step.
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8.4.2 Device fabrication

The devices were fabricated in a two-step e-beam lithography process. First, the

entire stack was etched into a Hall bar shape by e-beam lithography and dry etching

using Argon plasma, followed by removal of the HSQ etch mask. Then, the contact

pads were formed on the Hall bar by another e-beam lithography step followed by

e-beam evaporation of Ti(20 nm)/Au(100 nm) and liftoff in acetone.

For obtaining the transfer characteristics of the monolayer WSe2 devices as shown

in fig. 8.1 (e), only one e-beam lithography step was used to define the contacts on

transferred flakes, followed by e-beam evaporation of Ti(20 nm)/Au(100 nm) and

liftoff in acetone.

8.4.3 Measurement setup

The transfer characteristics on fig. 8.1 (e) were obtained using Agilent semicon-

ductor parameter analyzer with a Lakeshore probe station. The harmonic Hall mea-

surements were performed by using a sinusoidal current from a Keithley 6221 current

source and an SRS 850 DSP lock-in amplifier. These measurements were carried out

inside a Quantum Design PPMS Dynacool system, with the sample mounted on a

rotatable stage that allowed to change the angles (φ and θ) of the external magnetic

field w.r.t to the film normal and current direction from 0o to 90o.

8.4.4 Contribution of fitting errors in SOT effective field extraction

The two parameters required for the calculation of the SOT effective fields are

extracted from measurements: RA is extracted from fig. 8.2 (b) and HK is extracted

from fig. 8.2 (c). These two parameters are then used as fitting parameters by a

MATLAB curve fit tool to extract SOT effective fields hL and hT shown in fig. 8.3.

The error in these fits according to the curve fit tool is very minimal as shown in

fig. 8.5.
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Bars represent 95% confidence bounds in hL fitting

Ta
3.5 nm 

Ta
1 nm 

Ta
1 nm

ML WSe2

Fig. 8.5. 95% confidence bounds of the extracted hL values from the
fitting of eq. 8.1 to the measured data shown in fig. 8.3. Some error
bars are smaller than the data point symbol size.

There could be an error in the extraction of HK itself in fig. 8.2 (c), which could

lead to error in the hL values in fig. 8.4 (a). Fig 8.6 (a) shows the curves for different

HK values around the nominal value. Fig 8.6 (b) show the errors caused by using

these HK values to extract hL.
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9. SUMMARY AND OUTLOOK

Whether Moore’s law is going to continue or end, the increasingly popular viewpoint is

that the future of electronics may lie in the integration of CMOS technology with novel

computing hardware. Hence, it is crucial to come up with innovations in computing

hardware units to perform specialized tasks, while the regular computing tasks will

still be implemented by the “general purpose processor” made out of Silicon CMOS

transistors. This thesis is a step towards utilizing spintronics technology to design

hardware building blocks for one such emerging computing paradigm: probabilistic

computing with p-bits. The motivation for a major of the work performed towards

this PhD has come from the theoretical developments in probabilistic computing and

p-bits in Prof. Supriyo Datta group at Purdue among others. The goal of this work

has been to identify the key experimental methods and the physical properties of

spintronics based nano devices that can be engineered to make suitable probabilistic

computing elements.

Chapter 3 explored the various schemes for implementing the LBNM in a p-bit

using both in plane and perpendicular anisotropy systems. Each scheme provides a

unique feature that can be beneficial depending on the p-bit device implementation.

The LBNMs having in-plane anisotropy have a large pinning current, Ipin owing to

the large demagnetization field that needs to be overcome by the torque produced by

spin current [45]. Hence, the read disturb issue discussed in chapter 1 that depends on

the parameter Iread/Ipin is suppressed for this type of LBNMs compared to the ones

having perpendicular anisotropy. Also, it was shown in Chapter 3 that the pinning

field (Bpin) increases by reducing the net moment (MSV ) compared to reducing HK .

This suggests that the earlier approach is potentially better to suppress the effect

of unwanted dipolar stray field from the MTJ fixed layer as discussed in chapter 1.

Interestingly, it has been shown that p-bits can operate even in the presence of both
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the unwanted read disturb and the stray field issue by carefully engineering them

to nullify each other [145]. For this approach, the LBNMs with weak perpendicular

anisotropy become a good choice, owing to their easier current control as shown in

Chapter 3 and 5.

It was discussed in Chapter 1 that for p-bit design A, tuning the magnetization

state of perpendicular anisotropy nanomagnet using in plane polarized spin currents

produced by the GSHE underlayer is non trivial. We have shown in Chapter 3 and

5 that a tilted anisotropy can enable this tunability. Precise control of the tilt angle,

by using approaches similar to that followed by You et al. [93] is important to achieve

device to device uniformity in the tunability.

The fluctuations in the circular in-plane magnets presented in chapter 3 originate

from the torque produced due to a fluctuating demagnetization field. Theoretical pre-

dictions [46] have shown that these fluctuations can have sub-nanosecond time scale,

which is much faster than the fluctuations from the perpendicular nanomagnet case

coming purely from EB scaling. Sutton et al. have shown that this sub-nanosecond

fluctuation can lead to a significant advantage of autonomous probabilistic comput-

ers over traditional computers [146]. Future experiments to measure the time domain

behavior of circular nanomagnets would be important from both a fundamental point

and in this regard.

The fluctuation rate of p-bits was shown to be controllable by introducing an

electrical feedback of the device output to its input using a simple resistor in chapter

3 and 6. Advantages arising from this feature, such as reducing the impact of device

to device variation in fluctuation rate by designing appropriate feedback strengths

could be explored in system level simulation studies [147].

In chapter 5, an autonomous network of 2 p-bits was experimentally demonstrated.

The correlation in the temporal fluctuations of the two devices was described com-

pletely by the parallel PSL compact model [146] using parameters derived from the

experiment. The same compact model predicts that the correlation strength in such

networks not only depends on the weight of the connection, but also on the intrinsic
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fluctuation rates of the p-bits. Experiments to study impact of fluctuation time scale

on the obtained correlation will be important to benchmark the model and to provide

guidelines for design of the weight matrix in an autonomous p-bit network.

p-bits could also be viewed as thermal energy powered self sustaining oscillators,

with properties of resonance and synchronization, similar to that of typical periodic

oscillators. In chapter 6, we have demonstrated phase synchronization of GSHE

current controlled p-bits to periodic drives of particular frequencies. It was further

shown that this synchronization frequency can be tuned by controlling an electrical

feedback parameter. These phenomena can be leveraged to implement the idea of

dynamic connectivity in an oscillatory associative memory arrays, as presented in

ref. [18]. Demonstration of LBNM based stochastic oscillators as energy efficient

hardware building blocks for associative memory arrays would be important to open

another application domain for p-bits.

The work presented in this thesis mainly concerns with the experimental design

of p-bits and has not discussed the implementation of the connection weights in much

detail. Implementation of the connection weights using scalable technology is essential

for large scale networks of p-bits. Emerging nanodevices such as memristors [148] or

even magnetic memory [149] can be important in this regard.

The experimental design and study performed during the course of this PhD

benefits greatly from the plethora of physical phenomena in the field of spintronics and

nanomagnetism. It is worth noting that the p-bit can be implemented using all CMOS

hardware as demonstrated in ref [150, 151]. The main advantage in implementing p-

bits using spintronic technology is the compactness of the hardware enabled by the

natural stochasticity in low barrier nanomagnets, which greatly reduces the area and

power costs compared to the CMOS counterparts [32]. Furthermore, it has been

argued in ref [146] that the clockless, autonomous operation of large networks of p-

bits can achieve petaflips per second, which several orders of magnitude faster that

other digital implementations. Along with the promising advantages, there are several

challenges that need to be overcome for the realization of large scale probabilistic
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computing cores as discussed in prior sections. The work presented in this thesis

provides experimental methods to engineer the properties of spintronic devices to

provide solutions to some of these challenges. It is the hope of the author that

this work serves as an initial step in the search for the ideal probabilistic computing

element and the eventual demonstration of specialized computing cores based on the

probabilistic computing paradigm.
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