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ABSTRACT 

Purpose: Preclinical studies have demonstrated that cancer cells may produce innate 

immune signals such as type-I interferons following radiation damage, which derives from 

activation of the cGAS-STING pathway following detection of cytosolic dsDNA. Limited studies 

have explored how these mechanisms vary from the conditions of the radiation exposure. High-

linear energy transfer (LET) radiation induces more DNA double-strand breaks (DSB) per dose 

than low-LET radiation, thus is expected to be more immunogenic. However, DNA damage in 

hypoxic cells is more probable to undergo chemical repair due to limitations in oxygen fixation, 

thus is expected to be more immunosuppressive. Our goal is to study and model the dose response 

characteristics of IFNβ and Trex1 in vitro following exposure of radiations with varying LET and 

to develop techniques for further study in vivo.  

 

Methods: Reference data from Vanpouille-Box (2017) on STING dose response was 

applied to develop empirical models of cytosolic dsDNA and Trex1 regulation as a function of 

dose and quantity of DNA DSB, the latter of which is dependent on particle LET and oxygenation 

and is calculated using Monte Carlo Damage Simulation (MCDS) software. These models were 

used as preliminary data to guide in vitro experiments using Merkel cell carcinoma cells. The dose 

response of pro-inflammatory IFNβ and exonuclease Trex1, an anti-inflammatory suppressor of 

cGAS-STING, was measured post-irradiation. MCDS was again used to model fast neutron 

relative biological effectiveness for DSB induction (RBEDSB) and compared to laboratory 

measurements of the RBE for IFNβ production (RBEIFNβ). RBEIFNβ models were applied to 

radiation transport simulations to quantify the potential secretion of IFNβ in representative clinical 

beams. To enable intra-tumor radiation targeting of tumor hypoxia, mice were seeded with 

syngeneic tumors and imaged longitudinally with PCT-spectroscopy to determine local variations 

hemoglobin concentration (Hb) and oxygen saturation (SaO2) over time. Hypoxia classification 

was based on SaO2 levels in voxels containing hemoglobin relative to a “hypoxia threshold” of 

SaO2 < 0.2. 

Results: Based on analysis of published data, our preliminary models of cytosolic DNA 

and Trex1 dose responses demonstrate dose enhancements from high-LET radiation, such as that 

at the distal edge of a Bragg peak, and suppression from cellular hypoxia. This manifests as an 
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RBE-dependent ‘shift’ in STING response. Laboratory measurements in MCC13 cells show peak 

IFNβ production at 6.1 Gy following fast neutron irradiation and 14.5 Gy following x-rays 

(RBEIFNβ = 2.4). However, IFNβ signal amplitudes were not significantly different between these 

radiation types. Trex1 signal increased linearly with dose, with fourfold higher upregulation per 

dose for fast neutrons. Modeling of RBE in clinical beams suggests that ion sources may induce 

spatially localized IFNβ near their end of range, which is potentially advantageous for initiation of 

tumor-specific immune activity. Uncharged sources stimulate IFNβ more uniformly with depth. 

Longitudinal PCT-S scanning is able to localize and distinguish chronic and acute hypoxia in vivo. 

Changes in the hypoxic classification from tumor growth and following anti-angiogenic therapy 

are distinguishable. 

 

Conclusion: Radiation-induced immunogenicity can be induced differentially based on 

radiation quality and is expected to be affected by cellular oxygenation. High-LET radiation, such 

as fast neutrons, drives greater IFNβ innate immune response per dose than low-LET radiation, 

such as x-rays, which may enhance abscopal effects when used in combination with immune-

stimulating agents. However, anti-inflammatory signaling is greater per dose for fast neutrons, and 

it remains unclear if high-LET radiations are therapeutically advantageous over low-LET radiation 

for pro-inflammatory tumor signaling. High resolution in vivo imaging of tumor hypoxia is feasible 

with photoacoustic techniques, which can potentially be leveraged to study selective 

immunogenicity enhancement of the hypoxic niche following radiation therapy. 
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CHAPTER 1. INTRODUCTION 

1.1 Radiation Therapy and Abscopal Effects 

In 2020, an estimated 2 million people in the US will be diagnosed with some form of 

cancer, and roughly 50% of them will receive therapeutic radiation over the course of their 

treatment1. Radiation has been used as a therapeutic tool against cancer since the late 1800’s, with 

early documented cases within the first 5 years following the discovery of x-rays2,3. In the 

following century, the technology to enable radiation delivery has advanced with the goal of 

sufficiently treating a disease site while sparing adjacent healthy tissue. The development of the 

linear accelerator enabled x-ray energies to increase from kilovoltage to megavoltage, leading to 

superficial normal tissue sparing and enhanced target coverage at-depth4. Beam-shaping tools 

evolved from collimators to compensator to multi-leaf collimators. Anatomical imaging and 

external-beam simulation advanced toward comprehensive 3D dose simulation, such as 3D 

conformal radiotherapy or Intensity Modulated Radiation Therapy (IMRT), which enable 

treatment of lesions any part of the body with sub-centimeter precision. Across these 

advancements, the common goal of radiation therapy remains the same: achieve local control of 

disease while limiting nearby organ-at-risk doses. However, in some rare cases, directly irradiating 

a tumor can result in suppression of ‘out of field’ disease sites.  

 

These out of field effects, coined as ‘abscopal effects,’ were first described by Robert Mole 

in the Journal of British Radiology in 19535. Early experiments detail a single fraction of 6-10 Gy 

of radiation delivered abdominally to rats, resulting in a 75% decrease thyroid hormone secretion. 

Mole emphasized that these effects were not a result of whole-body irradiation or targeted 

irradiation of lymphatic tissue. The given explanation postulates that an organism is a single, 

closed system, and stimulation of one piece can drive changes to the whole system. This was the 

first publication that documented local radiation having systemic effects “at a distance from the 

irradiated volume but within the same organism.”  

 

The relevance of this concept to cancer therapy was demonstrated in patient case studies 

in the decades following6. One such example is a case study from 1969, describing therapy for a 
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patient suffering from a malignant lymphoma that had metastasized to lymph nodes in the lungs 

and pelvis. Treatment was given to the whole pelvis with palliative intent, with a total of 3,500 

rads (35 Gy) delivered over 26 days. By completion, all irradiated lymph nodes were no longer 

palpable, and within one month following treatment the patient was entirely asymptomatic. The 

author speculated that irradiation depleted abnormal lymphocytes, driving a rapid recirculation of 

new lymphocytes. As new lymphocytes emerge into the pelvis, they resulted in a “generalized 

great decrease in circulating tumor cells.” 

 

Modern developments in immunology and cancer biology have determined that these rare 

effects are a result of the patients developing an immune response to their disease, with tumor 

death mediated by cytotoxic T-cells that have become primed by antigens created from dying 

cells7,8. The rarity of abscopal effects comes as an artifact of how spontaneous cancers form9. 

Mutant cells that do not develop some means to evade immune surveillance are often swiftly 

destroyed – thus cells that are able to survive long enough to form palpable tumors will have some 

intrinsic means of evading surveillance. This evasion broadly manifests as two key traits: limiting 

the immune system’s capacity to interact with cancer cells and limiting the antigens produced by 

cancer cells10–12. These traits inhibit the immune system’s ability to distinguish “non-self” antigens, 

such as those from dying cancer cells, from “self” antigens, such as those from healthy cells. 

 

Enhancing the immune system’s capacity to recognize, infiltrate, and interact with cancer 

cells has been an ongoing focus in the field of clinical immunotherapy13. Common clinical 

approaches involve removing the ‘brakes’ on immune checkpoints, through the blockade of 

programmed death-1 (PD1) and cytotoxic T-lymphocyte antigen 4 (CTLA4) mechanisms14,15. 

CTLA-4 functions to indirectly suppress killer T-cell functionality by limiting costimulatory 

signals at priming15. PD-1 directly suppresses T-cell function by surface antigens on target cells 

inducing T-cell apoptosis16. Both of these immune checkpoints are nominally immunosuppressive, 

and function to prevent autoimmunity in healthy cells, and both are capable of disrupting CD8+ 

T-cells from targeting cancer cells.  

 

While the development of immune checkpoint inhibitors has been groundbreaking, their 

effectiveness alone is limited. An estimated 45% of cancer patients are eligible to receive immune 
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checkpoint inhibitors, but only 13% will notice a benefit with respect to  disease control17. The 

rarity of successful abscopal effects can be tracked through the literature – with only 23 case 

studies published from 1964-201418.  

1.2 Clinical Abscopal Effects in Merkel Cell Carcinoma 

Merkel cell carcinoma (MCC) is a rare, aggressive, small-cell skin cancer that is typically 

associated with sustained ultraviolet radiation exposure, such as sunlight, or infection of the 

Merkel cell polyomavirus (MCPyV)19. Genomic integration of MCPyV was detected in 8 out of 

10 MCCs, but both means of incidence generally result from a combination of immunosuppression 

and DNA damage20. Therapeutic response is differential between MCPyV-positive and MCPyV-

negative MCCs, as well as in MCC patients that are subject to chronic immunosuppression, such 

as HIV or lupus21. MCC patients with chronic immunosuppression generally see enhanced 

cumulative incidence of MCC-specific death, with higher rates of local, regional, and distant 

recurrence following radiation therapy21. Responsiveness to immunotherapy is dependent on T-

cell infiltration, with tumors bearing well-present CD8+ T-cells accounting for less than 20% of 

MCCs20.  

 

As the last line of treatment options, MCC patients that prove unresponsive to conventional 

IMRT and immunotherapy, alone, are being treated with neutron beam radiation therapy using 50 

MV fast neutrons at the Clinical Neutron Therapy System (CNTS) at the University of 

Washington22,23. This is currently the only remaining facility capable of treating human patients 

with fast neutron therapy. Neutrons are produced by directing cyclotron-accelerated 50.5 MeV 

protons onto a water-cooled Beryllium target, generating neutrons primarily through (p, n) and (p, 

n + p) reactions24,25. The resulting neutron beam is directed through a steel flattening filter to flatten 

the dose profile shaped to the target profile with an MLC system. MLC leaves consist of iron 

doped with polyethylene inserts to ensure full beam attenuation. The average neutron energy at the 

depth of max dose is roughly 16.1 MeV. Most neutron dose contributions are due to secondary 

charged particles through neutron transmutation interactions with water, either low-energy protons 

produced in (n, p) interactions with hydrogen or low-energy alpha particles through (n, alpha) 

interactions with oxygen26. For the endpoint of DNA double-strand break induction, these neutrons 

have an RBE of 2.7 relative to Cobalt-60 gamma rays26.  
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Case studies from the University of Washington observed what appeared to be abscopal 

effects in MCC patients treated with both immunotherapy drugs and neutron radiation therapy, 

that were previously treated and unresponsive to x-ray radiation and immunotherapy alone. As an 

example, one patient with an immunosuppressive disease (chronic lymphocytic leukemia) was 

diagnosed with a non-viral MCC and initially treated with a single fraction of 8-Gy using MV x-

rays22. After a short-lived initial response, in-field disease progressed within 6 weeks of the 

treatment, with additional lesions occurring on the skin. This patient began anti-PD1 

immunotherapy treatment with pembrolizumab, with palliative intent. One month following 

immunotherapy, the patient was enrolled in neutron radiation therapy. A total of 5 lesions were 

treated with 6 Gy of fast neutrons, delivered in two fractions of 3 Gy, one week apart. Within two 

weeks, all treated lesions had completely responded, as well as the out-of-field lesions (Figure 1). 

Nine months following radiation, this patient remained disease-free.  
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Another patient was diagnosed with recurrent MCC of the scalp, previously treated with 

anti-PD1 immunotherapy and megavoltage x-ray (low-LET) radiotherapy23. Neutron radiotherapy 

was administered, with a total of 18 Gy delivered in 12 fractions over four weeks to all disease 

sites, resulting in a complete clinical response. Small out-of-field lesions developed within 6 

months of treatment completion, which were treated with various immunotherapy drugs (anti-PD1, 

toll-like receptor 4 agonist). Following treatment with anti-PD1, secondary lesions completely 

responded. Five years after treatment, this patient remains free of recurrent MCC.  

 

Figure 1. An MCC patient receiving a combination of neutron beam therapy and 
immunotherapy (anti-PD1). A+B show the lesions directly treated with neutrons by two 
fractions of 3 Gy, circled in red. The blue-circled lesions were not directly treated. C+D 
show the patient at one month following treatment, showing complete remission. Photo 
from Schaub et al. (2019) 
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In cases like these, the patients were previously unresponsive to low-LET radiation or 

immunotherapy alone, and only experienced full therapeutic control when treated with both high-

LET radiation and immunotherapy.  This suggests that synergistic effects can occur when 

treatments are combined, and that x-ray radiotherapy may be less suitable to stimulate an immune 

response than higher-LET radiotherapy. Immunotherapy is designed to make the tumor 

environment more susceptible to immune surveillance. Thus, particularly high-LET, radiation 

must be acting to enhance antigen production from the cancer cells. 

1.3 Stimulator of Interferon Genes 

Immune recognition in response to DNA damage is a concept that traces back to virology. 

DNA viruses, such as herpesvirus and papillomavirus, chiefly act to invade the nuclei of cells, 

induce DNA damage, and integrate with the host DNA during repair27. Immune surveillance does 

not extend to the nuclei of eukaryotic cells; another means of detection is needed.  
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The Stimulator of Interferon Genes (STING) pathway evolved such that cells can detect 

and respond to DNA viral infections (Figure 2)28. Through STING, infections are detected by 

double-stranded DNA fragments left behind by viral invasion and DNA integration, either by 

directly diffusing outside of the cell’s nucleus or through formation of unstable micronuclei, which 

both deliver DNA into the cytosol29. DNA detection is performed by cyclic GMP-AMP synthase 

(cGAS). cGAS binds to dsDNA fragments with GMP/AMP to create cyclic GMP-AMP (cGAMP). 

cGAMP has the unique capability of interacting and phosphorylating STING receptors on the cells’ 

endoplasmic reticulum, which then ignites a series of pro-inflammatory signals30. Activated 

STING dimers translocate to the perinuclear space through Golgi apparatus, which goes on to 

Figure 2. The cGAS-STING signaling pathway. DNA stress leads to cytosolic DNA accumulation by 
micronucleus formation and rupture. DNA is sensed by cGAS and used to activate transcription factors 
IRF3 and NF-kB, leading to production of inflammatory cytokines. Figure from Li et al. (2018) 
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phosphorylate tank-binding kinase-1 (TBK1)31. TBK1 activation leads to nuclear transcription 

NF- kB (nuclear factor light-chain-enhancer of activated B cells) and IRF3 (immune regulatory 

factor 3). NF- kB and IRF3 both drive production of type-I interferon, such as interferon-beta 

(IFNb), which is known to promote immune-stimulatory functions and enable activation of innate 

immune responses through dendritic cells, CD8+ T-cells, and natural killer cells31. 

 

Once expressed, IFNb acts as a danger signal to the surrounding immune system and is 

detected by tumor-infiltrating lymphocytes, such as dendritic cells32. Dendritic cells seek out 

pathogen or damage-associated molecular patterns (PAMP/DAMP), i.e. tumor antigens, expressed 

on the cell surface of dying cells through class-I major histocompatibility complexes (MHC-1)31,33. 

Upon detection, these antigens are converted into peptides expressed on the dendritic cell’s surface, 

which is able to cross-present the tumor antigens to MHC-1 on naïve CD8+ (killer) T-cells. By 

this action, CD8+ T-cells become primed to a target. This cascade of interactions following IFNb	 
production unleashes killer T-cells that are able to recognize target cells that are positive for the 

original DAMP34.   

 

Although newly discovered, this signaling pathway has been extensively studied in vivo 

and in vitro, chiefly by scientists at Weill-Cornell with respect to radiation-induced STING. A 

2017 Nature Comms manuscript35 described the dose response mechanics of cytosolic dsDNA 

accumulation in a range of human and murine cancers, demonstrating high accumulation of 

dsDNA and IFNb production between 8-12 Gy of x-ray radiation. In-vivo studies of combined 

radiation and PD1 inhibitors in mice, showed remarkable tumor control in un-irradiated 

contralateral flank tumors at 8 Gy. However, these effects are not present when absorbed doses 

exceed 12 Gy. In-vivo studies combining anti-CTLA4 and fractionated ionizing radiation in dual-

flank B16 melanoma tumors have shown an abscopal effect with single-fraction doses ranging 

from 5-8 Gy, with little dependence on the timing between fractions36. Blocking CD8 abrogates 

the pro-immunogenic response, further confirming that these effects are immune-mediated. 

 

While hypofractionated radiation has been shown to be pro-immunogenic, the single-

fraction dose can have a dramatic effect on immunogenicity, especially at doses exceeding 12 

Gy.35  As an excess of dsDNA accumulates in the cytosol and IFNb is secreted at high 
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concentrations, the genotoxic stress drives the cell to begin upregulating three-prime-five-prime 

exonuclease 1 (Trex1), which acts as an inhibitory signal to degrade cytosolic dsDNA. Not much 

is currently known about the mechanism of Trex1 upregulation and its role as a STING antagonist, 

whether it is a direct responder to cytosolic dsDNA is debated37. However, Trex1 deficiencies in 

mice and humans comes with high rates of autoimmune disorder38. This suggests that Trex1 is, at 

least, immunosuppressive and a mechanism of autoimmune disease.  

1.4 DNA Damage and Repair 

In the current understanding of radiation biology, nuclear DNA is the primary target for 

the biological effects of ionizing radiation39. Radiation-induced DNA damage can manifest in four 

discrete ways: base damages, DNA protein crosslinks, mismatches, and strand breaks. Base 

damages refer to individual DNA bases (A, T, G, C) being covalently modified into another. 

Crosslinks refer to covalent links forming between DNA bases, either inter-or-intra strand. 

Mismatches refer to base pairs being repaired with the incorrect bases, commonly T being replaced 

for U. Lastly, strand breaks refer to breaks in the sugar-phosphate ‘backbone’ of DNA and can be 

classified as single (SSB) or double-strand breaks (DSB). 

 

SSB and DSB are the most relevant forms of DNA damage leading to clonogenic cell death, 

with the latter being the most potentially lethal form of DNA damage.  Roughly 1000 SSB and 40 

DSBs occur per Gy of radiation dose per cell, which are induced by either ‘direct’ or ‘indirect’ 

action40,41. Indirect action refers to DNA damage induced secondarily following physiochemical 

interactions of low linear energy transfer (LET) particles with other molecules in a cell, chiefly 

mediated by hydroxyl radicals created through water radiolysis. Radical-DNA interactions can be 

chemically repaired through reactions with sulfhydryl groups, but the presence of oxygen 

molecules make these damages permanent (oxygen fixation)39.  Direct action refers to DNA 

damage induced directly by ionization interactions between radiation and DNA. Indirect action is 

the dominant interaction mechanism for radiation with a low linear energy transfer (LET), such as 

x-rays or electrons. Conversely, high-LET radiation (heavy ions, neutrons) predominantly 

interacts through direct action.  
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Different forms of DNA damage can be repaired through distinct repair pathways (Figure 

3)39,42. SSB are generally repaired through the process of base-excision repair or nucleotide-

excision repair, where sections of damaged bases are excised and re-filled by polymerases and 

ligases. DSB are repaired through homologous recombination repair (HRR) or non-homologous 

end joining (NHEJ), depending on cell cycle staging and the presence of homologous 

chromosomes. HRR occurs in the S/G2 phases of the cell cycle, with higher rates of successful 

repair due to the presence of sister chromosomes to use as a template. However, NHEJ is the more 

predominant DSB repair mechanism, where damaged ends are directly rejoined by DNA protein 

kinases. The accuracy of the repair is dependent on the nature of the breaks – perfectly-matched 

overhangs can be successfully repaired, but imperfectly-matched overhangs suffer from nucleotide 

loss at repair. Imperfect matches are more common, thus NHEJ is more error prone. It should be 

noted that flawed DNA repair is not inherently lethal but can result in DNA translocations that are 

mutagenic and carcinogenic. 

 

 

Figure 3. Summary of DNA damage induced by ionizing radiation, and repair mechanisms for 
each. Single strand breaks and base damages are repaired through base-excision repair (BER). 
Double strand breaks, whether clustered or base damage-adjacent, are repaired through 
homologous repair (HR) during S/G2, and non-homologous end joining (NHEJ) during the rest of 
the cell cycle. Figure from R. Stewart lecture on DNA repair, Univ. of Washington resident 
didactics (2019)  
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1.5 Hypoxia in Radiation Therapy 

Oxygenation plays a large role in the radiosensitivity or radioresistance of cancer, 

particularly for low-LET radiation that induces DNA damage by indirect action (Figure 4). Oxygen 

‘stabilizes’ the damaged ends of DNA strands from hydroxyl radicals, making them more difficult 

to repair43. As oxygen is removed, DNA lesions remain less stable and radiosensitivity decreases44. 

At anoxia, low LET radiation requires roughly 3x more dose for equivalent clonogenic death43. 

Directly ionizing radiation, such as high-LET charged particle beams is able to overcome 

heightened radioresistance by directly damaging DNA45. 

 

 

Figure 4. (Top) The mechanism of oxygen fixation of radiation-induced DNA damage. DNA 
damage from indirect action relies on free radicals produced in water radiolysis, which are 
conventionally ‘fixed’ by chemical reactions with oxygen. When oxygen is removed, this 
fixation is no longer possible. (Bottom) The effect of oxygenation on radiation sensitivity. 
Fully oxygenated cells are roughly three times more radiosensitive than fully anoxic cells. 
Figures from the 7th edition of Radiobiology for the Radiologist (Hall, Giacca; 2012). 
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Hypoxia impacts many other mechanisms than DNA damage and repair. Disordered tumor 

growth and dysfunction in angiogenesis and vasculogenesis result in the deprivation of oxygen to 

tumor cells, with differential effects that vary over space and time (Figure 5)46–48. Briefly, as a 

result of chaotic growth, some regions within a tumor grow beyond the diffusion length of oxygen 

from native vasculature, resulting in a limitation of oxygen diffusion (chronic) hypoxia. This 

oxygen deprivation promotes accumulation of hypoxia-inducible factor alpha subunits (HIF-1a 

and HIF-2a) and formation of HIF transcription factors, resulting in upregulation of VEGF and 

chaotic formation of neovasculature (angiogenesis)48. Disordered and ‘leaky’ vasculature can yield 

in a different form of hypoxia, where delivery of O2 is transient and limited by fluctuations in 

blood vessel perfusion (acute hypoxia)49.  

 

 

Figure 5. The effects of limitations in oxygen perfusion and diffusion on hypoxic status. 
Hypoxic cells are illustrated in blue, normoxic cells in yellow. Chronic hypoxia (left) occurs 
in cells that reside beyond the diffusion length of oxygen from blood supply, dependent on 
the distance away from a blood vessel. Acute hypoxia occurs in cells that reside near an 
occluded blood vessel, which is occasionally perfused with blood, leading to oxygenation 
that varies with time.  Figure from Horsman et al. (2013) 
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Tumor cells in acutely hypoxic conditions have been shown to undergo epithelial-to-

mesenchymal transformation, changing their own morphology to become more motile and less 

susceptible to environmental stressors50. Many known EMT mechanisms have been linked to acute 

hypoxia, such as Snail, Twist, Hedgehog, and Notch51. Chronically hypoxic regions of tumors 

become focal regions of mesenchymal stem-like cells, accompanied by changes in metabolic 

activity (Warburg effect), elevated stem cell maintenance factors, and elevated 

immunosuppressive factors52. Both subgroups can be attributed with treatment resistance in 

radiation, chemotherapy, and immunotherapy regimens, and yield subpopulations of cells with 

enhanced capacity of metastasis and recurrence. 

1.6 Hypoxia Imaging, Photoacoustic CT 

Intratumor measurement of tissue oxygenation has clinically been performed using a 

variety of techniques, each with their own strengths and weaknesses. The gold standard for 

interstitial oxygen measurement is the Eppendorf probe, which offers absolute measurements 

quickly, at the cost of invasiveness and limited spatial sampling53. Many PET/SPECT tracers have 

been developed, relying on nitroimidazole binding to intermediate products of formed during 

hypoxic reactions in cells54. However, nitroimidazole-positive voxels have poor correlation with 

hypoxic cells measured via HIF-1/2 histopathology55. PET/SPECT scans also suffer from long 

acquisition times, artificially skewing readings to predominantly bias toward chronic hypoxia. 

Dynamic contrast-enhanced MRI is another common approach to hypoxia imaging, which can 

give volumetric data on vascular perfusion at high resolutions, but this only gives an instantaneous 

view of perfusion – which is only one contributing factor to chronic hypoxia and varies over time 

in acute hypoxia55. Multiple perfusion images would be required to demonstrate changes in 

perfusion.  In a preclinical setting, many of these issues can be overcome through the use of 

photoacoustic CT spectroscopy (PCT-S). 

 

Photoacoustic imaging utilizes the photoacoustic effect, first described by Alexander 

Graham Bell, which relies on the conversion of electromagnetic energy into high-frequency 

acoustic pressure signals in tissue56. This conversion is the result of rapid thermal expansion and 

contraction that follow energy absorption, which occurs on the order of microseconds57. 

Photoacoustic imaging systems typically utilize nanosecond pulses of light, considered 



 

29 

instantaneous, to ensure that all absorption interactions complete before energy absorption can be 

converted into acoustic pressure. Conventionally, these light sources are near-infrared lasers, 

chosen because long-wavelength light is able to more-easily penetrate into tissue for imaging of 

structures at a greater depth58. The resulting acoustic signals are emitted isotropically, and can be 

detected with ultrasound transducers, either singly or by an array of transducers59. By applying 

filtered backprojection techniques to photoacoustic measurements acquired at many angles, cross-

sectional photoacoustic computed tomography (PCT) can be achieved. Modern photoacoustic 

systems can be designed at the scale of single cells (PCT-microscopy) or for whole-breast imaging 

(photoacoustic mammography)60. The PCT system used in the lab of Dr. Keith Stantz typically 

acquires images at a resolution of 0.15 mm voxels, with an acquisition time of 3-12 seconds. 

 

At near-infrared wavelengths, the main endogenous absorbers of EM radiation are 

oxyhemoglobin and deoxyhemoglobin (Figure 6), which have absorption cross sections 2-3 orders 

of magnitude higher than water or fat61. The presence of oxygen on hemoglobin alters its 

absorption spectrum. By acquiring PCT images at varying NIR wavelengths, the resulting signal 

can be fit to the molecular extinction coefficients for oxygenated and deoxygenated hemoglobin 

to determine the hemoglobin concentration and the oxygen saturation of hemoglobin62.  

 

 

Figure 6. Optical absorption coefficients for hemoglobin, water, fat as a function of photon 
wavelength. At near-infrared wavelengths (shaded in yellow), the main absorbers of photons are 
hemoglobin (Hb) and oxyhemoglobin (HbO2). Near-infrared light also interacts in water and fat, 
but the absorption coefficients are 3 orders of magnitude lower than hemoglobin. Figure from 
Mehrmohammadi et al. (2013) 
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The main limitations of the clinical hypoxia imaging techniques described above are 

invasiveness, poor time resolution, poor spatial resolution, and the need for vascular perfusion. 

PCT-S is a single imaging modality that is able to noninvasively measure oxy/deoxyhemoglobin 

concentrations and oxygen saturations quickly and with a high spatial resolution. Repeat scans 

require no extra injection of perfusion agents, so changes in tissue oxygenation can be readily 

tracked over time, differentiating between acute and chronic hypoxia.  

1.7 Hypothesis 

Current techniques used in radiation therapy simplify a complex biological problem into a 

physical problem – where anatomical imaging is used to identify and treat a large tumor volume 

with a uniform radiation dose. While largely successful, local and distant recurrence occurs in 

many cancers leading to poor overall survival rates. Many of these recurrences can be attributed 

to treatment-resistant sub-populations of transformed mesenchymal cells, which are known to be 

maintained within hypoxic regions of the tumor and to evade immune-surveillance. By accounting 

for immunogenic (biological) effects, such as radiation-enhanced immunogenicity via the STING 

pathway, concurrent radiation and immune therapies can potentially be implemented to induce an 

abscopal response, selective to these hypoxic cells with the highest metastatic potential. As this 

response is dependent on DNA damage, x-ray radiation at clinically viable doses is likely 

insufficient due to oxygen-enhancement effects. Therefore, we believe that high-LET radiation, 

which is able to overcome oxygen enhancement effects, is capable of selectively inducing this 

adaptive immune response to metastatic and recurrent cancers.  

  

Little prior work has been done to explore STING induction by high-LET radiation, in part 

due to the limited accessibility of clinical heavy ion beam therapy. Therefore, we will initially use 

DNA damage modeling to develop a predictive model of STING regulators (cytosolic dsDNA and 

TREX1) as a function of physical dose and S (the initial number of DSB clusters per Gy). We 

hypothesize that hypoxia will reduce the efficiency of low-LET radiation of inducing STING via 

these regulators, and that high-LET radiation will both more efficiently trigger STING and 

abrogate oxygen-enhancement effects.   
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These models will be based purely on physical modeling and require experimental 

verification. As previously described, the CNTS at the University of Washington is one of the few 

clinics in the world capable of treating with high-LET external beam radiation, and MCC have a 

clinical history of inducing abscopal effects in response to neutron therapy. Through direct in vitro 

testing of MCC cells, we further hypothesize that high-LET fast neutrons will be more efficient 

per dose at inducing STING than low-LET x-rays. This will be tested through the assay of IFNb 

secretion, cytosolic dsDNA accumulation, and Trex1 upregulation. Laboratory measurements will 

be used for refining and extending these DNA damage models to predict STING response. 

 

Lastly, advanced imaging will be required to support the selective targeting of hypoxic 

regions within a tumor harboring cancer cells with the highest metastatic potential. Novel in-vivo 

oxygenation imaging techniques will be developed using photoacoustic CT to identify normoxic 

and hypoxic regions of these tumors for guidance in focal radiation delivery. We hypothesize that 

chronic and acute hypoxia can be both detected and distinguished based on longitudinal sampling 

of local hemoglobin concentration and oxygen saturation. 
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CHAPTER 2. SPECIFIC AIMS 

2.1 Model STING Regulation from DNA Damage Models 

In vitro data has been published on cytosolic dsDNA concentrations and exonuclease Trex1 

expression as a function of radiation dose from 220 kVp x-rays for MC38 cancer cells. Using 

Monte Carlo Damage Simulation (MCDS)40 software with a single-cell geometry, the number of 

nucleic double-stranded DNA break clusters (DSB per Gy) will be calculated for the published 

doses and fitted to form simple models of DSB vs. dsDNA concentration and DSB vs. Trex1 

upregulation parameters. These models of dsDNA accumulation and Trex1 upregulation will be 

applied to new MCDS simulations varying the radiation source (220 kVp and 6 MV photons, 

protons, alpha particles, fast neutrons) and oxygenation conditions (pO2 < 20 mmHg), assuming 

that equivalent nuclear DNA damage yields equivalent STING activation. 

2.2 Measure STING Regulation from Varying Radiation Sources 

Experimental validation of x-ray and fast neutron models will be performed through in 

vitro study using MCC13 non-viral Merkel cell carcinoma cells63 (courtesy of Paul Nghiem Lab, 

University of Washington) using the Small Animal Radiotherapy Research Platform (SARRP) and 

Clinical Neutron Therapy System (CNTS) at the University of Washington. Dose escalation 

studies will be performed using cells plated and irradiated at a comparable confluence to the 

reference experiments. STING activation will be determined through two endpoints: IFNb 

secretion and Trex1 upregulation. Trex1 upregulation will be measured using immunofluorescence 

techniques. IFNb secretion in cell-free supernatant will be measured through ELISA assay. 

Agreement with our DNA damage models will be assessed, and if necessary, our models will be 

revisited to match measurement.   

2.3 Develop Imaging Protocols to Localize and Distinguish Hypoxic Status 

Syngeneic MC38 colorectal tumors will be seeded onto immune-competent mice and 

tracked for two weeks of growth. Tumor volumes will be measured throughout development, and 

photoacoustic CT spectroscopy scans will be performed to track changes in oxyhemoglobin 
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saturation (SaO2) and concentration (CtHb). Every three days, a series of PCT-S images will be 

acquired in 15-minute intervals over 2 hours to measure short-term fluctuations in SaO2 and CtHb. 

Temporal data will be used to develop a classification system for sub-regions of predominantly 

chronic or acute tumor hypoxia.  

2.4 Innovation and Impact 

Adjuvant radiation and immunotherapy is a rapidly growing focus of radiation oncology, 

yet cGAS/STING/Trex1 are a relatively new discovery. As of writing, no groups have explored 

the variability in STING-driven immunogenicity due to high-LET radiation or hypoxia, which are 

common points of study within radiation biology and dramatically impact initial DNA damage, 

repair, and clonogenic survival. This work aims to bridge the gap between radiation oncology and 

immunology through a preclinical approach, utilizing both Monte Carlo radiation transport 

modeling and laboratory experiment, to establish the basic groundwork for clinical translation.  
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CHAPTER 3. DNA DAMAGE MODELING OF STING RESPONSE IN 
VARYING CONDITIONS, IN VITRO 

3.1 Introduction 

Radiation-induced immunogenicity, particularly from accumulation of cytosolic dsDNA 

activating STING, is mediated by micronucleation and DNA fragmentation following DNA 

damage30. This suggests that study of radiation damage may yield further details about the 

mechanism of radiation-enhanced immunogenicity. Laboratory experiments of cGAS-STING-

Trex1 are conventionally performed using low-LET x-ray radiation sources, such as an Xstrahl 

SARRP, in normoxic conditions, and have demonstrated a strong pro-immunogenic response 

following doses of 8-12 Gy35. However, the effects of varying radiation quality and tissue 

oxygenation remain largely unexplored.  

 

High-LET radiation sources produce more dense ionization interactions, yielding more 

geometrically complex DNA damage that is more difficult to repair, which can lead to higher rates 

of micronucleus formation per dose64,65. Thus, radiation that is more extensively damaging is 

predicted to be more immunogenic. In contrast, as previously described, oxygen deprivation can 

render cancer cells unresponsive to (particularly, low-LET) radiation due to the lack of chemical 

fixation of indirect DNA damage by oxygen, enabling chemical repair. The purpose of this chapter 

is to use Monte Carlo radiation interaction simulation techniques to develop preliminary models 

of the DNA damage induced in published experiments on STING regulation. These models are 

then applied to other forms of radiation, as well as conditions of varying cellular oxygenation.  

3.2. Materials and Methods 

3.2.1 Monte Carlo Damage Simulation 

Monte Carlo damage simulation (MCDS), originally developed in 2004 at Purdue 

University by Stewart and Semenenko, a modeling software capable of simulating the formation 

of single and multiply damaged sites on DNA for an arbitrary radiation source40. Briefly, the 

software inputs a radiation type and particle energy, either mono-energetically or poly-energetic 

spectrum, and determines the number of SSB, DSB, and base damages. MCDS randomly 
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distributes DNA lesions over both strands for a pre-defined length of DNA. Following ‘damage,’ 

MCDS parses through the length of the modeled DNA strand and groups DNA lesions into damage 

clusters based on their proximity, with a minimum separation that can be defined as an input 

(Figure 7)66. Clustered damages are classified using the scheme defined by Nikjoo et al.67, loosely 

into SSB and DSB with varying complexity depending on other local damages, such as SSB+ 

(multiple adjacent SSB on the same strand) or DSB++ (multiple adjacent DSB).  One particularly 

useful output is S, the number of DSB/Gy/Gbp, which can be used to define the RBE with respect 

to DSB formation (Eqn 3.1)68. Conventionally, Sref corresponds damage from a cobalt-60 radiation 

source. 
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MCDS is the only DNA damage modeling software capable of accounting for oxygenation 

effects66. To achieve this, the probability of DNA fixation by an oxygen molecule within a cell is 

calculated based on the local oxygen concentration, the number of DNA lesions chemically fixed 

in oxygen-depleted (anoxic) irradiations, the oxygen concentration at which half of the maximum 

DNA lesions are removed, the effective atomic number of the radiation source, and the velocity of 

the particles relative to the speed of light. This oxygenation correction also accounts for 

physiochemical processes that inhibit chemical DNA repair. Once the probability of oxygen 

fixation is determined, the total number of modeled DNA lesions are reduced by this probability, 

Figure 7. Example of DNA lesion distribution and clustering across two strands 
of DNA, as modeled in MCDS. Nmin refers to the minimum separation for two 
lesions to be considered of separate clusters. Lesion 1 consists of a DSB with a 
nearby SSB. Lesion 2 consists of two SSB on the same strand. Figure from 
Stewart et al. 2004 
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and the DNA damage clustering algorithm proceeds as described above. This approach has been 

validated against in-vivo and in vitro data for a variety of cell lines and closely agrees with oxygen 

enhancement effects. By directly calculating the probability of chemical repair, effects of oxygen 

radical scavengers can also be modeled, although this is not explored within the context of this 

work.  

3.2.1.1. Source Modeling: X-Rays 

MCDS modeling for photon sources requires tabulated data of the relative dose 

contribution of secondary electrons for a given setup – here modeled as a cell monolayer with 1 

cm of water buildup with 20 cm of water for backscatter. All beam modeling was performed in 

FLUKA general purpose Monte Carlo PRECISIO defaults, with 108 histories and electron 

transport cutoffs reduced to 1 keV69,70.  

 

A 220 kVp x-ray source was modeled to match a Varian NDI 225/22 x-ray tube typical of 

SARRP orthovoltage irradiators (Figure8), as described in Stewart et al26. Briefly, a 220 keV 

electron pencil beam was directed at a tungsten wedge at 45-degrees to the beam. A brass filter of 

0.8 mm thickness was added to remove low-energy photons and increase the average energy of 

the resulting beam. The surface of the simulated cell plate was positioned at 35 cm from the brass 

filter to match the exact radiation geometry. Parallel simulations were performed using 10-million 

primaries, scoring the dose contribution of secondary electrons as a function of particle energy. 

This dose spectrum was tabulated as an input file for MCDS simulations. 

 

A 6 MV x-ray source was modeled to match a Varian Clinac. Geometric models of the 

treatment head components were not available, so the source photon energies were defined using 

customized FLUKA SOURCE.f subroutine and a photon fluence spectrum provided with the 

Computational Environment for Radiotherapy Research (CERR) VMC++ modeling package71. 

The cell monolayer geometry was maintained from the prior simulation, with the SSD changed to 

100cm. Simulation parameters were kept consistent, and the resulting electron dose spectrum was 

tabulated as an input file for MCDS.  
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3.2.1.2. Source Modeling: Charged Particle Beams 

MCDS by default can model DNA damage from monoenergetic charged particle sources 

for ions up to Fe56 without further external definition of the source properties. Due to the immense 

variability in energy spread among ion beams, across systems, across primary energies, and across 

depths, iontherapy sources were modeled as monoenergetic72. These energy spreads can be 

modeled in general purpose Monte Carlo and used to calculate DNA damage on a voxel-by-voxel 

basis. This will be discussed and demonstrated in Chapter 4.  

3.2.2 Retrospective Analysis 

The in vitro dose response characteristics of STING regulators cytosolic dsDNA and 

exonuclease Trex1 have been published by Vanpouille-Box35 for a variety of human and murine 

cells, where cell plates were irradiated to doses up to 30 Gy. The endpoints of Trex1 upregulation 

and cytosolic dsDNA accumulation were assayed using RT-PCR and fluorescence techniques, 

Figure 8. FLUKA simulation geometry to calculate the secondary electron fluence 
following exposure to 220 kVp x-rays. A 0.1-mm diameter beamlet of 220 keV 
electrons are directed at a tungsten anode, creating bremsstrahlung and 
characteristic x-rays that propagate out. The resulting x-rays pass through a 0.8 mm 
beryllium window and a 0.15 mm brass foil to attenuate low-energy x-rays. At 35 
cm away from the source, a cell culture plate is placed, where secondary electrons 
are measured after passing through 2 mm of water. 
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respectively. To generalize these results for use in predicting radiation-enhanced cytokine 

production, MCDS simulations were designed to calculate the extent of DNA damage from the 

absorbed doses delivered to each data point. 

 

 

The referenced experiment was assumed to use cells in normoxic conditions at 20mmHg, 

with each cell type modeled using the default nucleus diameter at 5 microns and the default DNA 

Figure 9. Published data for cytosolic dsDNA and Trex1 dose response from Vanpouille-
Box et al. (2017) for a variety of human (MDS-MB-231, 4157TR) and murine (4T1, MC38, 
TSA) cells. Cytosolic dsDNA (top) follows a Gaussian trend, with varying amplitude and 
background concentrations per cell type. Trex1 (bottom) roughly follows a sigmoidal trend, 
with varying ‘plateau’ amplitudes.  
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content of 1 giga-base pairs. Simulations were performed using a SARRP 225kVp photon source, 

for doses between 0-30 Gy. The number of DSB clusters per unit dose were plotted against the 

published data for nanograms of cytosolic dsDNA per 10^6 cells, and n-fold upregulation of Trex1. 

Data was fitted to Gaussian and Sigmoid curves (Eqn. 3.2 and 3.3) using the MATLAB curve 

fitting toolbox (MathWorks, Inc.). In equations 3.2 and 3.3, D represents the physical absorbed 

dose in Gy, Σ is the number of DSB clusters per Gy, and a/b/c are cell-specific constants. 

 

,-./012(0, Σ) = 4 ∗ exp 9− ;
0 ∗ < − =
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DE-F1(0, Σ) = 	
4

= + exp	(−> ∗ 0 ∗ Σ)
	(A − /H.I	JKE-BJ.4LMHA)									(3.3) 

These fitted models were applied to new test scenarios, under the assumption that 

equivalent DNA damage will yield equivalent micronucleation and cytosolic self-DNA 

accumulation, thus equivalent IFNb and Trex1 regulation. MCDS simulations for the reference 

cells were repeated to determine Σ for 6MV x-rays, as well as protons, electrons, helium-4, and 

carbon-12 ion sources with particle energies varied between 1 keV and 300 MeV. Further 

simulations were performed for cells held in hypoxic and anoxic conditions, from pO2 = 0 – 20%.  

3.4 Results 

3.4.1 Predicted Effects of High-LET Radiation on STING Regulation 

Prior data follows gaussian and sigmoidal models with all R2 > 0.9. Fit coefficients for 

dsDNA and Trex1 dose responses can be seen in Table 1, Monte Carlo damage coefficients in 

Table 2 Variability in peak dsDNA amplitudes, as well as background dsDNA concentrations, are 

considered cell specific. Higher-LET radiation induces more DSB/Gy, thus cytosolic DNA is 

expected to accumulate at lower doses (Figure 10). Similarly, exonuclease Trex1 is upregulated at 

lower doses. The ratio of peak doses between radiation modalities follows the RBE, with respect 
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to DSB induction. E.g., 1 MeV protons at the distal edge of a pristine Bragg peak have an RBE of 

approximately 2, which induces a dsDNA peak at ½ of the low-LET dose. 

 

 
 
 

Figure 10. Predicted cytosolic dsDNA accumulation following radiation with SARRP x-rays, 
monoenergetic 1 MeV protons, and monoenergetic 1 MeV helium ions. Higher-LET radiation 
induces more DSB per Gy, resulting in accumulation of cytosolic dsDNA at lower doses (left). 
The ratio of doses for peak cytosolic dsDNA is the ratio of S between sources, i.e. the RBEDSB. 
The rapid buildup of dsDNA followed by upregulation of Trex1 at lower doses (right).  
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Table 1. Fit coefficients for a variety of human and murine cells for cytosolic dsDNA and Trex1 dose response as a function of physical 
dose and the number of DSB clusters per Gy, as modeled in MCDS. Fits were performed using the MATLAB curve fitting toolbox. 
Cytosolic dsDNA fits used the built-in Gauss1 equation (3.2). Trex1 data was fitted to a sigmoid function (3.3) 

 

 

 TSA 4T1 MC38 
MDA-MB-

231 4157TR 

 dsDNA Trex1 dsDNA Trex1 dsDNA Trex1 dsDNA Trex1 dsDNA Trex1 
a 7851 0.09298 4875 0.02935 8139 0.01356 1998 0.01484 6085 0.0001653 
b 66.47 0.03802 65.67 0.06231 85.14 0.06531 96.26 0.05376 70.82 0.1379 
c 31.76 0.007728 31.57 0.00239 34.52 0.002099 33.97 0.001166 16.13 0.00002334 
R2 0.9 0.97 0.9 0.93 0.74 0.9 0.91 0.96 0.87 0.97 
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Table 2. DNA damage coefficients calculated in MCDS for a variety of radiation sources, varying oxygenation. Photon sources were 
input as polyenergetic secondary electron spectra, calculated using FLUKA particle transport Monte Carlo. Electron, proton, and helium 
ion sources were input as monoenergetic for simplicity, due to range dependencies arising from continuous average energy loss across 
iontherapy beams. 

mmHg O2 

S (Avg. DSB clusters per Gy) 
225 kVp 
photon 6 MV photon 0.1 MeV e 10 MeV e 1 MeV p 100 MeV p 1 MeV He4 100 MeV He4 

0.001 2.99 2.85 2.85 2.83 6.60 2.88 26.29 3.46 

0.1 2.90 2.92 2.94 2.91 6.78 2.96 26.33 3.56 

0.5 3.34 3.27 3.28 3.26 7.44 3.32 26.42 3.96 

1 3.72 3.63 3.66 3.62 8.17 3.68 26.47 4.41 

2.5 4.59 4.49 4.51 4.47 9.73 4.55 26.62 5.44 

5 5.51 5.40 5.42 5.37 11.30 5.46 26.73 6.52 

10 6.47 6.33 6.37 6.31 12.88 6.41 26.82 7.63 

20 7.26 7.11 7.14 7.09 14.10 7.20 26.87 8.56 

760 9.73 8.32 8.31 8.24 15.87 8.38 26.96 9.93 
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3.4.2 Predicted Effects of Varied Oxygenation on STING Regulation 

Hypoxic cells are less-susceptible to DNA damage and are modeled to accumulate dsDNA 

more gradually with dose, following common oxygen-enhancement models (Figure 11). Table 2 

contains DNA damage coefficients for irradiations in varying oxygenation conditions. An anoxic 

dsDNA peak occurs at roughly 3x the dose of a low-LET normoxic dsDNA peak. However, high-

LET radiation is capable of overcoming oxygen enhancement effects – very high-LET radiation is 

fully independent of cell oxygenation and is predicted to induce the same dsDNA/Trex1 response 

regardless of cell status (Figure 12). 

 

 

Figure 11. Predicted cytosolic dsDNA dose response following SARRP irradiation, varying 
oxygenation. Hypoxic cells experience fewer effective initial DSB per Gy due to the lack of oxygen 
fixation and enhanced chemical repair. Lower mmHg condition yield fewer DSB per Gy, resulting 
in accumulation of cytosolic dsDNA at higher doses (left). The ratio of doses for peak cytosolic 
dsDNA is the ratio of S between oxygen conditions, i.e. the oxygen enhancement ratio. The 
shallower buildup of dsDNA is followed by upregulation of Trex1 at higher doses (right). 
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3.5 Discussion 

Classical radiobiology predicts dose enhancement from elevated particle LET, and suppression 

following oxygen depletion73. These effects hold for a variety of endpoints associated with DNA 

damage, such as phosphorylation of DNA repair foci, micronucleus formation, and clonogenic 

survival64,65. Based on DNA damage modeling and a thorough analysis of published data, we also 

expect cytosolic DNA, thus type-I interferons, and Trex1 enhancements from high-LET radiation, 

such as that at the distal edge of a Bragg peak, and suppression from cellular hypoxia. These 

models of cytosolic DNA accumulation and Trex1 regulation can be applied to any arbitrary 

radiation source, using the appropriate DNA damage coefficient (S) from MCDS, under the 

assumption that equivalent initial DNA damage yields an equivalent downstream response. 

 

Figure 12. Predicted dose to achieve peak cytosolic dsDNA for a variety of radiation sources, as a 
function of cellular oxygenation. Lower-LET sources, such as photons, are expected to experience 
peak dsDNA accumulation at higher doses, and experience oxygen enhancement effects that can 
triple the dose to achieve peak response. Higher LET radiation is able to drive dsDNA accumulation 
at lower doses, with lesser dependence on oxygenation. 
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The predicted effects of varied particle LET and hypoxia change both the dose for optimal 

immunogenicity as well as the window of doses where immunogenicity can be enhanced. This 

dose window narrows for very high-LET radiations, with the FWHM of the gaussian response 

halving for 1 MeV protons relative to SARRP x-rays. The expected dose window for hypoxic cells 

is also much wider. 
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CHAPTER 4. EXPERIMENTAL MEASUREMENT OF STING 
REGULATION IN VARYING CONDITIONS 

4.1 Introduction 

In the previous section, we attempted to model the effects of varying particle LET and 

hypoxia on STING regulation, under the assumption that equivalent DNA damage yields 

equivalent STING response, demonstrating an anticipated shift in radiation-induced 

immunogenicity. However, no prior data has been published demonstrating how STING 

immunogenicity can vary outside of low-LET x-ray irradiations, thus these measurements must be 

performed to validate and improve our DNA damage-based models.  

 

In this section, we perform such measurements. The in vitro dose responses of dsDNA, 

IFNβ, and Trex1 were measured in Merkel cell carcinoma cells following low-LET (orthovoltage 

x-ray) and high-LET (fast neutron) irradiations. Monte Carlo DNA damage modeling was used to 

generalize these results and form an empirical model of IFNβ and Trex1 regulation as a function 

of physical dose and the LET-based DNA damage coefficient (Σ), as before. These models were 

finally applied to general particle transport simulation, to map spatial variability in IFNβ, i.e. 

enhanced immunogenicity, across a variety of clinically relevant radiation sources.  

4.2 Materials and Methods 

4.2.1 Cell Culture Irradiations 

Non-viral Merkel cells (MCC13)63 were grown in T75 flasks with 10 mL of RPMI 1640 

medium with L-glutamine, supplemented with 10% fetal bovine serum and 1% 

penicillin/streptomycin. Cultures were incubated at 37 degrees C and 5% CO2 and passaged twice 

per week. Cultures were never allowed to reach 100% confluence. The MCC13s tested negative 

for mycoplasma contamination using an EZ-PCR mycoplasma detection kit. 

 

One day prior to irradiation, cells were passaged and plated in 6cm plates or 4-well chamber 

slides, depending on the endpoint desired. All plates were seeded for a maximum of 80% 

confluence at 4-days post-irradiation, roughly 600,000 cells per 6 cm plate or 60,000 cells per well 
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in a chamber slide. Growth medium was added to 2 mm depth for consistent dosimetry across 

plates, 4mL for 6cm plates or 0.4 mL for chamber slides. Cells were allowed to incubate at least 

overnight.  

 

For SARRP irradiation, the x-ray tube was allowed to perform a ~20-minute warmup 

routine, where the tube cycles through all available voltage/current settings. Upon completion, cell 

plates were loaded onto the treatment stage at the maximum SSD allowable, the collimator was 

removed to allow an open field, and plates were irradiated at 220 kVp, 13 mAs, at a dose rate of 

2.51 Gy/min (Figure 13). The dose rate was verified by film dosimetry. Irradiations were delivered 

such that cell plates were out of the incubator for less than 20 minutes, to minimize environmental 

effects from varying temperature, CO2 concentration. After irradiation, the growth medium was 

replaced in all plates, and the cells were immediately returned to the CO2 incubator. Dose 

escalation irradiations were delivered up to 22 Gy.  

 

 

Figure 13. Cell culture flask set up for irradiation on an Xstrahl SARRP. The SARRP uses a copper 
filter, with the collimator removed to expand the field as much as possible. The stage is also 
lowered to enable the highest amount of beam divergence possible. The flask, here a T75, is aligned 
to the treatment field with lasers.  
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For fast neutron irradiation, exposures were performed immediately following patient 

treatment, thus no warmup was needed. Irradiations were delivered using the geometry calibrated 

by the Clinical Neutron Therapy System (CNTS) engineers (Figure 14). Briefly, the neutron gantry 

was set to 180 degrees and cells were loaded onto the treatment couch with 2cm of solid water 

buildup. The dose rate was determined to be 60 cGy/MU. Due to the inefficiency of neutron 

production through p/n reactions, the neutron doses were limited to ≤ 8 Gy to minimize damage to 

the beam target. Irradiation timing and post-irradiation medium changes were performed using the 

same protocol as SARRP irradiations. 

 

 

After irradiation, the MCC13s were allowed 4 days to incubate. This time point was 

determined by the Nghiem lab, but verified by IFNb assay using SARRP-irradiated cells at 8 Gy. 

The doubling time for MCC13 was measured to be roughly 38 hours, so a 4-day incubation ensures 

Figure 14. Cell culture plates set up for irradiation using the Clinical Neutron Therapy System at 
the University of Washington. Cells are irradiated from the bottom-up with 2cm of solid water, to 
ensure that the cells are beyond the buildup region of the neutron PDD. Due to the low dose rate 
and limited efficiency of neutron production, 4 samples were irradiated at once with staggered 
doses to minimize the total delivered dose and lessen damage to the CNTS beryllium target.  
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that the treated cells are able to undergo two mitotic cycles. This is important because it allows 

time for formation and collapse of micronuclei in damaged cells, cGAS detection of cytosolic 

dsDNA, and full onset of cytokine production.  

 

Per each following endpoint, at least three datasets were acquired for both SARRP and fast 

neutron irradiations, and statistical significance was calculated using a paired student’s t-test. 

Complete assay protocols are included as Appendices A-C. 

4.2.2 Interferon Beta Assay 

Interferon Beta was measured in the supernatant (used growth medium) of irradiated cells 

using an enzyme-linked immunosorbent assay (ELISA). The supernatant from 6cm plates was 

harvested with a serological pipette and transferred to 15 mL tubes. The supernatant was 

centrifuged at 1000 rpm for 5 minutes to pellet cell debris and dead cells, and aliquoted into 

multiple 1.5 mL tubes for later assay. Samples were stored at -20 or -80ºC as freezer space was 

available. Cells were counted for proper normalization of the assay.  

 

IFNb quantification was performed using a DuoSet Human IFNb ELISA kit with ancillary 

supplies (R&D Systems, DY814-05). This kit uses a sandwich ELISA technique, where a 96-well 

plate is coated with a capture antibody optimized to ‘catch’ IFNb in a 100-microliter sample. A 

secondary detection antibody is applied, immediately followed by a streptavidin conjugated to 

horseradish peroxidase (HRP). When a substrate solution of hydrogen peroxide and 

tetramethylbenzidine is applied, the HRP undergoes a colorimetric reaction, darkening wells that 

have successfully ‘sandwiched’ a cytokine. After a sufficient time, a ‘stop’ solution of sulfuric 

acid is applied to stabilize the color development. Readout is performed using absorbance 

measurements (optical density, OD) on a Synergy4 microplate plate reader, at wavelengths of 450 

and 540 nm. Peak absorption occurs at 450 nm, with the latter wavelength used as a background 

correction in the event of plate defects. A calibration curve is measured using IFNb standards 

supplied in the DuoSet kit, serially diluted in complete RPMI. 

 

To analyze the ELISA plate, the OD reading at 540 nm is subtracted from the reading at 

450 nm to account for plate defects, and data from replicate wells are averaged. The OD 
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measurements from the 0 pg/mL standard are subtracted from all values, to fully account for net 

changes in OD. The calibration curve is generated by fitting the measured IFNb standards to a 

second-order polynomial, experimentally determined to result in the highest goodness-of-fit. This 

calibration curve is applied to all of the test wells on the plate to determine the absolute quantity 

of IFNb per well, in pg/mL. The IFNb readings are lastly normalized to the number of cells in the 

original plate, and the total volume of supernatant harvested from the plate. 

4.2.3 Cytosolic dsDNA Assay 

Cytosolic dsDNA assay was performed using the same cells as the IFNb assay. After 

harvesting the supernatant and counting the cells in each irradiated plate, cells suspensions were 

centrifuged and medium was replaced with phosphate-buffered saline such that the cell 

concentrations were 1 million cells per milliliter. 500,000 cells per sample were loaded into 2 mL 

centrifuge tubes with an angled base and passed through a NE-PER nuclear and cytosolic 

extraction kit (Thermo Scientific, 78833). Briefly, cells are centrifuged again, and PBS is replaced 

with CER-I reagent supplemented with HALT protease inhibitor (Thermo Scientific, 78430). 

Tubes are vortexed vigorously to resuspend the cell pellet and placed on ice for 10 minutes. During 

this time, the combination of CER-I and cold temperature gently perforates the cell membrane. 

After 10 minutes, CER-II reagent is added to the suspension, vortexed to mix, and returned to ice 

for 1 minute. CER-II neutralizes CER-I and halts the reaction. Then, tubes are centrifuged at 

14,000 RPM for 5-6 minutes to fully separate nuclear and cytoplasmic fractions. Cytosolic extracts 

in the supernatant are aliquoted to pre-chilled 1.5 mL tubes and stored at -20ºC for later assay.  

 

Double-stranded DNA quantification was performed using a Spectramax dsDNA Nano 

Quant bulk kit (Molecular Devices, #R8357). Cytosolic extracts are diluted with sterile PBS to 

ensure readings fall within the dynamic range of the kit, around 2000 cell extracts per μL, and 

plated in a black-bottom 96-well plate with calf thymus DNA standards supplied in the kit. A 

working solution of de-ionized water, supplied buffer, and supplied DNA dye is mixed and applied 

to each well, and allowed 5 minutes to incubate in the dark. Fluorescence readings are then 

immediately measured on a Synergy4 plate reader, with excite/emission wavelengths set to 

468/507 nm and saved in an Excel spreadsheet in relative fluorescence units (RFU).  
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To convert RFU into dsDNA measurement, a calibration curve is generated using the DNA 

standards. Like with IFNb, the calibration curve is generated by fitting the standards to a second-

order polynomial, again experimentally determined to result in the highest goodness-of-fit. This 

calibration curve is applied to all of the test wells on the plate to determine the absolute quantity 

of dsDNA per well, in nanograms. The cytosolic extracts are already normalized to ~20,000 cells 

per well, but measurements are rescaled to determine the nanograms of dsDNA per million cells, 

for direct comparison to literature. 

4.2.4 Exonuclease Trex1 Assay 

After incubation, 4-well chamber slides are washed twice in sterile PBS and fixed using 

10% paraformaldehyde for 10 minutes. Cells are permeabilized using a 0.5% Tween-20 solution 

in PBS, with a 10-minute incubation. Non-specific antibody blocking was performed with 3% 

bovine serum albumin for 30-60 minutes. Immunofluorescence staining is performed by 

incubating cells with a pre-conjugated Trex1/Alexa594 antibody (Abcam ab217095) at a 1:500 

dilution in PBS for 2 hours. Additional dsDNA staining is performed using a primary dsDNA 

antibody, incubating for 2 hours, and a secondary Alexa488 Fluor, also incubating for two hours 

(Abcam ab27156, ab150113). Slides are washed at least twice between each step, and all 

incubation steps were performed rocking slowly at room temperature. Upon completion, a 

coverslip is mounted using a drop of ProLong mounting medium, containing DAPI, as a nuclear 

DNA counterstain (Invitrogen, P36935). MCC13 experiments were compared to prior data 

measured in MC38 colorectal adenocarcinoma cells, from the Youngblood lab at the Department 

of Immunology at St. Jude Children’s Research Hospital.  

 

Slides are imaged using a Nikon 90i fluorescence microscope at 20x magnification, and at 

least 5 views are captured for each sample on each slide. Images are analyzed in ImageJ using 

customized macro scripts for efficiency. A rough cell count for each view is determined by 

converting a DAPI image into a binary and applying the watershed function to divide nuclei that 

are touching. An ‘analyze particles’ routine is called to count the discrete number of particles 

above a defined size, and the total count is saved in a .csv file. The total integral density of Trex1 

fluorescence is sampled by using the ‘measure’ function, and the results are saved to a separate .csv 

file.  
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A MATLAB script was written to compile and summarize the microscopy data. All DAPI 

and Trex1 data files are identified, loaded, and data is sorted by both delivered dose and radiation 

modality. The average and standard deviation of the cell count and Trex1 integral density is 

determined for each data point over all replicate samples. To find the integral density per cell, the 

Trex1 integral density is normalized by the cell count per image, which is also averaged per sample. 

Lastly, the Trex1 data was normalized to the background expression of Trex1 in un-irradiated cells, 

to determine the relative upregulation per cell. 

4.2.5 Interferon Beta and Trex1 Modeling 

To develop an empirical model of in vitro STING regulation and suppression, IFNβ and 

Trex1 dose response curves from x-ray and neutron irradiations were fitted to a single-term 

gaussian (Eqn. 4.1) and a first-order polynomial function (Eqn. 4.2), respectively, using the 

MATLAB curve fitting toolbox. Curves were fitted as functions of both physical dose and a 

source-dependent biological effect factor, Σ (DSB clusters/Gy/Gbp), an output factor from Monte 

Carlo Damage Simulation (MCDS) modeling software74. MCDS operates using track structure 

modeling to determine the number of ionization interactions from charged particles capable of 

causing DNA damage, while mapping the spatial distribution, or clustering, of the damaged DNA 

within the nucleus75.  
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Σ for SARRP x-rays was determined by inputting the secondary electron fluence spectrum 

for 220 kVp x-rays into MCDS, which was modeled using FLUKA general purpose Monte Carlo 

software. A 220 kVp photon source was modeled to manufacturer specifications for an Xstrahl 

SARRP using a Varian NDI 225/22 x-ray tube, with 0.8 mm beryllium and 0.15 mm copper 

filtration, as described in Chapter 3. Σ for fast neutrons (22.41) was obtained from previously 

published data26.  
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These models were extended to include Σ for alternative radiation sources, including 6MV 

linac and charged particle beams (electron, proton, alpha, and carbon ions). The 6MV linac source 

was modeled in FLUKA using a phase space file from the CERR external beam dose calculation 

package, initially modeled in VMC++, as previously described71. Mono-energetic proton, electron, 

helium-4, and carbon-12 particle sources were directly modeled in MCDS, with particle energies 

varied between 1 keV and 300 MeV75. All MCDS simulations were performed using 50,000 trials 

to achieve a standard error of less than 1%, using default settings for nucleus diameter (5 µm) and 

DNA content (1 Gbp). 

4.2.6 Modeling IFNb in General Purpose Monte Carlo 

Custom FLUKA user subroutines were written to score dose and Σ across an entire 

radiation field using an empirical approach adapted from Stewart et al26. Briefly, the squared ratio 

of effective charge and particle speed relative to the speed of light are applied to equation 3 to 

determine the RBE with respect to DSB, defined relative to cobalt-60 (JKL!-. =
/!"#!
/$%&'

)	. Spatial 

maps of S are found by multiplying RBEDSB by the reference S (8.3 DSBc/Gy/Gbp). Particle 

transport Monte Carlo simulations were performed, with the initial beam spot size defined as 5 

mm full-width at half-max, for 6MV x-rays, CNTS fast neutrons, and mono-energetic proton, He4, 

and C12 beams with a range of 10 cm in water in FLUKA, with a voxel resolution of 2 mm. 

Simulations used 108 initial histories. Depth-amplitude plots of the physical dose and Σ are applied 

to Eqns. 1 and 2 to model and compare the variability in IFNβ and Trex1 regulation across whole 

radiation fields.  
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+ = 0.9902, A = 2.411, ; = 7.32 ∗ 10$C, E = 1.539						 
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4.3 Results 

4.3.1 Interferon Beta Dose Response 

Supernatant from SARRP-irradiated cells was not positive for IFNb until 4 days post-

irradiation. This agrees with prior data and supports the theory that time is required between 

irradiation and immunogenicity due to the time required for micronuclei to form and collapse. At 

24 hours post-irradiation, some micronuclei have formed but are largely intact. 

 

The dose response for SARRP-irradiated loosely follows cytosolic dsDNA trends in data 

published by Vanpouille-Box35. IFNb gradually builds until a peak at 14.5 Gy, with a falloff at 

higher doses (Figure 15). The IFNb dose response for neutron-irradiated cells follows a similar 

trend, but peaks and falls off at lower doses, between 6.1 Gy. The peak doses were determined 

from Gaussian fits to the data. The ratio of peak doses is 2.4, which closely agrees with the 

measured RBE for micronucleus induction, as well as the modeled RBE with respect to DSB 

calculated in MCDS, for CNTS fast neutrons relative to SARRP x-rays (2.3). Interestingly, the 

amplitude of the neutron IFNb measurements were not significantly different from the SARRP 

IFNb measurements. This suggests that radiation induced IFNβ secretion scales with the number 

of initial DSB per cell, rather than the local DSB complexity or the ability of a cell to repair 

individual DSB.  
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The peak doses and peak amplitudes follow a trend that appears to be age/passage related 

(Figure 16). Peak IFNb occurs at higher doses for cells at higher passage numbers. The amplitude 

of peak IFNb also diminishes with passage. These age-related effects rapidly change at low 

passage numbers and appear to stabilize at high passage numbers.  

  

Figure 15. Secreted IFNβ dose response in MCC13 cells following SARRP x-ray irradiation and 
CNTS fast neutron irradiation by ELISA. The ratio of these peak doses is 2.4, approximately 
equivalent to the RBEDSB reported for CNTS neutrons. There is no significant difference in the 
amplitude of peak IFNβ secretion (P > 0.05; paired t-test). 
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4.3.2 Cytosolic dsDNA Dose Response 

Cytosolic DNA measurements were inconclusive and discussed with Claire Vanpouille-

Box prior to her protocol submission76. Briefly, measured cytosolic DNA produced a flat dose 

response, without a pronounced dsDNA peak (Figure 17). These measurements closely agreed 

Figure 16. The effects of passage number on peak interferon beta production, and the RBE-
weighted dose to achieve peak IFNb. (Top) The peak amplitude of IFNb steeply decreases with 
passage. (Bottom) The dose required to induce peak IFNb secretion steadily increases with 
passage. These trends support published data indicating that cells maintained in culture will 
gradually see inhibit their innate immune response due to lack of stromal and immune components 
in vitro (Mouriaux et al., 2016).  
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with high/low-dose background shown by Vanpouille-Box. Cell confluence was deemed to be the 

main issue, with under-confluent or over-confluent cells unable to properly accumulate cytosolic 

dsDNA. However, further issues arose in the cytosolic extraction step of the assay, particularly 

from inconsistencies in cell counts following washing steps. This endpoint was omitted from 

further study in favor of IFNb and Trex1.  

 

 

4.3.3 Exonuclease Trex1 Dose Response 

Following prior literature, Trex1 upregulation increases at high doses. However, the shape 

of the measured dose response curve is roughly linear, possibly from sparse dose sampling. 

Neutron-irradiated cells accumulate interferon-stimulatory DNA more rapidly per dose than 

SARRP-irradiated cells, thus Trex1 also upregulates more readily with dose. The relative 

difference in the slope of the dose response curves is roughly 4.0. The relative amplitudes of Trex1 

upregulation were not significantly different between RBE-equivalent doses. 

 

Figure 17. Cytosolic dsDNA dose response in MC38 cells following SARRP x-
ray irradiation. The peak at 12 was not reproduced from Vanpouille-Box (2017, 
shown in green), while the background dsDNA was comparable. Due to the 
success of the IFNb and Trex1 assays, this was assumed to be a procedural issue.  
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Secondary measurements of dsDNA by immunofluorescence were also inconclusive. Assays 

suffered from long permeabilization times, leading to antibody binding in the nucleus. This created 

an excessive background signal that obscured the productive dsDNA dose response. 

 

 
Prior measurement of Trex1 in MC38 cells demonstrated a passage-dependent dose 

response, that appears more sigmoidal at lower passages. Note that these cells were unable to 

produce IFNβ and cytosolic dsDNA following ionizing radiation. 

Figure 18. Measured TREX1 dose response in MCC13 cells following SARRP x-ray irradiation 
and CNTS fast neutron irradiation. Dose responses are normalized to background expression of 
TREX1. The ratio of slopes, i.e. the RBETREX1, is 4.0.   
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4.3.4 Interferon Beta and Trex1 Modeling 

Fit coefficients for IFNβ and Trex1 dose responses can be seen in Table 3, and S Monte 

Carlo damage coefficients for a variety of low and high-LET radiation sources in Table 2. The R2 

for all fits was > 0.9. Higher-LET radiation induces more DSB per dose than low-LET radiation, 

thus IFNβ was modeled to accumulate at lower doses (Figure 20). Similarly, exonuclease Trex1 is 

upregulated at lower doses in high-LET radiation. Here, the ratio of peak doses between a test and 

reference radiation source is used to define the RBE with respect to IFNβ secretion, RBEIFNβ, 

which is roughly equivalent to the RBEDSB obtained from MCDS (Eqn. 3.1). In Table 3, the 

reference radiation source for RBEIFNβ is Cobalt-60.  

 

JKLDEFB =
!)"*+	-./0,!"#!
!)"*+	-./0,2"(

	≅ JKL!-.    (4.4) 

  

Figure 19. Trex1 dose response in MC38 cells following ionizing radiation. As the 
passage number increases, the dose response appears less sigmoidal. 
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Table 3. Fit coefficients for IFNb and Trex1 dose response following SARRP x-ray or CNTS fast 
neutron irradiation. IFNβ measurements were fitted to a single-term Gaussian function, and Trex1 
was fitted to a sigmoid function using the MATLAB curve fitting toolbox (Eqn. 1 and 2).  

  220 kVp x-ray CNTS Fast Neutron 
IFNβ Trex1 IFNβ Trex1 

a 147.4 0.1001 161.9 0.1755 
 b  17.3 1 16.7 1 
c 7.1 --  8.3 -- 

RBEDSB 1.19 2.70 
 R2  0.95 0.98 0.96 0.99 
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4.3.5 Modeling IFNb in Particle Transport Monte Carlo 

S and physical dose values from FLUKA can be applied to quantify spatial distributions of 

potential IFNβ secretion enhancement, shown as depth dose curves scaled to their RBEIFNβ-

Figure 20. Modeled IFNβ and Trex1 regulation as a function of dose, for SARRP x-rays, fast 
neutrons, 6 MV x-rays, low-energy protons, and low-energy carbon ions. (Top) IFNβ secretion as a 
function of dose for various radiation sources. High-LET radiation induces more DSB Gy-1 and have 
a larger RBEDSB, which parallels the increased efficiency of IFNβ secretion. (Bottom) Trex1 
upregulation as a function of dose for various radiation sources. Accumulation of DNA damage at 
lower doses enables Trex1 upregulation at lower doses. All fits to measured data use inputs for 
MCC13 cells (Table 1, 2). 



 

62 

equivalent doses and corresponding depth-IFNβ curves (Figure 21). Uncharged radiation sources, 

such as low-LET 6MV x-rays and fast neutrons, don’t undergo dramatic changes in S as they 

propagate through tissue. For these sources, activating STING is simply a matter of optimizing the 

RBEIFNβ-weighted dose to a target, which can be achieved through a variety of conventional 

radiotherapy techniques. For iontherapy sources, the variability in LET and mean energy with 

depth drives an increase in S near the distal edge of their Bragg peaks, resulting in a localized 

region of potential IFNβ stimulation. Heavier ions have a sharper Bragg peak with respect to depth, 

thus the doses for optimal pro-immunogenic response become tighter, both biologically and 

dosimetrically. 
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Figure 21. Monte Carlo model of IFNβ dose-response for 6 MV x-rays, CNTS fast neutrons, protons, alpha particles, and carbon ions. 
(Left panel) Depth-dose plots for a variety of clinical beams, normalized to produce peak IFNβ in MCC13s treated at the depth of max 
dose. (Right) IFNβ secretion as a function of depth in water for varying clinical beams. Delivered doses for ion sources can be normalized 
such that IFNβ is only stimulated around their Bragg peak; heavier ions can produce sharper regions of pro-immunogenic activity than 
indirectly ionizing x-rays or neutrons. Uncharged sources can stimulate elevated IFNβ more uniformly with depth. 
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4.4 Discussion 

While immunotherapy provides an exciting new treatment option, most solid tumors are 

seldom responsive to immunotherapy alone17. An increasingly advocated approach to enhance the 

efficacy of immunotherapy is to provide concurrent radiation to stimulate STING signaling and 

immunogenic cell death, which may be optimal within a narrow dose window77,78. Limited prior 

data has explored the effects of radiation quality on radiation-enhanced immunogenicity. Here, we 

have demonstrated differential STING response in MCC13 cells by measuring the dose-response 

characteristics of IFNβ and TREX1 following irradiation by low-LET x-rays and high-LET fast 

neutrons. Stewart et al.26 report that CNTS fast neutrons have an RBE for DSB induction (RBEDSB) 

of 2.3 relative to SARRP x-rays, which is equivalent to the RBEDSB of 140 MeV 12C6+ ions 

(LET=142.4 keV/µm and a 0.57 mm range in water)75. The measured value for RBEIFNβ (2.4) is 

remarkably close to the RBEDSB of for CNTS neutrons relative to SARRP x-rays. This suggests 

that radiation-induced IFNβ secretion scales with the number of initial DSB per cell, rather than a 

metric of local DSB complexity or the ability of a cell to repair individual DSB. However, the 

RBETREX1 was notably higher than RBEIFNβ, indicating that TREX1 immunosuppression is more 

readily activated by higher-LET radiation. The mechanism of TREX1 upregulation in response to 

genotoxic stress is still poorly understood, and further study is needed to explain this differential 

response. The neutron RBEIFNβ and RBETREX1 reported here are higher than the published RBE for 

micronucleus induction of 2.0 ± 0.1, but smaller than the RBE for nucleoplasmic bridges of 5.8 ± 

2.965.   

 

The results from this study are consistent with several clinical case studies of Merkel cell 

carcinoma patients treated with fast neutrons and add additional insight into potential 

improvements. Parvathanenei et al treated patients refractory to standard radiation therapy with up 

to 3 Gy doses of fast neutrons, with some patients seeing complete remission and sustained control 

for up to 5 years22,23. The results from this study help explain the refractory response to x-ray 

radiation therapy and a potential immunogenic response from neutrons. Peak IFNb production 

occurs at 14.5 Gy for low-LET x-rays (Figure 15) with little to no response at conventional (1.6-2 

Gy) and most hypofractionated doses (6-8 Gy). With an RBEIFNβ of 2.7 (relative to Co-60), the 

dose to achieve peak IFNb production for fast neutrons decreases to 5.5 Gy. At 3 Gy, IFNβ is only 

30% of its peak value and at background levels below 1 Gy. Therefore, a single dose of 6 Gy may 
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be more effective at potentiating an out-of-field response in combination with immune checkpoint 

inhibitors, with higher doses expected to provide little additional benefit and increase the potential 

for normal tissue complications. This is supported by prior carbon ion studies79, demonstrating 

abscopal effects at 5.3 Gy in murine models of osteosarcoma. Based on prior literature, repeat 

fractions would be expected to further enhance IFNβ secretion, but the effects of fractionation 

were not explored here. The reduction in immune signaling with passage agrees with literature, 

where melanoma cells cultured for long passage times see inhibited immune signaling genes due 

to the lack of in vivo stromal and immune components, in vitro80. 

 

Fast neutrons chiefly deposit dose through secondary low-energy protons and alpha 

particles, which offer high RBE and immunogenic enhancement25. One advantage of fast neutrons 

over iontherapy is the uniformity of RBE and LET with depth, as well as the lack of end-of-range 

uncertainties. Less variability across a beam allows more simple treatment planning and 

optimization purely based on physical dose, without the risks of end-of-range, high dose-LET 

effects in nearby organs at risk. A disadvantage would be the potential for anti-immunogenic 

response from non-targeted tissue or cells which can obfuscate the innate and adaptive response 

mechanisms.  For iontherapy sources, narrow spatial regions of high-LET radiation, such as at the 

end of a Bragg peak, may be used advantageously to more-precisely sculpt regions where pro-

immunogenic effects are desired. Spread-out Bragg peaks will be necessary to induce IFNβ in a 

volumetric target. Tables 2-3 provide a general framework for calculating RBEIFNβ for 6 MV x-

rays and fast neutrons, as well as for common ions superficially and at their end of range. Our 

models enable prediction and simulation of such effects across entire radiation fields, which can 

be used to design simple treatment plans in general-purpose Monte Carlo software. The results in 

Figure 20 demonstrate how such a treatment can be constructed. The RBEIFNβ factor can be used 

to define the dose that will stimulate peak IFNb at depth for a specific radiation field (MV, proton, 

alpha, carbon ion). Due to the nonlinear response (Figure 19), the off-target dose and IFNb 

production can be kept proportionally (significantly) lower. This would quickly be lost if the target 

volume increased, and in these situations, a multi-field treatment would be designed. 

 

One limitation of this study is breadth: only one cell line (MCC13) was used for laboratory 

experiments. This is largely due to the rarity of cultured cell lines having intact STING signaling. 
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MC38 murine colorectal cells from two sources and A549 human lung adenocarcinoma cells were 

also examined for STING but failed to produce IFNβ in response to radiation or DNA transfection. 

Literature indicates that deficiencies in cGAS, a cytosolic double-stranded DNA sensor, are 

common in colon adenocarcinoma cell lines, which frequently occur following hypermethylation 

of promoter regions, and can in part be restored using demethylation agents81. However, exploring 

the restoration of STING in these cells was beyond the scope of this work.  

 

The effects of tumor hypoxia on radiation-induced STING signaling will be a topic of 

further study. Tumor hypoxia is classically known to inhibit radiation-induced DNA damage by 

muting oxygen fixation from indirect action by low-LET radiation66. Only considering initial DNA 

damage modeling in MCDS, anoxia results in an LET/RBE-dependent decrease in Σ, thus higher 

doses are required for equivalent STING activity. However, limited prior studies show suppressed 

cGAS in hypoxic conditions, resulting in limited downstream IFNβ production82. It is unclear if 

high-LET radiation might partially compensate for these effects. 

 

Based on DNA damage modeling, we predicted that the dose responses of STING 

regulators followed RBEDSB trends – that equivalent DNA damage yielded equivalent downstream 

effects. Through IFNb and Trex1 measurement of SARRP and neutron irradiated MCC13 cells, 

this prediction was confirmed. Thus, if the radio-immunogenic response of a cell is known, the 

response can be further predicted if the RBEDSB is known for the radiation type.  

Although IFNb and Trex1 measurements were successful, cytosolic DNA measurements 

failed, likely as an issue during the procedure. A recent protocol publication by Vanpouille-Box76 

offers explanations for both microplate and immunofluorescence techniques. Accurate counts are 

critical, yet cell loss was too significant during the first step of cytosolic extraction, with variations 

between 20-40% measured between start/finish counts. Immunofluorescence based assay failed 

due to over-permeabilization, as described above. 
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CHAPTER 5. DEVELOPMENT OF IMAGING TECHNIQUES TO 
LOCALIZE AND DISTINGUISH HYPOXIC STATUS 

5.1 Introduction 

As stated in section 1, tumor hypoxia can manifest from perfusion (acute) and diffusion 

(chronic) limitations in oxygen delivery, which drive a variety of negative prognostic factors 

including metastasis, treatment resistance, and recurrence48. As demonstrated in Chapter 3, 

hypoxic cells are expected to be less immunogenic through STING, with peak responses predicted 

at upwards of 20 Gy in a single delivery. Most spontaneous tumors are at least partially hypoxic83, 

and clinical radiation fractions rarely84 exceed 8 Gy – thus we anticipate the hypoxic niche within 

a tumor to not be contributing to the overall immune response in most cases. This wide differential 

in the required doses for STING activation will necessitate radiotherapy planning that both 

considers and adapts to a patient’s current hypoxic status. Further, the characteristics of cancer 

cells, with respect to both radiosensitivity and immunosuppression, can wildly vary based on the 

temporal stability of hypoxia. Therefore, imaging techniques that are sufficiently able to detect 

and classify hypoxic status are needed.  

 

This section a describes newly developed approach for tumor hypoxia imaging via 

photoacoustic techniques, which offer high spatial and temporal resolutions at a cost of limited 

field of view. In this section, we will use photoacoustic imaging to develop a procedure for 

detecting and classifying hypoxic status in-vivo. 

5.2 Materials and Methods 

5.2.1 Photoacoustic CT 

PCT-S images were acquired using the prototype Nexus128 photoacoustic CT system 

(Figure 22). This scanner uses an optical parametric oscillator (OPO)-tunable yttrium-aluminum 

garnet (YAG) laser to stimulate biological samples suspended at the isocenter of an array of 128 

ultrasound transducers. Transducers are 3mm diameter with a 5 MHz center frequency, arranged 

in a rotating hemispherical surface (‘bowl’). The transducer bowl is filled with water, and the 

temperature is increased to 37 degrees Celsius. The sample is loaded into a thin plastic tray with a 
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small indent designed for murine tumors, with a few mL of water to fully couple the sample to the 

system. Images are sampled at 10 wavelengths: 700, 720, 735, 755, 775, 798, 830, 860, 890, 920 

nm. Image reconstruction was immediately performed using filtered backprojection through the 

software packaged with the Nexus acquisition. 

 

 

5.2.2 Murine Tumor Models 

5.2.2.1 Syngeneic MC38 

Immunocompetent female albino B6 mice were seeded with 1x106 murine colorectal 

adenocarcinoma cells (MC38) on their rear flanks by Ardiana Moustaki from the Youngblood Lab 

at St. Jude Children’s Research Hospital, Department of Immunology. MC38-seeded mice were 

delivered to the Stantz Lab shortly following tumor injection and tumor growth was tracked via 

caliper measurements. Before imaging, mice were anesthetized with gaseous isoflurane (1.5-3%) 

in O2, administered using a calibrated vaporizer. Initial anesthesia was delivered in a sealed 

induction chamber, and unconscious mice were moved into the bowl of the PCT system where 

continued isoflurane was delivered using a flexible nose cone. To ensure that the mice are stable, 

medical tape was used to secure the mice onto the scanning bowl.  

 

Figure 22. Schematic of the Nexus128 
photoacoustic CT scanner. An OPO-
tunable YAG laser is directed through a 
fiber optic cable into the bowl of the PCT 
scanner. A tumor sample held in the 
upper ‘bowl’ of the scanner is excited by 
exposure to the laser, creating ultrasound 
signals that propagate outward at a 
nearly-constant velocity. Sampling the 
timing of these ultrasound signals enables 
the origin of the absorption to be 
calculated. Figure from Justin Sick thesis 
(2016) 
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Mice were imaged with PCT-S approximately every 3 days to track changes in hemoglobin 

concentration (CtHb) and oxygen saturation (SaO2) with growth. Tumors were also imaged 

longitudinally, every 15 minutes over the span of two hours, to detect temporal changes in SaO2 

and CtHb for hypoxia mapping. The latter image protocol intends to capture changes in tumor 

oxygenation over the course of minutes and hours47.  

5.2.2.2 Syngeneic MMTV-PyMT 

From Lilly Research Labs at Eli Lilly and Co., mammary fat pads on immunocompetent 

female FVB mice were seeded with MMTV-PyMT fragments, a murine epithelial breast tumor 

model driven by oncogenic transformation of polyomavirus middle T-antigen. When MMTV 

tumors reached a volume of approximately 250 mm3, one of four anti-angiogenic drugs was 

administered. A control cohort received 20 mg/kg of a control antibody, IgG4. Another cohort 

received an anti-vascular endothelial growth factor drug (DC101) at a concentration of 40 mg/kg. 

A third cohort received an anti-angiopoetin-2 (Ang2) drug at 20 mg/kg. The final treatment cohort 

received a combination of DC101 at 40 mg/kg and Ang2 at 20 mg/kg. All drugs were administered 

intraperitoneally.  

 

MMTV-PyMT-seeded mice were delivered and imaged with PCT-S one-week post-

treatment in a blinded study. mice were anesthetized with gaseous isoflurane (1.5-3%) in O2, 

administered using a calibrated vaporizer. Initial anesthesia was delivered in a sealed induction 

chamber, and unconscious mice were moved into the bowl of the PCT system where continued 

isoflurane was delivered using a flexible nose cone. To ensure that the mice are stable, medical 

tape was used to secure the mice onto the scanning bowl. Spectral PCT images were acquired 

every 15 minutes for two hours to track local changes in hemoglobin concentration and oxygen 

saturation, which were converted into hypoxia classifications using methods described above. 

5.2.3 Imaging Analysis 

The following paragraphs detail the imaging processing applied to all following PCT 

datasets, which were primarily written in MATLAB (R2016 and later).  
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5.2.3.1 Image Registration 

Images within the same dataset, acquired in the same scan, were co-registered using 2D/2D 

image registration techniques to eliminate rotational offset artifacts in the Nexus128 system. The 

imregtform() function in MATLAB was used to calculate the rigid transformation matrix between 

2D ‘moving’ and a ‘fixed’ (target) image slices. This transformation matrix is calculated to 

minimize the mean squared error between images using a built-in gradient descent optimization 

algorithm. The optimization calculation was allowed to iterate 300 times, with min/max step 

lengths of 0.000001 and 0.015 voxels, respectively. These inputs were found to commonly result 

in sufficient registrations. The rigid transformation matrix is applied to the entire 3D volume of 

the ‘moving’ image using the imwarp() function, and the resulting image data is saved.  

 

For datasets acquired over many scans, that need to be analyzed longitudinally, images 

were further co-registered using 3D/3D registration techniques to eliminate offsets from the animal 

motion or placement errors between scans. Here, prior 2D/2D registration guarantees that datasets 

are self-registered beforehand, thus 3D/3D registration is only needed between one image per 

dataset. This registration also uses imregtform() to calculate a rigid transformation matrix, this 

time using entire image matrices as ‘moving’ and ‘fixed’ images, using the same gradient descent 

optimization and parameters. The resulting 3D transformation matrix was applied to all images in 

the ‘moving’ dataset and saved for further analysis. 

5.2.3.2 PCT Calibration 

Co-registered images are in units of photoacoustic intensity (IPCT) and must be converted 

into absorption coefficients (µabs). This measured absorption coefficient is defined as: 

 

!!"#(%&!#)(#) = &()"
∗ (2.303 ∗ 2 ∗ -)"*+(#) ∗ ./0+ + 2.303 ∗ 2 ∗ -)"(#) ∗ (1 − ./0+)4								(5.1) 

 

Where e is the wavelength-dependent molecular extinction coefficient in M-1/cm for 

oxygenated and deoxygenated hemoglobin, referenced from the Oregon Medical Laser Center. 

The constant 2.303 is used to convert the extinction coefficient into an absorption coefficient (mm-
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1), and the constant 2 is used to account for pathlength differences in absorption due to hemoglobin 

encapsulation in red blood cells. CtHb is the hemoglobin concentration (M), and SaO2 is the relative 

oxygen saturation of hemoglobin – both of which are unknown and must be determined using 

spectroscopically by sampling photoacoustic image intensities at varying wavelengths. The laser 

energy absorbed per voxel, as a function of wavelength, is: 

 

7!"#%&!#(#) = Ψ, ∗ ∆+ ∗ (1 − :-.!"#
$%!#∗∆4 ≈ 	Ψ, ∗ ∆1 ∗ !!"#%&!#											(5.2) 

 

Where Y0 is the initial photon energy fluence as light enters a voxel (uJ/mm2) and D is the 

voxel length in millimeters.  

 

This energy can be converted into photoacoustic intensity through the use of a Gruneisen 

parameter, G (PU/µJ), a tissue-dependent parameter that relates the absorption of energy into a 

change in local pressure, which is linearly dependent on local hemoglobin concentration. This 

factor was experimentally determined by the Stantz Lab at Purdue University by sampling the 

change in photoacoustic intensity as a function of hemoglobin concentration in a phantom. 

Normalizing these measurements to the input laser energy, the Gruneisen parameter was found to 

be 9.79x104 PU/µJ. 

 

<234 = Γ ∗ 7!"#%&!# = Γ ∗ Ψ, ∗ ∆1 ∗ !!"#%&!#									(5.3) 
 

Thus, the absorption coefficient in a voxel can be experimentally determined through 

photoacoustic CT, by also accounting for the power of the laser system and reconstruction 

parameters. 

!!"#%&!# ≈ <234
Γ ∗ Ψ, ∗ ∆1	

											(5.4) 

 

Energy fluence is estimated using measured power measurements across all relevant 

wavelengths (P, mW), sampled at the entry of the laser fiber in the photoacoustic system, acquired 

periodically as the laser output can change from day-to-day. The position and area of the beam 

(ps2, mm2) are measured using a tube phantom filled with india ink, which is translated across the 
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beam and fitted to a super gaussian. This beam power and position data is saved as a database file 

for later use. Light attenuation by water is determined using Beer’s Law, using the absorption 

coefficient of water and depth (z, cm). This water attenuation factor can be pre-incorporated into 

the PCT data at reconstruction, so care must be taken to ensure that this correction factor is applied 

exactly once. 

 

Ψ, ≈
? 10⁄
A ∗ B+ :

-.&'(∗5													(5.5) 

 

A MATLAB GUI, PCT_Calibration.m, was written to efficiently apply the above 

equations to PCT-S datasets to prepare for spectral fitting (Figure 23). This GUI is designed to 

load a spectral PCT dataset and enable viewing all images for visual confirmation of co-

registration. Once registration is confirmed, the GUI prompts the user do designate an ROI for 

PCT data to be used – this is done by drawing an arbitrary ROI for a large FOV on a single image 

slice, which is applied to all slices of interest, defined in the GUI as z_min and z_max. A laser 

database file from the closest date of image acquisition is selected, which is applied to determine 

Y0 for all relevant voxels. The Gruneisen parameter can be manually overwritten, if different from 

our default value, defined above. PCT_Calibration then runs to determine mu_a for all voxels 

within the ROI, for all available image wavelengths, and writes this data out in a Spectra.dat file. 

A corresponding Spectra.hdr file contains information about Spectra.dat, such as the number of 

voxels to be analyzed, the PCT wavelengths sampled, and the hemoglobin and deoxyhemoglobin 

extinction coefficients at those wavelengths. A batch function was written to calculate and write 

out spectral data files for all PCT-s dataset acquired of the same mouse, on the same day. A 

function was also written to enable tumor contouring, which is needed for analysis described in 

the next section. 
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Spectra.dat and Spectra.hdr files are passed into SpectraMpfit.c, a C++ routine developed 

by K. Stantz to determine CtHb and SaO2, by nonlinear fitting of µabs to Eqn. 5.1 to minimize the 

squared error via Levenberg-Marquardt algorithm. The outputs from each dataset are a Fit.dat file 

containing SaO2, CtHb, reduced Chi-square, and error for each voxel within the Spectra.dat. 

5.2.3.1 PCT Analysis – single image sets 

A MATLAB function was written to process and analyze data from Fit.dat outputs from 

spectral PCT fitting. This function reads in a Fit.dat file and restructures the tabulated data into 3D 

matrices of SaO2, CtHb, reduced chi squared (Chisq), and error. A Chisq cutoff is implemented to 

omit data that was fitted badly from further analysis. The tumor surface margin is loaded and used 

to define ‘core’ and ‘periphery’ regions in each spectral fit, through use of a built-in watershed 

function, bwdist(), which finds the distance between a voxel and an ‘edge.’ The tumor cores were 

Figure 23. The PCT calibration GUI. Entire PCT-S datasets can be loaded to confirm the success 
of 2D or 3D coregistration. Once coregistration is confirmed, the PCT-S Calibration function can 
be used to write a PCT-S spectra data file for fitting and determination of SaO2, CtHb. PCT-
Calibration can be run in batch mode, for datasets that use the same laser data file. A 3D ROI 
drawing function was designed to contour the tumor. Voxel intensities can be plotted as a function 
of wavelength to visualize the variability in NIR light absorption, or as a function of time to 
examine the effects from longitudinal (or potentially, dynamic contrast enhanced) imaging. 
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defined as voxels > 2 mm from the tumor surface. Analyzed data is limited to the most superficial 

4 mm of each tumor, due to limitations in photon energy fluence modeling at increasing depth.  

 

Fitted data matrices are used to create histograms of SaO2, CtHb, and Chisq for the core, 

periphery, and whole tumor. The SaO2 histogram is also converted into a cumulative histogram 

and used to calculate HF5, the hypoxic fraction at 5% SaO2. The vascular and avascular fractions 

are determined by tracking the number of voxels containing or not containing hemoglobin, 

respectively. Average values for SaO2, HF5, CtHb, and vascular/avascular fraction are saved 

plotting. 

5.2.3.1 PCT Analysis – longitudinal image sets and hypoxia classification 

Another MATLAB GUI, LongitudinalPCTAnalysis.m, was created to analyze multiple 

PCT-S image sets of the same tumor on the same day and perform rudimentary hypoxia 

classification (Figure 24). The software used the filename of a single PCT-S dataset, containing 

Fit.dat data, to parse a directory for all datasets acquired on the same day. All Fit.dat files are all 

loaded and to calculate the average, max-intensity, and standard deviation of SaO2 and CtHb. The 

tumor surface contours are used to exclude voxels outside of the tumor volume. Single-voxel data 

for SaO2 and CtHb over all time points can be easily plotted.  
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Hypoxia classification was assessed on a voxel-by-voxel basis by examining SaO2 in all 

voxels containing hemoglobin (CtHb > 0). An SaO2 threshold was implemented for a voxel to be 

considered hypoxic. This threshold was set to SaO2 < 0.2, which was experimentally measured 

via Oxylite oximeter probe to correspond to partial pressure of oxygen of 10 mmHg by Justin Sick. 

This oxygen partial pressure is a classical threshold for a cell to be considered hypoxic. A voxel 

was considered chronically hypoxic if its SaO2 was always measured above this threshold, and 

normoxic if its SaO2 was always above. If at any point a voxel’s SaO2 was above and below this 

threshold, the voxel was considered acutely hypoxic. These classifications were determined for all 

voxels within a user-defined volume of interest and saved as a label map for analysis. The relative 

fraction of acute hypoxia, chronic hypoxia, and normoxia was calculated for the most superficial 

4mm of the tumor, determined using the tumor contours. 

 

Figure 24. The longitudinal PCT analysis GUI. PCT-S data that has been fitted to Eqn. 5.1 can be 
loaded to visualize and calculate changes in SaO2 and CtHb over time. The displayed images are 
average, standard deviation, and maximum intensity of the SaO2 (top row) and CtHb (middle 
row) over time. Data from individual voxels can be plotted (bottom row) as a function of time for 
a direct visualization of SaO2/CtHb variability with time. Using an SaO2 threshold in voxels that 
always contain hemoglobin, hypoxia classification can be determined here.  
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5.3 Results 

A representative image describing the hypoxia classification is shown in Figure 25, using 

the classification parameters described above.  
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Figure 25. Illustration of hypoxia classification based on voxel SaO2, in voxels containing hemoglobin. If the 
SaO2 is always under the hypoxia threshold (0.2) during longitudinal scanning, it is considered chronically 
hypoxic. If the SaO2 is both above and below the threshold at some point during scanning, it is considered 
acutely hypoxic. If the SaO2 is always above the threshold, it is considered normoxic.  
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5.3.1 Syngeneic MC38 

Exponential tumor growth was observed, with a large tumor size differential appearing at 

10 days following tumor seeding (Figure 26). This is due to small differences in the number of 

cells seeded, which is common in cell lines with a short doubling time. Representative hypoxia 

maps for a single MC38 tumor, imaged at different stages of growth is shown in Fig. 27. Average 

CtHb and SaO2 tended to decrease with tumor growth, as HF5 increased. 

 

 
From hypoxia classification, acute hypoxia is present in all tumors throughout growth. As 

MC38s grow larger, cells being to reside outside of the diffusion length of oxygen from perfused 

blood vessels, leading to some occurrence of chronic hypoxia. The fraction of voxels classified as 

acutely hypoxic tend to decrease as tumor size increases. The normoxic fraction of MC38 tumors 

was roughly constant with growth. The hypoxia classifications for the whole MC38 cohort, for all 

longitudinal image studies, can be seen in Fig.  28.

0
100
200
300
400
500
600
700
800
900

0 5 10 15 20

Av
er

ag
e 

Vo
lu

m
e 

(m
m

3 )

days elapsed

1502 1504 1506 1508
1510 1512 1514 1516
1518 1520

Figure 26. MC38 tumor growth over time. Tumor sizes were measured using calipers.  
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Figure 27. Representative PCT maps for a single MC38 tumor imaged on different days. For hypoxia classification, blue 
voxels are normoxic, red voxels are acutely hypoxic, and green voxels are chronically hypoxic. The SaO2 and CtHb were, 
on average, highest for the earliest scans where the tumor was smallest. As the tumor volume increases, SaO2 and CtHb 
decreased. As a result, only some acute hypoxia was classified in the tumor early on. With growth, the tumor become more 
acutely hypoxic, eventually developing regions of chronic hypoxia. 
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Figure 28. Trends in tumor hypoxia for MC38 tumors. Data shown is taken from longitudinal scans for the entire cohort 
of tumors. As demonstrated before, hypoxia in smaller tumors is predominantly acute, and chronic hypoxia appears as 
the tumor is allowed to grow. The relative amount of normoxic tissue was roughly constant.  
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5.3.2 Syngeneic MMTV-PyMT 

All anti-angiogenic drugs resulted in a suppression of tumor growth measured at the time 

of imaging. Ang2 treatment alone resulted in the largest growth delay, but there is no statistically 

significant difference between treatment groups. Measurements can be seen in Fig. 28. 

 

 

Tumors treated with DC101 alone were consistently more highly oxygenated, but also had 

the lowest hemoglobin concentrations and the highest typical avascular fractions. On average, the 

DC101-treated tumors presented the lowest hypoxic fraction of all treatment groups, and the 

combination of DC101 and Ang2 resulted in the highest hypoxic fraction. Tumors treated with the 

combination therapy presented the highest total fraction of acute hypoxia, but the relative fraction 

of chronic hypoxia was not significantly different from the control group. DC101-treated tumors, 

however, had the lowest fractions of acute and chronic hypoxia across all treatment groups. 

Tumors treated with Ang2 alone were not significantly different from the control tumors in any 

metric. Box and whisker plots of SaO2, CtHb, relative acute and chronic hypoxia, and normoxia 

are shown in Figures 29-33.  

Figure 29. MMTV-PyMT tumor volumes, measured using calipers on the day of imaging. 
All treatment groups saw a reduction in tumor growth by the time of imaging, relative to 
the IgG4 control. Tumors treated with Ang2 alone saw the highest degree of growth 
suppression, but this was not significantly different from the other treatment groups.  
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Figure 30. SaO2 trends for MMTV-PyMT treated with anti-angiogenic drugs. DC101-
treated tumors had a significantly higher SaO2 than those treated with Ang2 or combination 
therapy. DC101+Ang2-treated tumors had a significantly lower SaO2 than DC101 or Ang2 
alone. (*P < 0.05; paired t-test)  
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Figure 31. Hemoglobin concentration trends for MMTV-PyMT tumors treated with anti-
angiogenic drugs. DC101-treated tumors had a significantly lower CtHb than those treated 
with combination therapy. (*P < 0.05; paired t-test) 
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Figure 32. Acute hypoxia trends for MMTV-PyMT tumors treated with anti-angiogenic 
drugs. DC101-treated tumors had a significantly lower fraction of acute hypoxia than all 
other groups. DC101+Ang2-treated tumors had a significantly higher fraction of acute 
hypoxia than DC101 and the control but were not statistically different from tumors treated 
with Ang2 alone. (*P < 0.05; **P < 0.01; paired t-test) 
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Figure 33. Chronic hypoxia trends for MMTV-PyMT tumors treated with anti-angiogenic drugs. 
DC101-treated tumors had a significantly lower fraction of chronic hypoxia than all other 
groups. (*P < 0.05; **P < 0.01; paired t-test) 
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5.4 Discussion 

Tumor hypoxia is of immense interest in cancer research, due to its implications in 

treatment resistance, metastatic potential, cancer recurrence, and overall survival85. Many clinical 

approaches to hypoxia imaging have been developed, such as F-MISO PET, DCE-MRI, and 

BOLD MRI, each with their own strengths and weaknesses55. Photoacoustic imaging is capable of 

overcoming most of the weaknesses associated with these clinical techniques, by directly 

measuring in-vivo hemoglobin concentration and oxygen saturation quickly, non-invasively, and 

at high spatial resolutions. Here, a technique has been developed to image a tumor longitudinally 

over time to measure variations in oxyhemoglobin saturation on a voxel-by-voxel basis, and 

further, to distinguish the hypoxic status of a tumor at high spatial resolution. This method to 

Figure 34. Overall hypoxic fraction trends for MMTV-PyMT tumors treated with various anti-
angiogenic drugs. DC101-treated tumors had a significantly lower hypoxic fraction than all other 
groups. On average, MMTV-PyMT tumors had the highest hypoxic fraction following combination 
therapy, but this was not statistically different from Ang2 alone or the control group. (*P < 0.05; 
**P < 0.01; paired t-test) 
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classify tumor hypoxia was applied to two distinct tumor models. The MC38 cohort was used to 

examine changes in tumor hypoxia with growth, demonstrating the presence of acute hypoxia all 

throughout growth, with chronic hypoxia predominantly appearing in larger tumors. The MMTV-

PyMT cohort demonstrated that this technique is capable of distinguishing changes in the tumor 

microenvironment as a result of treatment with anti-angiogenic drugs, such as VEGF2 and Ang2 

suppressors.  

 

Spatial mapping of tumor hypoxia offers a unique perspective to tumor imaging that could 

be used to guide radiation therapy planning. Chapters 3 and 4 developed empirical models of 

radiation-induced immunogenicity enhancement, which both predict that higher doses are required 

to stimulate an immune response through STING.  
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CHAPTER 6. DISCUSSION 

Immunotherapy is an exponentially growing facet of oncology, now considered the fourth 

pillar of cancer care alongside surgery, radiation therapy, and chemotherapy86. While the efficacy 

of immunotherapy drugs has dramatically improved in recent years, most solid tumors remain 

unresponsive to immunotherapy alone17. An increasingly common approach to enhance the 

efficacy of immunotherapy is to provide concurrent radiation to stimulate immunogenic cell death, 

effectively enhancing ‘visibility’ of a dying tumor cell to the surveilling immune system77. The 

effects of radiation action on immunogenic cell death can be attributed to the activation of the 

STING pathway, which originates from extensive DNA damage87. Many clinical and preclinical 

works have demonstrated the synergistic effects of radio-immunotherapy with respect to cancer 

treatment, across a wide variety of disease sites, tumor models, and cell lines22,35,36. Laboratory 

experiments have shown a dose-dependent response, with pro-immunogenic effects only possible 

within a narrow window of doses, typically around 8 Gy of low-LET radiation. Limited prior data 

has explored the effects of radiation quality, ionization density, particle typing, or hypoxia on 

radiation-enhanced immunogenicity. While direct study of immunotherapy drugs is outside of the 

scope of this work, central themes to this thesis are the study of pro-inflammatory and anti-

inflammatory signals that can result from radiation-induced DNA damage, and how to leverage 

these signals to potentially optimize abscopal effects.  

 

We initially used MCDS as a means of simulating initial DNA damage in irradiated cell 

lines and applied this damage modeling to published data35 on the dose response of cytosolic 

dsDNA and exonuclease Trex1. Solely based on initial DNA damage, our models predicted an 

RBE-based ‘shift’ in immunogenic signaling. Higher-LET radiation, which is capable of more-

dense ionization interactions and induction of more-complex (and less reparable) DNA damage, 

was modeled to drive accumulation of cytosolic dsDNA at lower physical doses, with the caveat 

of narrowing the window of elevated cytosolic dsDNA, thus IFNb, due to upregulation of Trex1. 

Conversely, hypoxic cells, which have a lower RBE due to lack of oxygen fixation of DNA damage, 

were expected to accumulate cytosolic dsDNA at higher doses. These results follow expectations 

from textbook radiation biology, for endpoints of DSB induction and clonogenic cell death, but 

little published evidence exists for verification. 



 

89 

To verify and refine these models, an in vitro study of radiation-induced immunogenicity 

was performed in non-viral MCC, examining the dose responses of cytosolic dsDNA, IFNb, and 

exonuclease Trex1 following low-LET via SARRP x-rays and high-LET radiation via fast 

neutrons. While the data from cytosolic dsDNA measurements were inconclusive due to 

experimental difficulties, the endpoints of IFNb and Trex1 showed a differential response between 

radiation modalities, with an RBEIFNb of 2.4 and a four-fold higher Trex1 upregulation per dose 

for neutrons relative to x-rays, measured over replicate experiments. This data was used to build 

empirical DNA damage-based models of IFNb and Trex1 using MCDS, as before. Empirical 

models were further applied Monte Carlo particle transport simulations of 6 MV x-rays and 50 

MV fast neutrons, as well as proton, carbon, and alpha particle beams with ranges of 10 cm in 

water. The charged particle beams demonstrated a capacity to locally stimulate an immune 

response at the end of their range, and the uncharged beams were able to more uniformly stimulate 

IFNb with depth.  

 

The in vitro results confirm the prior assumptions that there is a relation between initial 

DNA damage and immunogenicity, and that it directly follows established trends of relative 

biological effectiveness with respect to DSB induction, at normoxia. Secondly, while uncharged 

radiation modalities are able to more uniformly stimulate an immunogenic response, ion beams 

are capable of localized immune stimulation near the distal edge of their Bragg peaks– enabling 

treatment plan optimization to selectively stimulate arbitrary regions of a tumor. This becomes 

particularly attractive in the context of adaptive therapy or ‘biologically-guided’ therapy, 

providing an endpoint for which radiation might act on difficult-to-treat regions within a tumor. 

As stated previously, tumor hypoxia not only causes treatment resistance by lack of oxygen 

fixation of damaged DNA but drives changes in cellular phenotype making cancer cells more stem-

like, thus more prone to local or distant recurrence. Thus, ion beams are uniquely suited to both 

target and escalate dose to hypoxic regions within a tumor, enabling immunogenicity enhancement 

of these potentially metastatic cells.  

 

To support the end of targeting the hypoxic niche of tumors with immunostimulatory 

radiation, photoacoustic CT imaging techniques were developed with the intent of overcoming 

weakness associated with more clinically oriented PET or MRI techniques, namely poor spatial 
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resolution, limited temporal resolution, invasiveness, and requirement of additional contrast agents. 

Our approach utilizes longitudinal PCT-S scans to detect variations in local hemoglobin 

concentration and oxygen saturation on a voxel-by-voxel basis over the span of two hours. A 

hypoxia classification system was designed from the oxygen saturation measurements in PCT 

voxels containing hemoglobin. These techniques were applied to syngeneic MC38 and MMTV-

PyMT tumor models to track changes in hypoxic status as a function of tumor growth and 

following anti-angiogenic therapy, respectively. In MC38-seeded mice, longitudinal PCT detected 

strong prevalence of acute hypoxia present in all tumors, with chronic hypoxia emerging over time 

with growth. In MMTV-PyMT-seeded mice, longitudinal PCT revealed that tumors treated with 

DC101 (anti-VEGF2) had a significantly lower hypoxic fraction than those treated with Ang2 

(anti-angiopoietin 2) or a combination of DC101 and Ang2. Tumor hypoxia was classified in both 

models on the scale of 100 micrometers.  

 

Altogether, the results from this thesis present the tools to model and enable immune 

stimulation of hypoxic cells within a tumor by radiation therapy. While enticing, successful clinical 

implementation many barriers must be first overcome. Photoacoustic CT is primarily a preclinical 

imaging modality, due to limitations in imaged field-of-view and depth of penetration. The 

longitudinal scanning technique applied here would need to be adapted to utilize clinical imaging 

equipment, such as CT, MRI, or ultrasound. Similarly, the cost effectiveness of a long scanning 

series would be prohibitive. Human patients also aren’t typically anesthetized during diagnostic 

imaging procedures. Long time periods under immobilization are both uncomfortable to the patient 

and invite patient motion. 

 

Clinical iontherapy in the US is currently restricted to protons, although carbon ion 

facilities are in-development. Range uncertainties in proton therapy remain an unsolved concern, 

arising from limitations in dose calculation and stopping power approximations from patient CT 

scans88. Numerous technical developments have arisen to solve this problem. The only current 

clinical solution is applying dual-energy CT, which acquires scans of a patient at two x-ray 

energies and applies the difference in measured Hounsfield units to determine the average electron 

density in a voxel89,90. Thermoacoustic (aka Radiation-acoustic) techniques are currently under 

development by Purdue University to apply technology comparable to PCT, for high-resolution 
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measurement of energy absorption in water91. Perhaps the most direct approach is proton CT, 

which utilizes high-energy proton transmission (much like x-rays) to determine the water-

equivalent path length of protons through a medium, which can be reconstructed via 

backprojection (like x-rays) to map out stopping power ratios in a patient92,93. All of these 

techniques are promising and have functioned well in laboratory experiments, but full clinical 

implementation has not been achieved.  

 

One unexplored topic is measurement of the effects of tumor hypoxia directly on the action 

of the STING pathway. This is, in part, due to difficulties in experimentation with hypoxic cell 

cultures94. A common approach to studying hypoxia is to incubate cells in growth medium 

supplemented with cobalt-chloride (CoCl2), which acts to stabilize HIF-1a, inducing a chemical 

hypoxia95. While this enables simple handling of the cells, this does not remove oxygen from the 

experiments altogether, and oxygen fixation of DNA damage can still occur. A more direct 

approach to hypoxic cell culture is to induce cell plates with a low-O2 concentration of gas for an 

extended time. However, the cell plates must be kept in an air-tight container perfused with 

hypoxic gas, which makes hands-on experimentation difficult outside of a glove box. Upcoming 

experiments will aim to explore STING responses in hypoxic cells using a hybrid approach, 

utilizing growth medium supplemented with an oxygen scavenger96 (sodium sulfite). At the 

appropriate concentrations, sodium sulfite limit dissolved oxygen in a fluid medium for an 

extended time, allowing cell plates to be temporarily handled outside of a hypoxic gas induction 

chamber.  

 

From prior literature, it is anticipated that hypoxia will change the radiation-induced 

immunogenic response in ways beyond a simple dose shift. A study from Wu et al.82, demonstrated 

a hypoxia-dependent suppression of cGAS, the cytosolic dsDNA sensor upstream of STING. This 

immunosuppression was a result of overexpressed micro-RNA 25 and 93, which was demonstrated 

to suppress downstream IFNb secretion in vitro, leading to decreased CD8+ T-cell population in-

vivo. It is likely that, if STING is able to become activated following radiation, hypoxic cells will 

secrete lower amplitudes of IFNb. It is similarly unclear how hypoxia modifies Trex1 

upregulation37.   
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CHAPTER 7. CONCLUSIONS AND FUTURE WORKS 

This work presents compelling evidence for radiation to boost the efficacy of 

immunotherapy and supports the hypothesis that radiation quality can influence subsequent 

immunogenic response. This was demonstrated through both DNA damage modeling and in vitro 

experimentation, showing a predictable ‘shift’ in immunogenicity following radiation exposure, 

that appears to directly correlate with the number of DNA DSB. This result has immense clinical 

and preclinical implications, that radiation therapy can theoretically be prescribed with not just 

curative, but pro-immunogenic intent. Current clinical trials are exploring this relationship 

between radiation and immunotherapy, and we believe that the concepts in this thesis can be 

extended to further explore other facets of radiation oncology, with the intent of improving the 

therapeutic advantage of combination therapy.  

 

A natural next step will be translation of the in vitro assays described in Chapter 4 into in 

vivo models. Immunocompetent mice can be seeded with murine cancer cells that have been 

proven to have intact cGAS-STING signaling and irradiated to immuno-stimulatory doses as 

demonstrated through in vitro study. Small animal irradiators, such as the Xstrahl SARRP, have 

onboard CBCT systems suitable for image guided radiation therapy, with radiation fields as small 

as 1 mm diameter. Further, small-animal IGRT systems are capable of plan contouring based on 

non-CT images – PCT techniques developed in Chapter 5 can be applied to design hypoxia-guided 

radiation delivery. However, this introduces an array of challenges associated with treatment 

verification and small-field dosimetry. Nevertheless, study of radiation-enhanced immunogenicity 

in an animal model will enable more thorough analysis of post-radiation effects on cancer immune 

recognition, which can extend to assess dendritic cell infiltration, CD8+ T-cell priming, regulatory 

T-cell immunosuppression, and efficacy of varying immunotherapy agents. 

 

Only two endpoints of pro-inflammatory and anti-inflammatory signaling were examined 

in this thesis, but numerous other endpoints may be of-interest. For instance, STING is triggered 

by accumulation of cytosolic dsDNA, which is delivered from the nucleus primarily through 

unstable, ‘leaky’ micronuclei. Micronucleus assay is a common metric for assessing DNA damage 

via immunofluorescence, comparable to phosphorylated histone H2AX. Further, activity of cGAS 
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binding to dsDNA could be assayed in parallel as an upstream indication of STING activation. 

The integrity of micronucleus membranes could be assessed through examination of Lamin A. 

Alternatively, inflammatory transcription of IRF3 and NF- kB could be studied using PCR 

techniques, as well as gene encoding for IFNb, Trex1, or practically any other cytokine produced 

through cGAS-STING. Radiation-induction of all of these factors will likely vary based on particle 

LET and cellular oxygenation and may reveal further details on how this pro-immunogenic 

response could be triggered.  

 

The effects of varying dose rates on radiation-induced STING signaling will be a topic of 

further study, particularly in the context of FLASH radiation therapy. In vivo study of radiation 

delivered at ultra-high dose rates (> 40 Gy/s) has been demonstrated to preferentially spare normal 

tissues while preserving tumor control at equivalent physical doses, relative to conventional dose 

rates97. A common theory for this differential effect is that nearly instantaneous radiation delivery 

damages fewer circulating lymphocytes, limiting systemic immunosuppression. This has, in part, 

been confirmed in vivo, where enhanced CD8+ T-cell accumulation has been observed following 

irradiation of immunocompetent mouse tumor models98. However, more studies are needed to 

further explore the inflammatory response of cancer cells following FLASH radiation. 

 

Current efforts are probing the effects of DNA damage response inhibitors, such as ATR 

inhibitors, on subsequent immunogenic signaling. As an example, preliminary study has revealed 

that DNA repair in cancer cells is more highly dependent on ATR kinases than healthy tissues. 

Inhibition results in enhanced immunogenic cell death following DNA damage by low-LET 

radiation, with preferential enhancement in cancer cells. It is unclear, but testable, if high-LET 

radiation offers further enhancement in immunogenic cell death in combination with damage 

response inhibitors. 
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APPENDIX A. INTERFERON BETA ELISA PROTOCOL 

This assay uses the Duoset Human IFNb ELISA kit, as well as the general ancillary kit, which 
includes optimized well plates and all needed reagents aside from complete medium and samples. 
 

Reagent preparation  
All should be done before beginning assay. Reconstitutions should be performed with reagents at 
room temperature. After adding the liquid diluent, the antibody/standard vials should be recapped, 
and allowed to sit at room temperature for 15mins, ideally with slow rocking/agitation.  
 

1. Capture antibody 

o Reconstitute with 0.5 mL PBS (supplied in ancillary kit) 

o Aliquot into 5 x 0.1 mL samples, freeze at -20C 

2. Wash buffer (0.5% Tween-20 in PBS) 

o Add 20mL of 25x concentrate to 480 mL DI H20, mix 

o Store for ~1 month at 2-8C 

3. Reagent diluent (1% BSA in PBS) 

o Dilute 1:10 in DI H20 

o For prep, prepare 2 mL 

§ 0.2mL of reagent diluent concentrate in 1.8mL DI H20 

o Store opened concentrate at 2-8C for up to 1 month.  

§ Only dilute as much as needed each day.   

4. Detection antibody 

o Reconstitute with 1mL reagent diluent 

o Aliquot into 5 x 0.2 mL samples, freeze at -20C 

5. IFNb Standard 

o Reconstitute with 0.5 mL reagent diluent 

o Aliquot into 0.1 mL samples, freeze at -70C 

 

Day One (plate preparation) 

1. Thaw capture antibody stock, allow to equilibrate to room temperature with supplied PBS 

2. Dilute 83 uL of capture antibody stock in 10mL PBS 
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o working concentration = 4 ug/mL 

3. Coat 96-well plate with capture antibody at working concentration, 100uL/well 

4. Seal plate and incubate overnight at room temperature 

o Do NOT use plate shaker.  Leave on benchtop. 

 

Day Two (plate preparation) 

1. Prepare reagents 

o Mix fresh reagent diluent 

§ 30mL needed for blocking the plate 

• 3mL reagent diluent concentrate in 27 mL DI H20 

§ 20 mL needed for detection antibody, streptavidin-HRP 

• Skip this step if the plate isn’t being assayed on the same day 

• 2mL concentrate in 18 mL DI H20 

o Thaw detection antibody if using on the same day 

2. Aspirate and wash with wash buffer 3x 

o ~200uL wash buffer distributed with multichannel pipette 

o Invert plate over sink, shake to remove buffer 

o Pat on paper towel to remove excess buffer 

o Make sure to completely remove buffer for best performance 

3. Block plates with reagent diluent, 300 uL/well 

o Incubate 1hr at RT 

4. Aspirate/wash 3x with wash buffer 

o This can be treated as a stopping point if needed.  Make sure the plate is filled with 

wash buffer, cover with a plate sealer, and store at 4C.  Should be good for 1-2 days. 

 

Day Three (Assay; if plate stored overnight) 

5. Prepare 20mL reagent diluent if needed for standards/streptavidin 

6. Prepare samples/standards 

o can be done concurrently with step 3 if done on the same day 

o Thaw samples for at least 30mins in room temp. water bath 
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o Standards: 7-point twofold calibration curve.   

§ Thaw IFNb standard 

§ Prepare/label 10 Eppendorf tubes 

• Includes two extra standards, higher than what will be plated.  This 

enables use of >10uL antibody stock to limit some pipetting errors, 

while maintaining datapoints at low concentrations. 

• 1mL complete cell growth medium to most-concentrated standard, 

0.5mL else 

§ Add 10uL of IFNb standard to 1mL of medium for highest standard (1800 

pg/mL) 

§ Transfer 500uL to next-highest sample, mix. Repeat. 

§ Use reagent diluent ONLY as low standard.   

§ Plated concentrations: [450, 225, 113, 56, 28, 14, 7, 0] pg/mL 

o Samples: cell-free supernatant 

§ Thaw and allow to equilibrate, if necessary 

7. Add 100uL of prepared sample or standard (diluted in reagent diluent if needed).   

o Cover with plate sealer and incubate 2hrs at room temp 

8. Aspirate/wash 3x with wash buffer 

9. Add 100uL of detection antibody at working concentration.   

o Dilute detection antibody stock in reagent diluent.   

§ Use 0.167mL antibody stock in 10mL of reagent diluent (working 

concentration = 100 ng/mL) 

o Cover with plate sealer and incubate 2hrs at room temperature. 

o NOTE: If time to reach plate reader > 20mins, move plate and remaining supplies 

closer before the next step. Need: 

§ Multichannel pipette, pipette tips, 3-4 reagent reservoirs, biohazard bag, 

gloves, paper towels, plate sealers, foil 

§ 10 mL reagent diluent, 5 mL each color reagent A and B (keep separate), 5 

mL stop solution, 0.25mL Streptavidin HRP (cover in foil), wash buffer 

10. Aspirate/wash 3x with wash buffer 

11. Add 100uL of Streptavidin-HRP to each well, incubate 20mins at room temperature 
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o Prep streptavidin-HRP by diluting stock 1:40 in reagent diluent  

§ 0.25 mL stock to 9.75mL reagent diluent 

o From here, avoid putting the plate in direct light 

12. Aspirate/wash 3x with wash buffer 

13. Add 100uL of substrate solution, incubate 20mins at room temperature.   

o Mix equal parts of color reagents A and B (5mL each for one plate) 

o Use within 15mins of mixing. 

14. Add 50 uL of stop solution to each well.  Tap plate to mix.   

15. Read out ASAP. 

o Optical density at 450nm 

§ Use wavelength correction at 540-570nm if available, to correct for plate 

imperfections    

§ If not, find reading at 540 or 570 nm, subtract from signal at 450nm 
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APPENDIX B. TREX1 IMMUNOFLUORESCENCE PROTOCOL 

This assay uses an anti-Trex1 antibody pre-conjugated with an Alexa fluorochrome, with supplies 
that are common around biology labs. Staining for additional antibodies (such as dsDNA) can be 
added onto this protocol by washing 3x before/after exposure.  
 
Reagents: 

• PBS 

• 4% formaldehyde in PBS [mix 1.1mL formaldehyde (37% w/w) in 9 mL PBS] 

• 0.5% Tween-20 in PBS 

• 3% BSA in PBS 

• Pre-conjugated Ab 1:500 in PBS  

• ProGold w/DAPI 

 
Use 1 mL of reagent per well in 4-well chamber slides for fixation, blocking, washing.  Volume 

can be reduced to 0.5 mL per well for antibody staining, to conserve supplies.  All steps should 

be performed while slowly rocking at room temperature. 

 
Staining: 

1. Remove supernatant, rinse w/PBS 5min (1-2X) 

2. Add 4% formaldehyde (in PBS) for 10min 

3. Remove fixative, rinse w/PBS 5min (1-2X) 

4. Add 0.5% Tween-20 (in PBS) for 10min 

5. Remove Tween, rinse w/PBS 5min (2X) 

6. Add 3% BSA (in PBS) 30-60min 

7. Remove BSA, rinse w/PBS 5min (2X) 

8. [move rocker to darkened room] 

9. Add anti-Trex1 Ab (1:500) (in PBS) for 2hr 
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10. Remove Ab, rinse w/PBS 5min (3X) 

11. Tap upside down to dry, remove chambers using tool 

12. add 1 drop ProGold w/DAPI, then square coverslip 

13. let dry, store in dark (ProGold acts as its own sealant) 
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APPENDIX C. CYTOSOLIC DSDNA QUANTIFICATION PROTOCOL 

This assay follows the conventions published by Vanpouille-Box et al., using NE-PER Nuclear 
and Cytoplasmic extraction and SpectraMax dsDNA Nano quantification kits.  
 

Cytoplasmic Extraction 

• Detach cells with trypsin for 3mins at RT, count 

• Transfer suspensions to 15mL tubes, centrifuge/aspirate medium and wash with PBS 

• Transfer cells to 1.5mL tube, centrifuge at 500xg (2500 rpm) for 2-3 mins 

o Want 1-10 million cells per tube 

• Aspirate buffer as well as possible 

• Add ice-cold CER I to cell pellet 

o 100uL per million cells 

o Add HALT protease inhibitor at 10uL per mL CER I 

§ Note: add HALT to total volume of CER I for all samples before adding to 

cells 

• Vortex at high setting (15 seconds) to resuspend pellet 

• Incubate 10mins on ice 

• Add ice-cold CER II to tube 

o 5.5 uL per million cells 

• Vortex on high setting for five seconds and incubate on ice for 1 minute 

• Vortex again for 5 seconds 

• Centrifuge for 5 mins at highest speed in microcentrifuge (~14000rpm = 16000 x g on 

Eppendorf 5415 centrifuge) 

• Supernatant contains cytoplasmic extracts – transfer to pre-chilled tube and place on ice. 

o Extracts can be stored short-term at -20C, long-term at -80C 

 

dsDNA quantification  

• Expect ~13,000 ng dsDNA per million cells (from MC38 data).  Kit’s max dynamic 

range is 250 ng per well.  Should only plate cytoplasmic extract for ~20,000 viable cells 

per well 
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• Allow kit components to equilibrate to room temperature 

• Vortex and centrifuge components briefly to minimize reagent loss in cap 

• Dilute AccuClear Nano buffer to 1X with DI water 

o Typical dilution: 42 wells 

o 8.0 mL DI water 

o 0.4 mL Nano Buffer 

• Prepare dsDNA standards 

o Note: unnecessary with Bulk kit 

• Dilute Nano dye 1:100 in 1X Nano buffer (‘working solution’) 

• Add dsDNA standards and unknown samples to black 96 well plate 

o Fill three wells per sample for triplicate testing 

o 10uL sample, 200uL working solution 

• Allow 5 mins incubation at RT in the dark 

• Readout ASAP – expect 15% signal decrease at 3hrs following combination of working 

solution and DNA.  Kit recommends readout within 1 hour. 

o Abs. 468nm, emit 507nm 
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