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#### Abstract

In this thesis work, we propose computer vision techniques for 3D reconstruction and object height measurement using a single camera and multi-laser emitters, which have an intersection on the projected image plane. Time-division and color division methods are first investigated for our structured light system. Although the color division method offers better accuracy for object height measurement, it requires the laser emitters equipped with different color lights. Furthermore, the color division method is sensitive to light exposure in the measurement environment. Next, a new multi-level random sample consensus (MLRANSAC) algorithm has been developed. The proposed MLRANSAC method not only offers high accuracy for object height measurement but also eliminates the requirement for the laser emitters with different colors. Our experiment results have validated the effectiveness of the MLRANSAC algorithm.


## 1. INTRODUCTIONS

### 1.1 Motivations

Structured light has been widely applied in computer vision applications as a threedimension reconstruction [1]-[3]. Comparing with the passive vision method, the structured light technique can adapt to less texture and low illuminate conditions, so it has higher reliability and accuracy over short distances. The structured light techniques also contribute a lot in industries such as archaeology, agriculture, architecture, autopilot, and so on [4]-[8]. Laser emitters [1]-[3], [9]-[12] capable of emitting laser lines and projectors [11], [13]-[15] capable of posting encoded patterns are often used as light sources to utilize their geometric properties. A vision system with a light source and a camera placed at various angles provides sufficient information for a basic 3D reconstruction [16].

Since the image captured by a camera is the only source of information from the system, and to reduce the difficulty of the feature extraction, the complexity of posting patterns and laser planes is limited. A common technique prefers parallel lines [4] rather than intersections in the structured light patterns to avoid the difficulties of image processing. For example, a laser-scanned system uses one single laser line. It then reconstructs the model by moving the object along a specific orientation [8] or rotating the system along with a certain point [3], [7]. For a projector system, the binary gray-code pattern [11], [13] is widely applied, which is an accepted time-domain encode method. This method encodes each pixel as gray code by regularly posting patterns with black and white strips. Square dots are also applied as a post pattern in a projector system [14]. Using the intersections in light patterns is generally to be avoided in the structured light system; however, it can be useful for some situations, such as the object height measurement. Furthermore, computer vision algorithms can be developed to relieve the constraint of the intersections in light patterns.

This research work focuses on the structured light system with a single camera and multilaser emitters. The motivation of the thesis is to tackle the challenging problems for the 3D object reconstruction and height measurement using the projected intersections inline patterns from a single camera and multi-laser emitters.

### 1.2 Objective

In this research, we construct a structured light system using a single camera and multi-laser emitters and investigate as well as propose the computer vision algorithms for object measurement using the intersections inline patterns on the projected image plane. We classify our vision techniques into three methods: time-division, color division, and random sample consensus. We propose computer vision techniques and algorithms for each classified method for 3D object reconstruction and height measurement. An advanced sample consensus algorithm with multilevel detection is developed and investigated. Finally, we compare the measurement results from three developed computer vision methods and validate which way achieves the best measurement results.

### 1.3 Organization of Thesis

The structure of this thesis paper is organized as follows. Chapter 2 introduces a structured light vision system with multi-laser emitters. In Chapter 3, three methods for improving structured light systems are described in detail. The three optimization algorithms, time-division algorithm, color division algorithm, and multi-level random sample consensus algorithm, are proposed. We then compare and analyze experimental results in Chapter 4. Finally, Chapter 5 presents the conclusion, contribution, and future work.

### 1.4 Contribution of Thesis

This thesis has three contributions. First, we develop the relevant mathematical framework for a structured system with a single camera and multiple laser emitters. Secondly, the time division, color division, and multi-level random sample consensus (RANSAC) algorithm are proposed to measure the height of the object. Finally, by comparing the results of the three methods, it is verified that the performance of the multi-level RANSAC (MLRANSAC) algorithm offers the best measurement.

## 2. STRUCTURED LIGHT VISION SYSTEM WITH MULTI-LASER EMITTERS

### 2.1 Structured Light System Model

In this section, we will develop the mathematical framework. Figure 2.1 shows our measurement system. It consists of a high definition camera, a processing platform, and $N$ laser transmitters with red, green, and blue color options. As shown in Figure 2.1, the world coordinate and the camera coordinate are represented by oxyz and $o_{c} x_{c} y_{c} z_{c}$, respectively. Note that the equation: $z=0$ presents the horizontal plane in the world coordinate. It is assumed that the projection of the triangular plane on the plane of $z=0$ exists and can be captured by the camera.


Figure 2.1 Height measurement system.

### 2.2 The Significance of Camera Calibration

In the field of machine vision, the calibration of the camera is a critical task, which determines whether the machine vision system can be positioned effectively and can calculate the target effectively. Camera calibration can be divided into two types; the first type deals with the camera's self-calibration; the second type copies with the calibration, which depends on the calibration reference object. The former is to use a camera to photograph surrounding objects. The camera parameters are obtained by digital image processing and related geometric calculations.

However, the calibration results by this method exhibit substantial errors and thus is not suitable for high-precision applications. The latter involves calculating the internal and external parameters of the camera by calibrating reference objects, imaging by the camera, and using digital image processing methods, as well as later spatial arithmetic operations. This method of calibration using the reference object has high calibration accuracy and is suitable for applications requiring high precision.

### 2.2.1 Coordinate transformation

Several coordinate systems must be introduced and are described below:
World coordinate system: the absolute coordinate system in the objective three-dimensional world is also called the world coordinate system. Because the digital camera is placed in threedimensional space, we need the world coordinate system, which is the reference coordinate system, to describe the position of the digital camera, and use it to describe the position of any other object placed in this three-dimensional environment. ( $x y, z$ ) designates its coordinate component values.

Camera coordinate system (light center coordinate system): With the camera’s optical center as the origin, the $X$ and $Y$ axes are respectively parallel to the $X$ and $Y$ axes of the image coordinate system (depicted next). The camera's optical axis is denoted by Z -axis, and its coordinate values can be expressed by $\left(x_{c}, y_{c}, z_{c}\right)$.

Image coordinate system: Taking the center of the CCD image plane as the coordinate origin, the $X$-axis and $Y$-axis are parallel to the two vertical edges of the image plane, respectively, and its coordinate values are represented by $(x, y)$. The image coordinate system describes the position of a pixel in an image in physical units, such as millimeters.

Pixel coordinate system: taking the vertex of the upper left corner of the CCD image plane as the origin, the $X$ and $Y$ axes are parallel to the $X$ and $Y$ axes of the image coordinate system, respectively, and its coordinate values are represented by $(u, v)$. The image collected by the digital camera is first formed into the form of a standard electrical signal and then converted into a digital image by analog-to-digital conversion. An image has a size of an $M \times N$ containing $M \times N$ elements. Each such component is called a pixel, which consists of red, green, blue color components. The pixel coordinate system is an image coordinate system in pixels. The pixel coordinate system is a two-dimensional coordinate system, which reflects the arrangement of
pixels in the CCD chip of the camera. The origin is located in the upper left corner of the image, as shown in Figure 2.2.


Figure 2.2 The relationship chat of Image coordinate and pixel coordinate.

The following relationships exist between the pixel coordinates and image coordinates:

$$
\begin{align*}
& u=\frac{x}{d x}+u_{0}  \tag{2.1}\\
& v=\frac{y}{d y}+v_{0} \tag{2.2}
\end{align*}
$$

If the unit in the physical coordinate system is in millimeter, then the unit of $d x$ is: $\mathrm{mm} /$ pixel and the unit of $x / d x$ is in terms of the pixels. Hence, the unit is the same as that of $u$. For ease of use, Equations (2.2) can be expressed in homogeneous coordinates. The matrix form is given by:

$$
\left[\begin{array}{l}
u  \tag{2.3}\\
v \\
1
\end{array}\right]=\left[\begin{array}{ccc}
1 / d x & 0 & u_{0} \\
0 & 1 / d y & v_{0} \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
1
\end{array}\right]
$$

The relationship between the image coordinate system and camera coordinate system can be obtained as

$$
\left\{\begin{array}{l}
x=\frac{f x_{c}}{z_{c}}  \tag{2.4}\\
y=\frac{f y_{c}}{z_{c}}
\end{array}\right.
$$

where $f$ is the focal length (the distance between the image plane and the origin of the camera coordinate system). Hence, the transformation can further be expressed as:

$$
z_{c}\left[\begin{array}{l}
x  \tag{2.5}\\
y \\
1
\end{array}\right]=\left[\begin{array}{llll}
f & 0 & 0 & 0 \\
0 & f & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{c} \\
y_{c} \\
z_{c} \\
1
\end{array}\right]=\left[\begin{array}{ccc}
f & 0 & 0 \\
0 & f & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{l}
x_{c} \\
y_{c} \\
z_{c} \\
1
\end{array}\right]
$$

The relationship between the camera coordinate system and the world coordinate system can be established using the homogeneous expression is:

$$
\left[\begin{array}{c}
x_{c}  \tag{2.6}\\
y_{c} \\
z_{c} \\
1
\end{array}\right]=\left[\begin{array}{ll}
R & t \\
0 & 1
\end{array}\right]\left[\begin{array}{c}
x \\
y \\
z \\
1
\end{array}\right]
$$

where $R$ is the $3 \times 3$ rotation matrix and $t$ is the translation vector. $R$ and $t$ are independent of the internal parameters of camera, so these two parameters are called the extrinsic parameters of the camera, which denotes the relation between the two coordinate origins.

If the transformation from camera coordinate to image coordinate and the transformation from image coordinates to pixel coordinate are combined together, the following equation can be obtained:

$$
z_{c}\left[\begin{array}{l}
u  \tag{2.7}\\
v \\
1
\end{array}\right]=z_{c}\left[\begin{array}{ccc}
\frac{1}{d x} & 0 & u_{0} \\
0 & \frac{1}{d y} & v_{0} \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
1
\end{array}\right]=\left[\begin{array}{ccc}
\frac{1}{d x} & 0 & u_{0} \\
0 & \frac{1}{d y} & v_{0} \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
f & 0 & 0 & 0 \\
0 & f & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right]\left[\begin{array}{c}
x_{c} \\
y_{c} \\
z_{c} \\
1
\end{array}\right]
$$

Three transformations consist the imaging model of the camera. The complete coordinate transformations are shown in Figure 2.3.


Figure 2.3 Transformations from world coordinates to pixel coordinates.

### 2.3 Framework of Single Camera and Multi-Laser Emitters

We first establish our system notations. A camera pinhole model is employed, and its perspective projection is given below:

$$
\begin{gather*}
X_{c}=z_{c} A^{-1} \bar{I}_{p}  \tag{2.8}\\
\bar{X}_{c}=\left[\begin{array}{cc}
R & t \\
0 & 1
\end{array}\right] \bar{X} \tag{2.9}
\end{gather*}
$$

For convenience, the following definitions are adopted:
$X=\left(\begin{array}{lll}x & y & z\end{array}\right)^{T}$ - a point in the world coordinate
$X=\left(\begin{array}{llll}x & y & z & 1\end{array}\right)^{T}$ - homogeneous form of $X$
$X_{c}=\left(\begin{array}{llll}x_{c} & y_{c} & z_{c}\end{array}\right)^{T}$ - a point in the camera coordinate
$\bar{X}_{c}=\left(\begin{array}{llll}x_{c} & y_{c} & z_{c} & 1\end{array}\right)^{T}$ - homogeneous form of $X_{c}$
$I_{p}=\left(\begin{array}{ll}u & v\end{array}\right)^{T}$ - a point in the image pixel coordinate
$\bar{I}_{p}=\left(\begin{array}{lll}u & v & 1\end{array}\right)^{T}$ : homogeneous form of $I_{p}$
Note that $A^{-1}$ is the inverse of intrinsic matrix $A$, which is defined below:

$$
A=\left[\begin{array}{ccc}
\alpha & c & u_{0}  \tag{2.10}\\
0 & \beta & v_{0} \\
0 & 0 & 1
\end{array}\right]
$$

where $\alpha$ and $\beta$ are the projection of the effective focal length in $x$ - and $y$-axes. $u_{0}$ and $v_{0}$ are the image intersection coordinates between the image plane and optical axis. $\boldsymbol{C}$ is the skewness in terms of two image axes. [ $\left.R 1 \begin{array}{ll}R & t\end{array}\right]=\left[\begin{array}{llll}r_{1} & r_{2} & r_{3} & t\end{array}\right]$ designates the rotation and translation between the world coordinate and camera coordinate.

Let a characteristic point $j$ on the triangular plane $i$ formed by the ith laser emitter be:

$$
\begin{equation*}
\bar{X}_{c L}(i, j)=\left(x_{c L}(i, j) \quad y_{c L}(i, j) \quad z_{c L}(i, j) \quad 1\right)^{T} \tag{2.11}
\end{equation*}
$$

and the ith plane is denoted by

$$
\pi_{i}=\left(\begin{array}{llll}
a_{i} & b_{i} & c_{i} & -1 \tag{2.12}
\end{array}\right)^{T}
$$

Then it leads to the following:

$$
\begin{align*}
& X_{c L}(i, j) / z_{c}(i, j)=A^{-1} \bar{I}_{p}(i, j)  \tag{2.13}\\
& \pi_{i} \bar{X}_{c L}(i, j)=0, \quad j=1,2, \cdots, J \tag{2.14}
\end{align*}
$$

Given projected points $\bar{I}_{p}(i, j)$ and (2.13), we can obtain

$$
\begin{equation*}
X_{c L}(i, j) / z_{c L}(i, j)=\left[x_{c L}(i, j) / z_{c L}(i, j) \quad y_{c L}(i, j) / z_{c L}(i, j) \quad 1\right] \tag{2.15}
\end{equation*}
$$

Given the calibrated triangular plane $i$, and (2.14), we finally can yield

$$
\begin{equation*}
z_{c L}(i, j)=1 /\left(a_{i} x_{c L}(i, j) / z_{c L}(i,)+b_{i} y_{c L}(i, j) / z_{c L}(i, j)+c_{i}\right) \tag{2.16}
\end{equation*}
$$

After applying Equation (2.8), $X_{c}(i, j)=X_{c L}(i, j)$ can be obtained. Finally, we achieve

$$
\bar{X}(i, j)=\left[\begin{array}{ll}
R & t  \tag{2.17}\\
0 & 1
\end{array}\right]^{-1} \bar{X}_{c}(i, j)
$$

It must be noted that the reconstructed points of $X_{c}(i, j)$ in the camera model are unique since the camera is installed at the fixed location while the reconstructed points of $X(i, j)$ in the world coordinate depend on the checkerboad orientation, that is, $R$ and $t$.

With the calibration information of extrinsic and intrinsic matrices, and the all the calibrated triangular planes, we can develop the time division, color division, and random sample consensus (RANSAC) method to conduct 3-D reconstruction.

### 2.4 Calibration

The camera is calibrated using Zhang's method [18], where the augmented 2D and 3D points in the word coordinate are denoted by $\tilde{m}=\left(\begin{array}{lll}u & v & 1\end{array}\right)^{T}, M=\left(\begin{array}{llll}x & y & z & 1\end{array}\right)^{T}$, respectively. With a pinhole camera model, a relationship between a 3D point and its image project is given by

$$
\begin{equation*}
s \tilde{m}=A[R t] M=A\left[r_{1} r_{2} r_{3} t\right] M \tag{2.18}
\end{equation*}
$$

Using $z=0$ in the model plane (floor plane), (2.18) becomes

$$
\begin{equation*}
s \tilde{m}=A\left[r_{1} r_{2} t\right] \tilde{M} \tag{2.19}
\end{equation*}
$$

where $S$ is a scale factor and $\tilde{M}=\left(\begin{array}{lll}x & y & 1\end{array}\right)^{T}$.

### 2.4.1 Calculating Camera Extrinsic Parameters

Let $s \tilde{m}=H \tilde{M}$ with $H=A\left[\begin{array}{lll}r_{1} & r_{2} & t\end{array}\right]$, then

$$
\begin{gather*}
z_{c}\left[\begin{array}{l}
u \\
v \\
1
\end{array}\right]=H \cdot\left[\begin{array}{l}
x \\
y \\
1
\end{array}\right]  \tag{2.20}\\
H=\left[\begin{array}{lll}
h_{1} & h_{2} & h_{3}
\end{array}\right] \tag{2.21}
\end{gather*}
$$

Let $H=\left[h_{1} h_{2} h_{3}\right]=\lambda A\left[r_{1} r_{2} t\right]$, where $\lambda$ is an arbitrary scaler. According to the properties of orthogonal matrices [18], it is easy to get:

$$
\begin{align*}
& h_{1}^{T} A^{-T} A^{-1} h_{2}=0  \tag{2.22}\\
& h_{1}^{T} A^{-T} A^{-1} h_{1}=h_{2}^{T} A^{-T} A^{-1} h_{2}
\end{align*}
$$

Then, the following terms can be calculated:

$$
\begin{array}{cl}
r_{1}=\lambda A^{-1} h_{1} & r_{2}=\lambda A^{-1} h_{2} \quad r_{3}=r_{1} \times r_{2} \quad t=\lambda A^{-1} h_{3} \\
& \lambda=\frac{1}{\left\|A^{-1} h_{1}\right\|}=\frac{1}{\left\|A^{-1} h_{2}\right\|} \tag{2.24}
\end{array}
$$

Notice that $H$ has 8 unknowns, at least 8 equations are required. Each pair of points can provide two equations, so at least four pairs of points are needed to solve for $H$.

### 2.4.2 Calculating Internal Parameters

As $r_{1}$ and $r_{2}$ are orthogonal, and $\left\|r_{1}\right\|=\left\|r_{2}\right\|=1$, the following constraints can be obtained:

$$
\left\{\begin{array}{l}
h_{1}^{T} A^{-T} A^{-1} h_{2}=0  \tag{2.25}\\
h_{1}^{T} A^{-T} A^{-1} h_{1}=h_{2}^{T} A^{-T} A^{-1} h_{2}=1
\end{array}\right.
$$

Define:

$$
\begin{align*}
B & =A^{-T} A^{-1}=\left[\begin{array}{lll}
B_{11} & B_{12} & B_{13} \\
B_{12} & B_{22} & B_{23} \\
B_{13} & B_{23} & B_{33}
\end{array}\right] \\
& =\left[\begin{array}{ccc}
\frac{1}{\alpha^{2}} & -\frac{\gamma}{\alpha^{2} \beta} & \frac{v_{0} \gamma-u_{0} \beta}{\alpha^{2} \beta} \\
-\frac{\gamma}{\alpha^{2} \beta} & \frac{\gamma^{2}}{\alpha^{2} \beta^{2}}+\frac{1}{\beta^{2}} & -\frac{\gamma\left(v_{0} \gamma-u_{0} \beta\right)}{\alpha^{2} \beta^{2}}-\frac{v_{0}^{2}}{\beta^{2}} \\
\frac{v_{0} \gamma-u_{0} \beta}{\alpha^{2} \beta} & -\frac{\gamma\left(v_{0} \gamma-u_{0} \beta\right)}{\alpha^{2} \beta^{2}}-\frac{v_{0}^{2}}{\beta^{2}} & \frac{\left(v_{0} \gamma-u_{0} \beta\right)^{2}}{\alpha^{2} \beta^{2}}+\frac{v_{0}^{2}}{\beta^{2}}+1
\end{array}\right] \tag{2.26}
\end{align*}
$$

It can be seen that matrix $B$ is a symmetric matrix with only six valid elements. Define vector $b$ as

$$
\begin{equation*}
b=\left[B_{11}, B_{12}, B_{22}, B_{13}, B_{23}, B_{33}\right]^{T} \tag{2.27}
\end{equation*}
$$

$B$ is composed of $A$ matrix. Therefore, it meets the following equations:

$$
\begin{gather*}
h_{i}^{T} B h_{j}=v_{i j}^{T} b  \tag{2.28}\\
\mathbf{v}_{i j}=\left[h_{i 1} h_{j 1}, h_{i 1} h_{j 2}+h_{i 2} h_{j 1}, h_{i 2} h_{j 2}, h_{i 3} h_{j 1}+h_{i 1} h_{j 3}, h_{i 3} h_{j 2}+h_{i 2} h_{j 3}, h_{i 3} h_{j 3}\right]^{T} \tag{2.29}
\end{gather*}
$$

Then, the following formula can be derived:

$$
\left[\begin{array}{c}
v_{12}^{T}  \tag{2.30}\\
\left(v_{11}-v_{22}\right)^{T}
\end{array}\right] b=0
$$

Since $B$ has 6 unknowns. The dimension of bracket in (2.30) is $2 x 6$. Thus, three images are required so that we can stack the bracket in (2.30) up to a dimension of $6 \times 6$ in order to get the unique solution of $b$. Then, the camera intrinsic reference matrix $A$ can be obtained by using Cholesky decomposition algorithm to decompose matrix $B$.

### 2.4.3 Radial distortion estimation

We focus on the most influential radial distortion calibration proposed by Zhang's calibration method [18]. The mathematical expressions are given by:

$$
\begin{align*}
& \hat{x}=x+x\left[k_{1}\left(x^{2}+y^{2}\right)+k_{2}\left(x^{2}+y^{2}\right)^{2}\right]  \tag{2.31}\\
& \hat{y}=y+y\left[k_{1}\left(x^{2}+y^{2}\right)+k_{2}\left(x^{2}+y^{2}\right)^{2}\right]
\end{align*}
$$

where $(x, y)$ is the ideal undistorted image coordinate. $(\hat{x}, \hat{y})$ is the image coordinate after the actual distortion. $k_{1}$ and $k_{2}$ are the distortion parameters of the first two orders. Since the center of the radial distortion and the center of the camera are in the same position, the following equations can be obtained:

$$
\begin{align*}
& \hat{u}=\mu_{0}+\alpha \hat{x}+\gamma \hat{y} \\
& \hat{v}=v_{0}+\beta \hat{y} \tag{2.32}
\end{align*}
$$

Assuming that $\gamma=0$, the following equations can be obtained:

$$
\begin{align*}
& \hat{u}=u+\left(u-u_{0}\right)\left[k_{1}\left(x^{2}+y^{2}\right)+k_{2}\left(x^{2}+y^{2}\right)^{2}\right] \\
& \hat{v}=v+\left(v-v_{0}\right)\left[k_{1}\left(x^{2}+y^{2}\right)+k_{2}\left(x^{2}+y^{2}\right)^{2}\right] \tag{2.33}
\end{align*}
$$

where $(u, v)$ is the ideal undistorted pixel coordinate, and $(\hat{u}, \hat{v})$ is the pixel coordinate after the actual distortion. $\left(u_{0}, v_{0}\right)$ represents the principal point.

After transferring the above equations into a matrix form, it leads to:

$$
\left[\begin{array}{ll}
\left(u-u_{0}\right)\left(x^{2}+y^{2}\right) & \left(u-u_{0}\right)\left(x^{2}+y^{2}\right)^{2}  \tag{2.34}\\
\left(v-v_{0}\right)\left(x^{2}+y^{2}\right) & \left(v-v_{0}\right)\left(x^{2}+y^{2}\right)^{2}
\end{array}\right]\left[\begin{array}{l}
k_{1} \\
k_{2}
\end{array}\right]=\left[\begin{array}{l}
\hat{u}-u \\
\hat{v}-v
\end{array}\right]
$$

It can be simplified as: $D k=d$. So, distortion parameter k can be calculated as:

$$
\begin{equation*}
k=\left[k_{1} k_{2}\right]^{T}=\left(D^{T} D\right)^{-1} D^{T} d \tag{2.35}
\end{equation*}
$$

### 2.4.4 Laser Plane Calibration

Each triangular plane $\pi_{i}=\left(\begin{array}{llll}a_{i} & b_{i} & c_{i} & -1\end{array}\right)$ required in (2.14) for $i=1,2, \cdots, N$ is calibrated independently. As shown in Figure 2.1, let the model plane $z=0$ in the world
coordinate be ( $\left.\begin{array}{llll}0 & 0 & 1 & 0\end{array}\right)^{T}$ and $\left(\begin{array}{lll}x_{i} & y_{i} & z_{i}\end{array}\right)$ be the characteristic point on the model plane from the ith triangular laser plane.In the world coordinate, we can get:

$$
\left[\begin{array}{l}
0  \tag{2.36}\\
0 \\
1 \\
0
\end{array}\right]^{T}\left[\begin{array}{l}
x_{i} \\
y_{i} \\
z_{i} \\
1
\end{array}\right]=0
$$

Note that the relation of point ( $\left.\begin{array}{lll}x_{i} & y_{i} & z_{i}\end{array}\right)$ in the world coordinate and corresponding point in $\left(\begin{array}{lll}x_{c i} & y_{c i} & z_{c i}\end{array}\right)$ in the camera coordinate can be expressed as :

$$
\left[\begin{array}{ll}
R & t  \tag{2.37}\\
0 & 1
\end{array}\right]\left[\begin{array}{l}
x_{i} \\
y_{i} \\
z_{i} \\
1
\end{array}\right]=\left[\begin{array}{l}
x_{c i} \\
y_{c i} \\
z_{c i} \\
1
\end{array}\right]
$$

where $R$ and $t$ are obtained in the process of camera calibration for the specific checkerboad orientation.

Then we derive (2.38) from (2.36), (2.37) as follows.

$$
\left[\begin{array}{l}
0  \tag{2.38}\\
0 \\
1 \\
0
\end{array}\right]^{T}\left[\begin{array}{ll}
R & t \\
0 & 1
\end{array}\right]^{-1}\left[\begin{array}{l}
x_{c_{i}} \\
y_{c i} \\
z_{c i} \\
1
\end{array}\right]=0
$$

Using the definition in (2.36), we can translate the model plane in the world coordinate to the camera coordinate as

$$
\pi_{i}^{T}=\left[\begin{array}{l}
0  \tag{2.39}\\
0 \\
1 \\
0
\end{array}\right]^{T}\left[\begin{array}{ll}
R & t \\
0 & 1
\end{array}\right]^{-1}
$$

Taking the transpose of (2.39) leads to

$$
\pi_{i}=\left[\begin{array}{ll}
R & t  \tag{2.40}\\
0 & 1
\end{array}\right]^{-T}\left[\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right]=\left[\begin{array}{llll}
A & B & C & D
\end{array}\right]^{T}
$$

As a matter of fact, the projected $J$ image points $X_{c}(i, j)$ in terms of the camera coordinate must be on the model plane of the checkerboard during calibration, that is,

$$
\begin{equation*}
\pi_{i}^{T} X_{c}(i, j)=0 \text { for } j=1,2, \cdots, J \tag{2.41}
\end{equation*}
$$

This is equivalent to

$$
\begin{gather*}
z_{c}(i, j)\left[A x_{c}(i, j) / z_{c}(i, j)+B y_{c}(i, j) / z_{c}(i, j)+C\right]=-D \\
\text { for } j=1,2, \cdots, J \tag{2.42}
\end{gather*}
$$

Note that $x_{c}(i, j) / z_{c}(i, j)$ and $y_{c}(i, j) / z_{c}(i, j)$ in (2.42) can be obtained using the projected pixel points, that is,

$$
\begin{equation*}
\left.X_{c}(i, j) / z_{c}(i, j)=A^{-1} \bar{I}_{p}(i, j)\right) \text { for } j=1,2, \cdots, J \tag{2.43}
\end{equation*}
$$

Then we can compute $z_{c}(i, j)$ in the camera coordinate via (2.42). Finally, we can achieve characteristic points as follows.

$$
\begin{equation*}
X_{c L}(i, j)=X_{c}(i, j)=z_{c}(i, j) A^{-1} \bar{I}_{p}(i, j) \tag{2.44}
\end{equation*}
$$

Since the characteristic points are now known on for solving $\pi_{i}=\left(\begin{array}{llll}a_{i} & b_{i} & c_{i} & -1\end{array}\right)$, that is,

$$
\begin{equation*}
\pi_{i} \bar{X}_{c L}(i, j)=0, j=1,2, \cdots, J \tag{2.45}
\end{equation*}
$$

and using $M$ trials for different checkerboard orientation with its corresponding model plane at $z_{k}=0$, it leads to the following conditions:

$$
\begin{equation*}
\pi_{i} \bar{X}_{c L}(i, j, k)=0, j=1,2, \cdots, J, k=1,2, \cdots, M \tag{2.46}
\end{equation*}
$$

Finally, the least squares method can be applied to find the solution for triangular plane $i$, that is, $\pi_{i}=\left(\begin{array}{llll}a_{i} & b_{i} & c_{i} & -1\end{array}\right)$.

## 3. IMPROVEMENT OF THE STRUCTURED LIGHT VISION SYSTEM

If a single camera shot is adopted and its image projection from the laser emitters has intersection, then the intersection points are difficult to be classified for measurement. The timedivision, color division, and multi-level random sample consensus algorithm (MLRANSC) are proposed for applications.

### 3.1 Time Division Measurement

For the time division method, the laser emitters are operated sequentially at different times; that is, only one laser emitter can be turned on to hit on the surface of the measured object. This method is time-consuming.

With the camera calibration and determination of each laser plane equation, we then extract the feature points corresponding to the projected image on the object and substitute the obtained feature points into the system model, the 3D information for these line feature points can be calculated. Repeating this process for each laser emitter and composing the results from all the measurements, a 3-D reconstruction can be achieved. To obtain camera calibration, we select 15 different checkerboard images to obtain the intrinsic and extrinsic parameters of the camera. These 15 images are divided into five sets of images with three images in one set corresponding to one checkerboard orientation. Figure 3.1-3.5 show the images with projections by laser emitter $i$ from each set used for determining a laser plane equation.

Original \#1


Marked \#1


Figure 3.1 First set of pictures


Figure 3.2 Second set of pictures


Figure 3.3 Third set of pictures


Figure 3.4 Fourth set of pictures


Figure 3.5 Fifth set of pictures

Figure 3.6 shows a block diagram of the process for the time division.


Figure 3.6 The process of the time division

### 3.2 Color Division Measurement

The color division method is developed. By setting laser emitters with different colors, the laser planes are labeled physically. Therefore, we can separate the ambiguous intersection points by processing the corresponding color plane information in the captured image. The color
threshold algorithm can further be applied to separate the color components from the laser emitter and the background color components to reduce the interference.

Figure 3.7 depicts the histograms of the measured in the RGB color space picture with turning on the red, green, and blue laser emitters simultaneously. As shown in Figure 3.7, the projected pixels from the laser emitters are near the value of 255. A pixel is identified for a certain color plane when its component value in that plane is high while the component values in the other color planes are relatively low. The color threshold algorithm can be set as follows:

$$
L_{i}= \begin{cases}1 & T h_{l o w} \leq p_{i} \leq T h_{\text {high }}, p_{j} \leq T h_{\text {high }}^{\prime}, p_{k} \leq T h_{\text {high }}^{\prime \prime}, i \neq j \neq k  \tag{3.1}\\ 0 & \text { elsewhere }\end{cases}
$$

where $L_{i}$ is the binary matrix for a single laser with color i. $p_{i}, p_{j}$ and $p_{k}$ represent pixels of different color spaces. $T h_{\text {low }}$ and $T h_{\text {high }}$ are thresholds for color $i$ while $T h_{\text {high }}^{\prime}$ and $T h_{\text {high }}^{\prime \prime}$ are the threshold values for eliminating the interference caused by the other color plane components. To optimize the color separating result, red, green and blue laser emitters are utilized to match the RGB color space in our work. Table 3.1 lists threshold values for separating the color planes.


Figure 3.7 Histogram of measured image in RGB color space.

Table 3.1 Threshold values

| Red laser: $250 \leq R \leq 255, G \leq 170, B \leq 170 ;$ |
| :--- |
| Green laser: $230 \leq G \leq 255, B \leq 220, R \leq 220 ;$ |
| Blue laser: $230 \leq B \leq 255, G \leq 220, R \leq 220$; |
| where, R, G and B refer to red, green, blue pixel values, respectively |
|  |

As shown in Figure 3.8, the color separation based on thresholds leads to worse results when the higher exposure time of the camera is applied since parts of pixels which do not belong to lasers reach the maximum value. It affects the performance with thresholds on high exposure time pictures. It is noted that the color division method is sensitive to luminance.


Figure 3.8 Results of color separation in different exposure time.

Figure 3.9 shows a block diagram of the process of the color division method.


Figure 3.9 The process of the color division method.

This approach is effective, but it requires different color laser emitters. Besides, the color division method is sensitive to luminance, since with stronger luminance, parts of pixels which do not belong to lasers reach the higher value, even the maximum value. It affects the performance of the color threshold algorithm. To tackle this problem, the exposure time needs to be reduced before measurement.

### 3.3 Multi-Level Random Sample Consensus Algorithm (MLRANSAC)

In this method, we first add an additional step in the calibration stage. The points projected from the ith laser emitter on the horizontally placed checkerboard are extracted. The least squares algorithm is applied to find its linear model, $\omega_{i}=\left(\begin{array}{lll}\left(\lambda_{1}(i)\right. & \lambda_{2}(i) & \left.\lambda_{0}(i)\right)^{T} \text { corresponding to the plane }\end{array}\right.$ $\omega_{i}(u(j) \quad v(j) \quad 1)^{T}=0$. During the measurement stage at level $1, K$ points are randomly selected from the extracted point set. We compute $K$ trial linear equations as following:

$$
\begin{equation*}
\bar{\lambda}_{0}(k)=-\left(\lambda_{1}(i) u_{k}+\lambda_{2}(i) v_{k}\right), k=1,2, \cdots, K \tag{3.2}
\end{equation*}
$$

Then we use a maximum allowable distance $d$ to determine the number of points within allowable distance $d$. The selected line equation is the one consisting of the maximum number of points, that is,

$$
\begin{equation*}
\omega_{i}=\left(\lambda_{1}(i) \quad \lambda_{2}(i) \quad \lambda_{0}(i)\right)^{T}, i=1,2, \cdots, N \tag{3.3}
\end{equation*}
$$

Figure 3.10 shows a block diagram of the process of the MLRANSAC algorithm.


Figure 3.10 The process of the MLRANSAC algorithm.

Figure 3.11 depicts the scenario for case of $N=2$.


Figure 3.11 First level of MLRANSAC.

Next, we start to use Equation (3.3) as "the best straight line" representing the intersection of laser emitter $i$. We randomly choose two sample points from $K$ points set to re-compute a straight line. With the obtained straight line, all extracted points are tested as follows. If the distance from a test point to the straight line is less than $d$, then the test point is considered on the intersection of the laser and added to the point set of the laser plane. When the cardinality of the laser plane point set corresponding to the straight line is greater than that of "the best straight line" that is, the angle between the straight line and the initial straight line in (3.3) within a threshold. Then the "best straight line" will be replaced by the current one. Iterating $K$ times this way, the final projected line equation is obtained. Repeating this process $N$, we achieve final $N$ projected linear equations as well as $N$ sets of the projected pixel points. Figures 3.12-3.13 show the case of $N=2$.

Finally, there are still some points that cannot be determined to which laser emitter they belong to (see Figure 3.14). The distance factor and direction factor at level 3 are used. The distance factor is defined as a distance ratio $\left(d_{1} / d_{2}\right)$ of the undecided point from a test laser (red) intersection over the other laser (green) intersection. If the distance factor is less than a threshold, then the undecided point will be classified to this test laser point set (red). Figure 3.15 describes for the case of $N=2$.


Figure 3.12 Second level of MLRANSAC.


Figure 3.13 The "best straight line".


Figure 3.14 Some points that cannot be decided to which laser emitters.


Figure 3.15 The distance factor.

The direction factor is defined as a slope ratio of the slope between the undecided point and the nearest point in the test laser point set over the final direction of the projected line. The undecided point belongs to the test laser point set if the direction factor is closer to one among the other laser point sets, as shown in Figure 3.16 for the case of $N=2$.


Figure 3.16 The direction factor.

## 4. EXPERIMENT AND PROCESSING

The proposed measurement system consists of a high definition camera (Basler acA250014gc GigE camera with ON Semiconductor MT9P031 CMOS sensor, 14 frames per second, 5MP resolution), a processing platform, checkerboard with $9 * 12$ squares, laser transmitters with red, green, and blue color options. To validate our proposed algorithms, two laser emitters with color options are used. In the experiment, the captured image was taken out after one photo was taken, and image processing and measurement were performed with MATLAB. Figure 4.1 depicts our system setup for measurement.


Figure 4.1 Proposed structured-light measurement system

To eliminate random error caused by multiple experiments, we used red and blue lasers in a single experiment and used grayscale images as the input of time division, color division, and MLRASAC algorithm.

### 4.1 System Calibration Results

With the Camera Calibration toolbox in MATLAB [17], the intrinsic matrix $A$ for the camera and extrinsic parameters $\left[\begin{array}{ll}R & t\end{array}\right]$ are determined. The calibrated results are listed in (4.1).

$$
\begin{align*}
& A=\left[\begin{array}{ccc}
7.603902 \times 10^{3} & 0 & 1.337963 \times 10^{3} \\
0 & 7.585635 \times 10^{3} & 0.666364 \times 10^{3} \\
0 & 0 & 1
\end{array}\right] \\
& R=\left[\begin{array}{ccc}
-0.030498 & -0.999530 & -0.003148 \\
0.939477 & -0.029741 & 0.341319 \\
-0.341252 & 0.007452 & 0.939942
\end{array}\right]  \tag{4.1}\\
& t=\left[\begin{array}{c}
0.524791 \times 10^{2} \\
-0.149804 \times 10^{2} \\
5.953130 \times 10^{2}
\end{array}\right]
\end{align*}
$$

Using the checkerboard images from the sequential laser emitter projections, we achieved two planes as below:

$$
\pi_{1}=\left[\begin{array}{c}
-1.895727 \times 10^{-3}  \tag{4.2}\\
-3.302647 \times 10^{-3} \\
1.924332 \times 10^{-3}
\end{array}\right] \pi_{2}=\left[\begin{array}{c}
1.424982 \times 10^{-3} \\
-1.947035 \times 10^{-3} \\
1.800564 \times 10^{-3}
\end{array}\right]
$$

### 4.2 Height Measurement and Results

Figures 4.2-4.4 display the objects for height measurements using our structured light vision system. During the measurement, we placed the object on the operating table to obtain six groups of object images, each group containing three pictures. When we used time division for height measurement, we selected images with a single laser (Figures 4.2-4.4 a and b). When using color division and MLRANSAC algorithm for height measurement, we used the images from two laser emitters as shown in Figures 4.2-4.4 c. The objects represented by m1 and m2 are Samsung SSDs, and the objects represented by m3 and m4 are western SSDs. m5 and m6 are measured by stacking Samsung SSD and Western SSD. Tables 4.1-4.3 list our height measurement results from all three methods.
m1


Figure 4.2 Measurement for m 1 and m 2 .


Figure 4.3 Measurement for m 3 and m 4 .
m5


Figure 4.4 Measurement for m5 and m6

Table 4.1 Time Division Method

| Measurement <br> Number | Actual height / <br> mm | Measure height / <br> mm | Absolute error / Relative error <br> mm |  |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 10.500 | 11.348 | 0.848 | $8.07 \%$ |
| 2 | 10.500 | 11.421 | 0.921 | $8.77 \%$ |
| 3 | 15.748 | 17.199 | 1.451 | $9.22 \%$ |
| 4 | 15.748 | 17.414 | 1.666 | $10.58 \%$ |
| 5 | 26.248 | 28.785 | 2.537 | $9.67 \%$ |
| 6 | 26.248 | 28.358 | 2.110 | $8.04 \%$ |

As shown in Table 4.1, the actual range of Samsung SSD height measured directly by the time-division method is $11.348 \sim 11.421 \mathrm{~mm}$, the absolute measurement error is between 0.848
$\sim 0.921 \mathrm{~mm}$, while the relative error is between $8.07 \sim 8.77 \%$. The actual range of Western SSD height measured directly is $17.199 \sim 17.414 \mathrm{~mm}$. The absolute measurement error is between 1.451 $\sim 1.666 \mathrm{~mm}$, and the relative error is between $9.22 \sim 10.58 \%$. The actual range of the height when the two are directly stacked is $28.358 \sim 28.785 \mathrm{~mm}$. The absolute measurement error is between $2.110 \sim 2.537 \mathrm{~mm}$, and the relative error is in a range of $8.04 \sim 9.67 \%$.

Table 4.2 Color Division Method

| Measurement <br> Number | Actual height / <br> mm | Measure height / <br> mm | Absolute error / Relative error <br> mm |  |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 10.500 | 11.507 | 1.007 | \% |
| 2 | 10.500 | 11.589 | 1.089 | $10.37 \%$ |
| 3 | 15.748 | 16.648 | 0.899 | $5.71 \%$ |
| 4 | 15.748 | 16.784 | 1.036 | $6.58 \%$ |
| 5 | 26.248 | 27.504 | 1.256 | $4.79 \%$ |
| 6 | 26.248 | 27.609 | 1.361 | $5.19 \%$ |

As shown in Table 2, the actual range of Samsung SSD height measured directly by the color division method is $11.507 \sim 11.589 \mathrm{~mm}$. The absolute measurement error is $1.007 \sim 1.089 \mathrm{~mm}$, and the relative error is $9.59 \sim 10.37 \%$. The actual range of Western SSD height measured directly obtained as $16.648 \sim 16.784 \mathrm{~mm}$. The absolute measurement error is in a range of $0.899 \sim 1.036 \mathrm{~mm}$, and the relative error is between $5.71 \sim 6.58 \%$. The actual range of the height when the two are directly stacked is achieved as $27.504 \sim 27.609 \mathrm{~mm}$. The absolute measurement error is in a range of $1.256 \sim 1.361 \mathrm{~mm}$, and the relative error is between $4.79 \sim 5.19 \%$.

Table 4.3 Multi-level RANSAC algorithm

| Measurement <br> Number | Actual height / <br> mm | Measure height / <br> mm | Absolute error / <br> mm | Relative error <br> $/ \%$ |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 10.500 | 11.324 | 0.824 | $7.85 \%$ |
| 2 | 10.500 | 11.460 | 0.960 | $9.14 \%$ |
| 3 | 15.748 | 16.839 | 1.091 | $6.93 \%$ |
| 4 | 15.748 | 16.784 | 1.036 | $6.58 \%$ |
| 5 | 26.248 | 27.655 | 1.407 | $5.26 \%$ |
| 6 | 26.248 | 27.383 | 1.135 | $4.32 \%$ |

As shown in Table 3, the actual range of Samsung SSD height measured directly by Multilevel RANSAC algorithm is yielded as $11.348 \sim 11.421 \mathrm{~mm}$. The absolute measurement error is in a range of $0.848 \mathrm{~mm} \sim 0.960 \mathrm{~mm}$, and the relative error is between $7.85 \% \sim 9.14 \%$. The actual range of Western SSD height measured directly is obtained as $16.784 \sim 16.839 \mathrm{~mm}$. The absolute measurement error is between $1.036 \sim 1.091 \mathrm{~mm}$, and the relative error is in a range of $6.58 \sim$ 6.93\%. The actual range of the height when the two are directly stacked is shown as 27.383 ~ 27.655 mm . The absolute measurement error is in a range of $1.135 \sim 1.407 \mathrm{~mm}$, and the relative error is between $4.32 \sim 5.26 \%$.

On average, the MLRASAC algorithm has $6.70 \%$ relative error while the color division and time division offer $7.04 \%$ and $9.06 \%$, respectively. It can be seen that the MLRANSAC algorithm offers the best results and also requires less operation time when compared with the time division and color division methods. Furthermore, there is no specific color requirement for the laser emitters. The comparison results are also depicted in Figure 4.5.


Figure 4.5 Reconstruction result

### 4.3 3-D Point Reconstruction Results

Figures 4.6-4.23 display 3-D reconstructions using each of our proposed methods. It can be seen from the following figures that the MLARANSAC algorithm has the best results


Figure 4.6 3-D reconstruction of m 1 using time division.


Figure 4.7 3-D reconstruction of m 1 color division.


Figure 4.8 3-D reconstruction of m 1 using the MLRANSAC algorithm


Figure 4.9 3-D reconstruction of m 2 using time division.


Figure 4.10 3-D reconstruction of m 2 color division.


Figure 4.11 3-D reconstruction of m 2 using the MLRANSAC algorithm


Figure 4.12 3-D reconstruction of m3 using time division.


Figure 4.13 3-D reconstruction of m3 color division.


Figure 4.14 3-D reconstruction of m3 MLRANSAC algorithm


Figure 4.15 3-D reconstruction of m 4 using time division.


Figure 4.16 3-D reconstruction of m 4 color division.


Figure 4.17 3-D reconstruction of m4 MLRANSAC algorithm


Figure 4.18 3-D reconstruction of m5 using time division.


Figure 4.19 3-D reconstruction of m5 color division.


Figure 4.20 3-D reconstruction of m5 MLRANSAC algorithm


Figure 4.21 3-D reconstruction of m6 using time division.


Figure 4.22 3-D reconstruction of m 6 color division.


Figure 4.23 3-D reconstruction of m6 MLRANSAC algorithm

### 4.4 Error Analysis and Engineering Suggestions

System error sources mainly include:

1. System model error: In the modeling process, errors introduced by the system model.
2. Parameter calibration error: The error introduced in the system parameter calibration process.
3. Image processing error: An error introduced during image processing.

The error of the system model mainly comes from the small hole imaging model, which can be ignored in actual measurement. The parameter calibration error primarily comes from the image processing process, such as the situation where the checkerboard corner extraction accuracy is not high when calibrating the camera parameters.

The system hardware configuration is suitable for measurement when the ambient light is weak, and the laser points can effectively fall on the measured object. Due to the limitations of the test equipment, we can only measure objects at short distances, and the size of the objects must be moderate. In actual engineering, due to the reflection of the surface of the object, the laser line shows multiple, we can adjust the light exposure rate to eliminate this effect. When the characteristics of the laser line are not distinct, the following solutions can be adopted:

1. Increase the laser power under the premise of safety.
2. Perform measurement for the condition where the ambient light is weak.

## 5. CONCLUSION

In this thesis research, we have comparatively investigated computer vision techniques for 3D reconstruction and object height measurement using a single camera and multi-laser emitters, which have an intersection on the projected image plane. The proposed time-division uses sequential operations on the laser emitters. The recommended color division method adopts the laser emitters with different colors. To improving the system, a new multi-level RANSAC (MLRANSAC) algorithm has been proposed and verified. The algorithm not only offers high accuracy for height measurement but also eliminates the different color emitter requirements. Our experiment results have validated the effectiveness of the MLRANSAC algorithm.
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