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ABSTRACT

Manna, Rohan Kumar Master’s, Purdue University, May 2020. Leakage Conversion
For Training Machine Learning Side Channel Attack Models Faster. Major Professor:
Shreyas Sen.

Recent improvements in the area of Internet of Things (IoT) has led to extensive

utilization of embedded devices and sensors. Hence, along with utilization the need

for safety and security of these devices also increases proportionately. In the last two

decades, the side-channel attack (SCA) has become a massive threat to the interre-

lated embedded devices. Moreover, extensive research has led to the development of

many different forms of SCA for extracting the secret key by utilizing the various

leakage information. Lately, machine learning (ML) based models have been more

effective in breaking complex encryption systems than the other types of SCA mod-

els. However, these ML or DL models require a lot of data for training that cannot

be collected while attacking a device in a real-world situation. Thus, in this thesis,

we try to solve this issue by proposing the new technique of leakage conversion. In

this technique, we try to convert the high signal to noise ratio (SNR) power traces

to low SNR averaged electromagnetic traces. In addition to that, we also show how

artificial neural networks (ANN) can learn various non-linear dependencies of features

in leakage information, which cannot be done by adaptive digital signal processing

(DSP) algorithms. Initially, we successfully convert traces in the time interval of 80

to 200 as the cryptographic operations occur in that time frame. Next, we show the

successful conversion of traces lying in any time frame as well as having a random

key and plain text values. Finally, to validate our leakage conversion technique and

the generated traces we successfully implement correlation electromagnetic analysis

(CEMA) with an approximate minimum traces to disclosure (MTD) of 480.
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1. INTRODUCTION

Since the invention of computers, their capacity to perform various tasks has gone up

exponentially. This consequently has led to the rapid development and improvement

of interrelated computing devices. Now, these devices require some protective crypto-

graphic algorithm for communicating safely over the insecure channel or internet. The

algorithms stated above provide security to the transmitting data with the help of a

secret key value. Hence, a simple stochastic attack on the cryptographic algorithms

has a very minute chance of success, which in turn provides an upper hand to the

sender and receiver over the attacker. But due to the physical employment of these

algorithms information leaks out in the form of power consumed [1], [2], electromag-

netic emission’s (EM) [3], [4], encryption timing [5], [6], and audible vibrations [7].

The adversary can utilize this freely accessible information to discover the private

key from any complementary metal-oxide-semiconductor (CMOS) based embedded

device.

1.1 Preliminaries

Almost all CMOS-based embedded devices running encryption techniques are

made from simple-logic gates consisting of several transistors. When a charge is

applied to the gate of a transistor electrons flow over the silicon substrate. This flow

of electrons results in the consumption of power and subsequent production of EM

radiations [8]. The power consumed can be measured with the help of Ohm’s law [9]

and by using a resistor placed in series with the power input. Hence, by dividing the

voltage difference across the resistor with the resistor value the power consumed can

be measured. Now, these power measurements can be digitally sampled and relocated

to a computer for performing power analysis. The EM radiations are collected using
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a commercially available EM probe which might be attached to a wide-band low-

noise amplifier. The power consumption or EM radiation measured for an encryption

process is referred to as a trace. For instance, an encryption operation occurring for

one millisecond with a sampling rate of three megahertz will produce a trace with

three thousand time points. This thesis will be focusing on only two types of leakage

information, power, and EM from an embedded device.

(a) Traces for performing Power Analysis. (b) Traces for performing EM Analysis.

Fig. 1.1. Waveform of power and EM traces.

1.1.1 Side Channel Attack

Cryptanalytic attacks like the SCA can steal the private key from an encrypted

device by using the various types of leakage information [10]. There are two types

of SCA attacks, non-profiled SCA and profiled SCA [11], [12]. In a non-profiled

SCA attack, the adversary having prior knowledge of the target builds a model by

gathering a bunch of the side channel information with known stochastic inputs and

anonymously fixed key values. Subsequently, the adversary merges essential assump-

tions with the help of analytical distinguishers like Person’s Correlation to extract

the private key value from the side-channel information. Attacks like Simple Power
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Analysis (SPA) [13], Differential Power Analysis (DPA) [1], Differential EM Analysis

(DEMA) [14], Correlation Power Analysis (CPA) [15], and CEMA [16] fall into the

category of non-profiled SCA. However, the success rate of a non-profiled attack is

hugely dependent on the quality of the trained model, which is highly vulnerable to

the device architecture and software implementation. Moreover, numerous hardware

and software countermeasures implementing the technique of varying power consump-

tion have demonstrated high success rates against non-profiled attacks. Thus, profiled

SCA attacks dominate over the non-profiled ones.

In a profiled SCA attack the attacker utilizes the side-channel leakage information

along with system noise. This attack is performed in two phases. The first phase can

be referred to as the training stage where a model is trained with numerous traces

having differing sub-key (a small part of the entire encryption key) values. Now in

the second phase, the trained model from phase one is used to predict every sub-

key of the encryption device being attacked. Thus, by utilizing the system noise for

training profiled attacks tend to be stronger against countermeasures like shuffling

and masking. Attacks like Power Machine Learning SCA (P-ML-SCA), and EM

Machine Learning SCA (EM-ML-SCA) fall into the category of profiled SCA [17].

1.1.2 Power Side Channel Attack

In figure 1.2 [18] we can see how the power traces from an Advanced Encryption

Standard (AES) are collected using a power pin. These traces are measured by vary-

ing the plain text and by keeping the private key value constant. After the collection

stage is complete we move towards the attack stage. For the attack stage initially,

a hamming weight matrix (HW) is constructed. This matrix possesses the required

power consumption values of the Device Under Attack (DUT) when it performs cer-

tain cryptographic operations. Moreover, the matrix is made by keeping the plain text

fixed and having all viable combinations of key bytes. Thus, HW helps us to reduce

the total possible value for each key byte to 256 (28 = 256). Now between the power



4

trace and the power assumption we compute the correlation coefficient (ρth). Finally,

the key byte which separates from the others portrays the maximum correlation and

represents the secret key. To reveal all the bits in the AES-128 encryption engine we

need to repeat the above-mentioned process sixteen times (as 8 × 16 = 128) [19].

Fig. 1.2. A detailed sketch showing how the secret key can be ex-
tracted from power traces.

1.1.3 EM Side Channel Attack

Figure 1.3 [20] provides us with an overview of how the EM traces from an AES-

128 encryption engine are collected using a low cost commercially available EM probe.

These traces are gathered with the help of an oscilloscope over varying plain text and

fixed private key value. Now after the collection stage is complete we move towards
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the attack stage. Similar to CPA, for the attack stage initially an HW is constructed

which represents a theoretical model. This matrix possesses the required EM radiation

values of the DUT when it performs certain cryptographic operations. Moreover, the

matrix is constructed by keeping the input plain texts fixed and by having all viable

combinations of key bytes. Thus, similar to CPA again HW helps us to reduce the

total possible value for each key byte to 256 (28 = 256). Now between the EM trace

and the EM assumption, we compute ρth. Finally, the key byte which separates from

the others portrays the maximum correlation and represents the secret key. To reveal

all the bits in the AES-128 encryption engine we need to repeat the above-mentioned

process sixteen times (as 8 × 16 = 128).

Fig. 1.3. A detailed sketch showing how the secret key can be ex-
tracted from EM traces.
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1.1.4 Digital Signal Processing Filters

In the field of signal processing, the Dirac Delta function (δ) is referred to as

the impulse function. Thus, an impulse function can be defined on the real line

having an infinite value at the origin and zero values everywhere else. Now when any

dynamic system receives an impulse function it responds to the external changes in

a specific way, this response is referred to as an impulse response. Moreover, these

concepts are used to make a filter which is a class in the area of signal processing.

Thus, a filter [21] can be defined as a mechanism or mathematical process which

discards certain undesired components from a signal. There are numerous ways of

classifying filters but there is no specific hierarchical order. Hence, for this thesis, we

will be focusing only on adaptive digital filters but Table 1.1 given below very briefly

describes some of the major types of filters used and their basis of classification [22].

Table 1.1.
Some general types of filters in Signal Processing

Basis for Classification Type 1 Type 2

Time Signal Digital Analog

Impulse Response Finite Impulse Response Infinite Impulse Response

Framework Discrete-time Continuous-time

Output Signal Linear Non-linear

Dependence on f(t) Time-variant Time-invariant

Component Used Active Passive

Signal Domain Casual Non-casual

Digital filters usually increase or decrease certain features of discrete-time signals

as opposed to analog filters that operate on continuous-time signals. Mainly there

are two types of digital filters, finite impulse response filters (FIR) [23], and infinite

impulse response filters (IIR) [24]. A finite impulse response filter can be defined
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as a filter having limited impulse response while an infinite impulse response filter

typically consists of a feedback mechanism with a decaying response. Now for the first

implementation of this thesis, we need to define the Adaptive Least Mean Squared

(LMS) filters. Adaptive filters [25] are linear filters having a transfer function with

varying parameters. These parameters are governed by the optimization algorithm.

Moreover, they utilize error signals in a feedback mechanism to polish the transfer

function and reduce the cost for the next cycle.

1.1.5 Artificial Neural Networks

An ANN [26] is a computational mechanism that tries to replicate the way biolog-

ical neurons [27] function in the human brain. They intend to learn and comprehend

data in the same manner as the human brain. In the last decade, artificial neural

networks have shown promising results in the area of image processing and pattern

recognition due to the vast availability of data and computational resources. How-

ever, in this thesis, we will be using ANN for generating averaged EM traces from

raw power traces. Mostly, an ANN comprises three important stages which can be

described as follows [28].

• Pre-process stage: In this stage, the input data is modified so that it contains

only certain key features required during the training stage of the model.

• Training stage: The most important stage in which the weights associated with

each neuron is adjusted for reducing the difference between the actual and the

predicted result. This adjustment is performed in multiple epochs so that the

difference is minimum.

• Validation stage: In this stage, the trained model is used to generate new values.

These newly generated values are now compared to the actual values by which

the efficiency of the network is measured.
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Fig. 1.4. Diagrammatic description of the different stages and the
structure of a basic ANN.

Figure 1.4 given above describes the input layer, hidden layer, and the final output

layer. The input layer accepts any type of data than initially multiplies the data with

random weights and applies the activation function to it for producing output for

that layer. Now the output for the input layer is the input to various hidden layers.

The Hidden layers further try to learn the non-linear dependencies by following the

concept of multiplying inputs with the weights then adding bias and the activation

function to it. Finally, the outputs of the hidden layers are the inputs to the output

layer. Thus, to summarize mathematically ANN performs the summation of prod-

ucts of the input data and the weights associated with the input, then it applies an

activation function to it for producing the output. A few important points to note

are that the hidden layers are optional but usually, the network would not learn well

without a hidden layer. Moreover, the activation function must be differentiable or

else back-propagation cannot be applied for computing gradients. Thus, if gradients

cannot be computed for the weights then the weights cannot be optimized by using
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an optimization algorithm. Figure 1.5 given below compares an artificial neuron in

ANN to an actual neuron in the brain [29].

Fig. 1.5. Comparison of an artificial neuron in ANN to a neuron in the brain.
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1.2 Motivation

Vast developments in the field of technology have led to an increase in demand for

mathematically secure and robust encryption engines. These encryption engines are

widely implemented in numerous CMOS-based embedded devices. AES [30] is one

of the most popular encryption engines used for encrypting data in most IoT edge

devices. However, different forms of SCA attacks like power and EM have become

increasingly popular to break these encryption engines and steal the secret information

being communicated. In the last decade, machine-learning-based power and EM SCA

attacks have shown very promising results and advantages over template attack [31].

Moreover, these machine learning or deep learning-based attacks do not require much

statistical analysis for discovering the leakage points. However, as EM traces have

low SNR [32] the number of traces required for training the EM-ML-SCA model is a

lot and usually, it is difficult to collect that many traces in a real-life scenario. Thus,

to solve this issue we try to collect power traces (having high SNR) [32] and convert

them directly into averaged EM traces.

Fig. 1.6. A graph showing how leakage conversion will be conducted.
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Figure 1.6 shown above graphically portrays how we plan to convert a value in

the power trace to a value in the EM trace. We overlap both the traces on a single

graph to show how a particular power value after passing through a general function

or model produces the required EM value. This thesis mainly deals with an AES

128-bit encryption engine, different types of DSP filters, different ANN models for

conducting leakage conversion, CEMA, and EM-ML-SCA.

1.3 Contribution

In this thesis, we introduce a new technique referred to as leakage conversion

where we generate EM traces from power and power traces from EM by using the

knowledge and benefits of artificial neural networks. The primary objective of this

new technique is to allow faster training of the EM-ML-SCA model by collecting 10X

lesser EM traces from the DUT. Hence, the specific and essential contributions of this

thesis are briefly outlined as follows.

• At first, we implement the technique of leakage conversion using different types

of DSP algorithms. For our implementation, we try to convert power traces to

EM. After implementation, we validate the generated EM traces by performing

CEMA. Unfortunately, none of the results pass the test but we deduce that

adaptive LMS FIR filter of order one produces the best result out of the lot. Now

a comparative analysis was performed between the different DSP algorithms

and ANN. Results from the analysis show that the ANN model produces much

better EM traces than the DSP filters.

• All machine learning models require a lot of data to train. Similarly, the EM-

ML-SCA model requires the collection of 10X (X refers to any natural number)

traces from the physical encryption device for training with X number of traces.

Hence, after showing how an ANN model can outperform any DSP filter, we

use ANN to try and convert raw power traces to N-averaged EM traces (where

N equals 10). Thus, by collecting one type of leakage information and then
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transforming it into an averaged EM trace we show how the EM-ML-SCA model

can be trained faster. Consequently, this faster training will lead to faster

execution of the profiled SCA attack.

• We validate the authenticity of the generated EM traces by performing the

non-profiled CEMA attack with the generated EM traces. Results show the

successful extraction of the entire encryption key. Moreover, we also show the

successful generation of power traces from EM. However, as EM traces have low

SNR, the power traces generated from them do not have enough information

for performing CPA.

• Finally, after testing the generated EM traces on the EM-ML-SCA model we

encounter a failed profiled attack. Now we decipher the cause of the failure

and suggest a new key specific ANN model for leakage conversion. This new

technique portrays success to a certain extent. Hence, proving the successful

implementation of leakage conversion. Moreover, we also state certain rec-

ommendations which might give more concrete results for performing profiled

attacks faster.

1.4 Thesis Orientation

The rest of the thesis is oriented in the following order. In section 2, a comparative

study between DSP algorithms and ANN is conducted to determine which algorithm

gives better generated EM traces. In section 3 we propose the technique of leakage

conversion by converting power traces to EM traces and vice-versa. We show how

the generated EM traces can be used for non-profiled CEMA and why the generated

power traces fail CPA. Finally, we also state how EM-ML-SCA can be trained faster

using the technique of leakage conversion. Section 4 very briefly summarizes our

discoveries, work done for this thesis, and finally concludes on our mission statement.

Section 5 provides some recommendations and highlights the possibility of future

research work.
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2. DIGITAL SIGNAL PROCESSING FILTERS VERSES

ARTIFICIAL NEURAL NETWORKS

2.1 Adaptive LMS FIR Filters

An LMS FIR filter [33] is a type of adaptive filter that tries to find filter coefficients

that produce the minimum mean square error between the required signal and the

output signal (error signal). The filter follows an iterative optimization method of the

cost function (stochastic gradient descent). The adaptive LMS FIR algorithm [34]

mainly involves three stages. The first stage involves generating the filter output by

using the filter coefficients and the input signal. The second stage involves generating

the error by subtracting the generated signal from the desired signal. Finally, the third

stage involves adjusting the weights or filter coefficients. This three-stage algorithm

is repeated n times for producing the final filter coefficients.

Fig. 2.1. Diagrammatic representation of an adaptive LMS filter.
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Figure 2.1 given above shows the control flow of the filter and its various stages

but mathematically the three stages can be described as follows:

• Output o(i) =
N−1∑
i=0

x(i)c(i), where N represents the length of the filter, x(i)

represents the input signal, and c(i) represents the filter coefficients or weights.

• Error e(i) = r(i) − o(i), where r(i) represents the required or desired signal.

• Adaptation c(i+ 1) = c(i) +µ× [x(i)e(i)], where µ represents the learning rate.

The following graphs (figure 2.2 to figure 2.7) will now portray our results obtained by

performing our proposed technique of leakage conversion (Power traces to Averaged

EM traces) using adaptive LMS FIR filters of different orders.

2.1.1 Adaptive LMS FIR Filter of order 0

Fig. 2.2. Zeroth order graphical waveform representation of the filter output.

Final Filter Coefficients - [0.83922959] ; µ = 0.9 for key 0 which is averaged over

10000 traces. Concept used : y(1) = c0x(1) ; where y(n) represents the nth EM trace

value, x(n) represents the nth Power trace value, and cn represents the nth coefficient.
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From the error curve, we observe that the error ranges between -0.2 to 0.5. Moreover,

we also observe that the error range for order 0 is the least when compared to the

error range values of the other ordered filters. Thus, we can claim that an adaptive

LMS FIR filter of order 0 produces the best possible value.

2.1.2 Adaptive LMS FIR Filter of order 1

Fig. 2.3. First order graphical waveform representation of the filter output.

Final Filter Coefficients - [0.43308635] [0.35484849] ; µ = 0.9 for key 0 which is

averaged over 10000 traces. Concept used : y(2) = c0x(2) + c−1x(1). From the error

curve, we observe that the error ranges between -0.2 to 0.75. Thus, we can claim that

an adaptive LMS FIR filter of order 1 generates more error than a filter of order 0.

Moreover, we also observe flattening of the peaks which depict a loss of information

during the conversion.
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2.1.3 Adaptive LMS FIR Filter of order 2

Final Filter Coefficients - [0.37321845] [0.26339759] [0.17164171] ; µ = 0.7 for key 0

which is averaged over 10000 traces. Concept used : y(3) = c0x(3)+c−1x(2)+c−2x(1).

From the error curve, we observe that the error ranges between -1.0 to 0.6. Thus,

we can claim that an adaptive LMS FIR filter of order 2 generates more error than a

filter of order 1. Moreover, we also observe more flattening of the peaks which depict

a greater loss of information during the conversion.

Fig. 2.4. Second order graphical waveform representation of the filter output.

2.1.4 Adaptive LMS FIR Filter of order 3

Final Filter Coefficients - [0.34180162] [0.33443942] [0.27419134] [0.20584869] ;

µ = 0.4 for key 0 which is averaged over 10000 traces. Concept used : y(4) =

c0x(4) + c−1x(3) + c−2x(2) + c−3x(1). From the error curve, we observe that the error

ranges between -2.0 to 1.0. Thus, we can claim that an adaptive LMS FIR filter

of order 3 generates more error than a filter of order 2. Moreover, we now observe
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Fig. 2.5. Third order graphical waveform representation of the filter output.

complete flattening of the peaks which depicts a complete loss of information during

the conversion.

2.1.5 Adaptive LMS FIR Filter of order 4

Final Filter Coefficients - [0.19140527] [0.23340909] [0.23580694] [0.21169692]

[0.18601405] ; µ = 0.3 for key 0 which is averaged over 10000 traces. Concept used

: y(5) = c0x(5) + c−1x(4) + c−2x(3) + c−3x(2) + c−4x(1). From the error curve, we

observe that the error ranges between -2.0 to 1.5. Thus, we can claim that an adaptive

LMS FIR filter of order 4 generates more error than a filter of order 3. Moreover, we

now observe a complete erroneous filter output which has no relation to the desired

EM trace in blue. However, we still observe the successful execution of the filter as

the output curve converges to some minima even though the results do not meet our

expectations.
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Fig. 2.6. Fourth order graphical waveform representation of the filter output.

2.1.6 Adaptive LMS FIR Filter of order 5

Final Filter Coefficients - [0.17838873] [0.17897847] [0.19031284] [0.19362094]

[0.18585556] [0.17730956] ; µ = 0.1 for key 0 which is averaged over 10000 traces.

Concept used : y(6) = c0x(6)+c−1x(5)+c−2x(4)+c−3x(3)+c−4x(2)+c−5x(1). From

the error curve, we observe that the error again ranges between -2.0 to 1.5. Thus, we

can claim that an adaptive LMS FIR filter of order 5 generates an equal amount of

error as a filter of order 4. But, we now observe a almost flat filter output in green

which is worse than the output observed for order 4.

Now, there is no point in running filters of order greater than 5 as it would generate

more erroneous results. Hence, we can claim that generally digital filters are not a

suitable tool for performing the task of leakage conversion as they are unable to learn

the non-linear dependencies. This thought leads us to the direction of neural networks

which recently have shown tremendous potential in a wide array of problems.
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Fig. 2.7. Fifth order graphical waveform representation of the filter output.

2.2 Artificial Neural Networks

ANNs have the unique ability to learn and model complex dependencies between

the inputs and the outputs [35]. Moreover, they also possess the ability to generalize

[36] without applying constraints on the input data. Hence, we choose ANNs for

performing our proposed leakage conversion technique. In this experiment, we aim to

find a correlation between power and averaged EM traces taking time samples 80 to

200 into consideration as the encryption operation occurs in that interval. Moreover,

we Normalize [37] the data set between zero and one initially just for the sake of

testing. The data sets used are as follows.

• 2357 traces.npy – Old 10,000 power traces with 3000 time samples, utilized for

training and testing. Moreover, 70% of the data is reserved for training and the

rest is used for testing.

• 1516 traces.npy – Old 10,000 EM traces with 3000 time samples, utilized for

training and testing. Moreover, 70% of the data is reserved for training and the

rest is used for testing.



20

• 2019.05.11-16.46.40 traces transfer power1.npy – Newer 100 power traces with

3000 time samples, utilized as the input while training. Moreover, the traces

have the same key and plain text values.

• 2019.05.11-16.40.12 traces transfer EM1.npy – Newer 100 EM traces with 3000

time samples, utilized as the desired output while training. Moreover, the

traces have the same key and plain text values as mentioned in 2019.05.11-

16.46.40 traces transfer power1.npy.

• 2019.05.11-16.44.49 traces transfer power2.npy – Newer 100 Power traces with

3000 time samples, utilized as the input while validating. Moreover, the traces

have the same key and plain text values.

• 2019.05.11-16.42.22 traces transfer EM2.npy – Newer 100 EM traces with 3000

time samples, utilized as the desired output while validating. Moreover, the

traces have the same key and plain text values as mentioned in 2019.05.11-

16.44.49 traces transfer power2.npy.

Figure 2.8 to figure 2.16 given below represents the output waveform from the trained

neural network model (y-output) in green, the required EM trace waveform (d-target)

in blue, and the input power trace waveform (power) in red. The network architecture

used is as follows, the input layer consists of 120 neurons for the 120 time samples,

the first hidden layer consists of 60 neurons, the second hidden layer consists of 30

neurons, and the output layer again has 120 neurons to generate the averaged EM

trace having 120 time samples. Moreover, the model is sequential with all linear layers

and no dropout values. The hidden layers have sigmoid activation [38]. For training 80

power traces with 120 time samples and 80 EM traces (averaged by 10) with 120 time

samples were selected. For testing 20 power traces with 120 time samples and 20 EM

traces (averaged by 10) with 120 time samples were selected. Other hyper-parameters

include a learning rate [39] of 0.001, 20 epochs, Mean Squared Error (MSE) [40] as

the cost function [41], and stochastic gradient descent [42] as the optimizer. Finally,
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if we want to claim that ANNs are a suitable tool for performing the conversion then

we need to look at all the possible cases of input data variation. Hence, we now look

at the following graphical representations of our results from the various experiments

performed with ANNs.

2.2.1 Experiment 1

Fig. 2.8. Training and validating on a specific key value with fixed plain text

Here we train and validate with ”2019.05.11-16.46.40 traces transfer power1.npy”

and ”2019.05.11-16.40.12 traces transfer EM1.npy”. Moreover, graphically we can

observe a much better result than the resultant curve with filters and the MSE value

while testing was observed to be 0.0024.

2.2.2 Experiment 2

Here we train with ”2019.05.11-16.46.40 traces transfer power1.npy” and ”2019.05

.11-16.40.12 traces transfer EM1.npy” and validate using “2019.05.11-16.44.49 traces

transfer power2.npy” and “2019.05.11-16.42.22 traces transfer EM2.npy”. Moreover,

the MSE value while testing was observed to be 0.0007 which shows us that the model

learns more with more data.
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Fig. 2.9. Training and validating on another specific key value with fixed plain text

2.2.3 Experiment 3

Fig. 2.10. Training on one specific key value but validating on another
specific key value while fixing the plain text in both cases

Here we train and validate with ”2019.05.11-16.44.49 traces transfer power2.npy”

and “2019.05.11-16.42.22 traces transfer EM2.npy”. Moreover, the MSE value while

testing was observed to be 0.0090 which is quite similar to the MSE value observed

in experiment 1.
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2.2.4 Experiment 4

Fig. 2.11. Training and validating on any specific random key value
with fixed plain text (Attempt 1)

Here we train with “2019.05.11-16.44.49traces transfer power2.npy” and “2019.05.

11-16.42.22 traces transfer EM2.npy” and validate using “2019.05.11-16.46.40 traces

transfer power1.npy” and “2019.05.11-16.40.12 traces transfer EM1.npy”. Moreover,

the MSE value while testing was observed to be 0.0020 which is again quite similar

to the MSE value observed in experiment 1.

2.2.5 Experiment 5

The training and validation data are the same as mentioned in experiment 4.

Moreover, the MSE value while testing was observed to be 0.0021. Hence, we can

now test for any random configuration of the input data. However, we also observe

that the peaks (green and blue) do not co-inside in many cases. It should be noted

that to eliminate the possibility of randomly testing the same key values we perform

two experiments (4 and 5) with the same configuration.
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Fig. 2.12. Training and validating on any specific random key value
with fixed plain text (Attempt 2)

2.2.6 Experiment 6

The training and validation data are the same as mentioned in experiment 4 but

the plain text values are not fixed anymore. Moreover, the MSE value while testing

was observed to be 0.0024. Hence, we can now claim that for all the different types

of configurations we will surely get a small error value.

Fig. 2.13. Training on any random specific key value but validating
on another random specific key value (Attempt 1)
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2.2.7 Experiment 7

The training and validation data are the same as mentioned in experiment 4.

Moreover, the MSE value while testing was observed to be 0.0023. Again, it should

be noted that to eliminate the possibility of randomly testing the same key values we

perform two experiments (6 and 7) with the same configuration.

Fig. 2.14. Training on any random specific key value but validating
on another random specific key value (Attempt 2)

2.2.8 Experiment 8

Fig. 2.15. Training on data having all possible key combinations and
validating on any random key value
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The training and validation data are the same as mentioned in experiment 4.

Moreover, the MSE value while testing was observed to be 0.0095. Hence, we can

now claim that we have successfully trained a model by considering all the parameters

evenly.

2.2.9 Experiment 9

Fig. 2.16. Training on data having random plain text and key value
while validating on data having a different random plain text and key
value

The training and validation data are the same as mentioned in experiment 4.

Moreover, the MSE value while testing was observed to be 0.0097. However, in

experiments 8 and 9 given above, we observe a drastic change in the error value when

we do not apply any data restrictions. Hence, even though the results are better

than a filter we still need to fine-tune the network for validating our proposed leakage

conversion technique. Finally, to summarize in this chapter we perform a comparative

analysis between adaptive LMS FIR filters and ANNs. We also claim that ANNs are a

better tool for performing leakage conversion. In the next chapter, we will be looking

into the modifications made to the ANN for successfully running CEMA and a few

other observations along the way.
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3. LEAKAGE CONVERSION

If we want to claim that ANNs are a suitable tool for performing the conversion then

we need to remove all the constraints we initially imposed on the input data and work

with data over any time interval (Let’s take 3000 time samples as we cannot test till

infinity). Hence, we now look at the following graphical and heat map representations

of our results from the various experiments performed with ANNs. Moreover, it should

be noted that device number two was used to collect all the traces.

3.1 Power to Average EM

Figures 3.1 and 3.2 given below represents the output waveform from the trained

neural network model (y-output) in green, the required EM trace waveform (d-target)

in blue, and the input power trace waveform (power) in red. The network architecture

used is as follows, the input layer consists of 3000 neurons for the 3000 time samples,

the first hidden layer consists of 1028 neurons, the second hidden layer consists of

256 neurons, and the output layer again has 3000 neurons to generate the averaged

EM trace having 3000 time samples. Moreover, the model is sequential with all linear

layers and no dropout values. The hidden layers have sigmoid activation. For training

1000 power traces with 3000 time samples and 10000 EM traces (averaged by 10 to

finally get 1000) with 3000 time samples were utilized. For testing 1500 power traces

with 3000 time samples and 15000 EM traces (averaged by 10 to finally get 1500)

with 3000 time samples were used. Moreover, the averaging was performed according

to the key and plain text values. Other hyper-parameters include a learning rate of

0.001, 20 epochs, MSE as the cost function, and stochastic gradient descent as the

optimizer.
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3.1.1 Graphical representation of the result after using the modified net-

work architecture

Fig. 3.1. Result of one trace and 3000 time samples

Fig. 3.2. Zoomed in sample output after training and testing the model

The MSE value while testing was observed to be 0.0262, which is quite low. More-

over, as we are now testing over a larger time domain the error must also be larger

than the MSE values observed in chapter 2. However, from the above two graphs, we

only observe one trace so with the help of a heat map we observe the MSE values by

varying the keys and plain text values.
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3.1.2 Heat Map

Note that in key 38 we have fixed a certain value for plain texts 21 to 40 so that

we can observe what happens to the MSE values in that case.

Fig. 3.3. Power to EM Heat Map for 38 different key values (rows)
and 40 different plain texts (columns)

3.2 EM to Power

In this experiment, we try to inverse the object by generating power traces from

raw EM traces. It is similar to performing an inverse of the complex function used

to generate the EM from power traces. We observe the MSE values using the heat

map below. Due to the high SNR characteristic of power traces we see a relatively

low MSE value in each case. However, this is a much harder problem as we are trying
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to remove noise from data already have a low SNR value. We also observe that CPA

fails then the generated power traces are used. Hence, we can now claim that the

inverse of the power to EM complex function does not exist by using ANNs. Again

it should be noted that in key 38 we have fixed a certain value for plain texts 21 to

40 so that we can observe what happens to the MSE values in that case.

Fig. 3.4. EM to power heat map for 38 different key values (rows)
and 40 different plain texts (columns)

3.3 CEMA

Now we need to make sure that the generated averaged EM traces can be used

to extract the secret key. Hence, we use the common method of CEMA on the

generated traces. Below are the graphical representations of our results. Here, we see
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that for the majority of the keys (1,2, and 3) MTD is lesser than for raw traces but

for key 0 MTD is almost the same as that of the raw traces. Moreover, for the graphs

given below the red curve represents the correct key value and the remaining green

ones represent all the other incorrect key values. Finally, with these curves, we can

confidently claim the successful generation of the averaged EM traces.

Fig. 3.5. Plot showing MTD for Key0 byte

Fig. 3.6. Plot showing MTD for Key1 byte
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Fig. 3.7. Plot showing MTD for Key2 byte

Fig. 3.8. Plot showing MTD for Key3 byte

3.4 N-Average Comparison

We perform this experiment to observe how the training and validation accuracy

changes with different N-averaging values. Table 3.1 given below lists the number of

traces used for different N values of averaging. Moreover, we need to observe these

results to claim that there are some benefits of averaging.

3.4.1 Impact of averaging on training

From figure 3.9 given below, we observe that the training accuracy becomes con-

stant after n=3 for the generated power traces but there is always some room for
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Table 3.1.
Traces used for different N values of averaging

N value Training traces Validation traces

1 7987 998

3 4915 614

5 4300 538

7 4300 538

9 4096 512

11 4096 512

13 3891 486

15 3891 486

17 3891 486

19 3891 486

21 3686 461

23 3276 410

25 3072 384

27 2867 358

29 2662 333

improvement when generating the EM traces. From this curve, we can also infer

why the inverse of the complex function when converting power to averaged EM was

unsuccessful.

3.4.2 Impact of averaging on validation

From figure 3.10 given below, we observe that for the generated power traces

validation accuracy initially increases till n=3 but degrades beyond it. However, for

the generated EM traces validation accuracy increases till n=19 but beyond that, the
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Fig. 3.9. Comparing using training accuracy

Fig. 3.10. Comparing using validation accuracy

curve flattens out. To summarize we can now claim that we do see an increase in

validation and training accuracy with an increase in N values of averaging.
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3.5 Modified Model for Reducing Error

Last time we observed an increase in MSE values for the heat map. Hence, in

this experiment, we try to improve our model so that we can produce more realistic

averaged traces.

3.5.1 Heat maps for converting power to averaged EM and EM to power

by using the modified model

Fig. 3.11. Power to EM heat map for 25 same key values (rows) and
40 same plain texts (columns)

The hyper-parameters include a learning rate of 0.01, 3 epochs, MSE as the cost

function, and stochastic gradient descent as the optimizer. The network architecture

used is as follows, the input layer consists of 3000 neurons for the 3000 time samples,

the first hidden layer consists of 2056 neurons, the second hidden layer consists of
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Fig. 3.12. EM to power heat map for 25 same key values (rows) and
40 same plain texts (columns)

1028 neurons, the third hidden layer consists of 512 neurons, the fourth hidden layer

consists of 256 neurons, and the output layer again has 3000 neurons to generate

the averaged EM trace having 3000 time samples. Moreover, the model is sequential

with all linear layers and no dropout values. All the hidden layers have sigmoid

activation. For training 1500 power traces with 3000 time samples and 15000 EM

traces (averaged by 10 to finally get 1500) with 3000 time samples were utilized. For

testing 1000 power traces with 3000 time samples and 10000 EM traces (averaged by

10 to finally get 1000) with 3000 time samples were used.

We use a fully connected neural network model. Sometimes an error can be higher

when training and validating the data with the same key value. The reason for such

an anomaly could be due to over-fitting. From the above results, we can state that

the neural network learns the correlation between the power and EM traces. It does

not learn as per the key values. The heat map shows the MSE for all 1500 traces
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Fig. 3.13. Generated EM traces are tested for predicting the correct
key value by using the modified model. The red curve which devi-
ates out represents the correct key value and the rest represents the
incorrect key value.

collected from device number two. Figure 3.13 portrays an MTD of 480 for key 0,

which is a big improvement over the last model. Moreover, it also shows that the

generated EM traces can predict the correct key values.

Finally, to summarize very briefly power to EM conversion gives an accuracy over

99% and the key can be predicted using CEMA but fails in the EM-ML-SCA model

due to the minute errors the EM-ML-SCA model thinks of the traces from another

device. EM to Power conversion gives an accuracy of over 99% but the key cannot

be predicted using the CPA algorithm as during denoising the model removes the

required information from the traces. As the conversion function will be a higher

degree polynomial which cannot produce 100% accuracy.
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4. SUMMARY AND CONCLUSION

In this thesis, we focus and try to improve the training stage of machine learning-

based EM SCA. Recently, these ML-based SCA models have shown to be very efficient

in extracting the secret key but they require a lot of data for training. Hence, we

utilize the new technique of leakage conversion, where we convert power traces to

N-averaged EM traces. Initially, we used adaptive DSP algorithms for the conversion

but unfortunately, the generated traces were no way similar to the required traces.

Next, we utilized neural networks for learning the non-linear dependencies which

the adaptive DSP algorithm was unable to learn. Now, fortunately, the generated

traces from the ANN model have very little error and are almost similar to the actual

traces. Thus, we can claim that neural networks are better than DSP algorithms

in this scenario. Moreover, we show the successful conversion of traces having a

random key and plain text values. Finally, to further validate our generated traces

we successfully run CEMA on our generated traces, where we observe the correct key

value to diverge away from the rest. Hence, correctly validating the generated traces

and completing the leakage conversion technique. A few additional works done in this

thesis include showing how EM to power conversion is a much harder problem than

the power to EM and how averaging impacts the training and validation accuracy. To

conclude in this thesis we successfully convert power to averaged EM traces. Now for

future work and our recommendation for training ML SCA models would be to adopt

a key specific leakage conversion approach. As noise is random for each key-value we

suggest training a separate model for each key so that the generated traces resemble

more like the actual one. Moreover, in this thesis, we implemented this method which

currently gives a low validation accuracy. Thus validating our approach of leakage

conversion for training ML SCA models faster.



39

5. RECOMMENDATIONS AND FUTURE WORK

We aim to speed up the training process of the EM-ML-SCA model by convert-

ing the power traces to averaged EM traces. For training EM-ML-SCA model by

20,000 traces we need to collect 200,000 EM traces then again average by 10. But by

converting power to averaged EM we only need 20,000 power traces with the corre-

sponding key values which give a 10x improvement in training speed. Hence, for the

recommendation, we propose a new model which we have already tested. It produces

better results than the models mentioned in the previous chapters. The details are

as follows. Moreover, for future work, we propose a key specific model training.

25600 power traces from device 2 was collected. 51200 averaged EM traces (aver-

aged by 10) from device 2 was collected. This 51200 averaged EM traces were divided

equally into two parts. The second part having 25600 averaged EM traces were used

for training and validating the EM-ML-SCA model. In the EM-ML-SCA model af-

ter performing principal component analysis, 20482 traces were used in training and

2560 traces were used to validate. Validation accuracy is 78.75% and loss equals

0.672491542622447. Note that the EM-ML-SCA model uses only plain text 0 and

predicts key byte 0.

The 25600 power traces and the first half of the averaged EM traces (25600) were

used in training and validation. Learning rate equals 0.01 and epochs equals 5. The

input layer has 3000 neurons, the second layer has 1000 neurons, the third layer has

500 neurons and finally, the output layer has 3000 neurons. Both hidden layers are

of Relu type. Adam optimizer is used instead of Sigmoid. Originally The model

is trained separately for 256 different key values. For each key-value, there are 100

traces. Thus, 80 traces are used for training and 20 are used for validation.

From figure 5.6 we propose that the benefit will come once all the 256 models

are trained; we can reuse that model to generate more EM traces thus reducing the
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Fig. 5.1. Trace 71 with error 0.0007

Fig. 5.2. Zoomed in trace 71 with error 0.0007

collection time from the physical device. We generally want to train with more traces

to achieve greater validation accuracy so this model will come in handy for reducing

the time required for collecting traces from the physical device.

Figures 5.1 and 5.2 represents the output waveform from the above mentioned

trained neural network model (y-output) in green, the required EM trace waveform

(d-target) in blue, and the input power trace waveform (power) in red. Finally, figures

5.3 to 5.6 represent very preliminary results to show how the future work needs

to carry on after the successful implementation of the leakage conversion method.

Moreover, in figure 5.5 we train on 70 traces belonging to the first half of the EM

trace dataset and validate on all 100 original EM traces from the second half of the

dataset. Another idea for future work can be to create a custom loss function [43]
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Fig. 5.3. Validating the 30 generated traces for key0

Fig. 5.4. Validation accuracy for respective key values

which will simultaneously find the time interval for the encryption operation and

learn the transformation at that instance [44]. This should prevent the model from

learning unnecessary noise [45].
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Fig. 5.5. Some preliminary results on implementing model specific training

Fig. 5.6. Benefit of the model
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