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ABSTRACT

Lyle, Dennis M. MSME, Purdue University, May 2020. Exploring Ultrasonic Ad-
ditive Manufacturing from Modeling to the Development of a Smart Metal-Matrix
Composite. Major Professor: James M. Gibert, School of Mechanical Engineering.

The advent of additive manufacturing has opened up new frontiers in developing

metal structures that can have complex geometries, composite structures made of

dissimilar metals, and metal structures with embedded sensing and actuation capa-

bilities. These types of structures are possible with ultrasonic additive manufactur-

ing (UAM); a novel manufacturing technology that combines additive manufacturing

through the ultrasonic welding of thin metal foils with computer numerical control

(CNC) milling. However, the process suffers from a critical limitation, i.e., a range

of build heights within which bonding between a foil and the substrate cannot be

originated. This work has two research objectives, the first is a fundamental under-

standing of the complex dynamic interaction between the substrate and ultrasonic

horn, or sonotrode. Specifically, it focuses on the effects that specific modes of vibra-

tion have on the dynamic response of the substrate. The second objective is to utilize

the UAM process to create metal structures with an embedded sensor that can detect

contact or impact. In addressing the first objective, a semi-analytical model was de-

veloped to determine the response to three forcing descriptions that approximate the

interfacial friction between the foil and substrate induced by sonotrode compression

and excitation. Several observations can be seen in the results: as the height in-

creases the dominant modes of vibration change, the modes of vibration excited also

change during a single weld cycle as the sonotrode travels across the length of the

substrate, and finally the three forcing models do not have a significant impact on the

substrate response trends with height and during the weld cycle. In addressing the

second objective, three prototypes were created by embedding a triboelectric nano-
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generator (TENG) sensor within an AL3003 metal-matrix. TENGs utilize contact

electrification between surfaces of dissimilar materials, typically polymers, combined

with electrostatic induction to generate electrical energy from a mechanical excita-

tion. The sensors demonstrate a discernible response over a 1-5 Hz frequency range.

In addition, the sensors have a linear relationship between output voltage and a me-

chanically applied load, and have the ability to sense contact through both touch and

due to an impacting object.



1

1. INTRODUCTION

1.1 Overview

Ultrasonic additive manufacturing (UAM) is a solid-state fabrication technique

that consists of bonding layered foils of similar and dissimilar metals. UAM was first

developed by Dawn White who founded Solidica, Inc. which manufactured the first

commercial UAM system [1]. In 2011, Fabrisonic LLC was founded and now owns

the UAM technology developed by Solidica Inc, [2]. Figure 1.1 a) shows an overview

of the UAM process. The UAM process begins with placing a thin metal foil, ap-
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Figure 1.1. (a) Overview of ultrasonic additive manufacturing pro-
cess, and (b) metal combinations that can be ultrasonically welded [3]

proximately 150 µm in thickness, onto a sacrificial baseplate that can be preheated.

After foil placement, a rolling horn, commonly referred to as a sonotrode, compresses

the foil and vibrates transversely at a nominal frequency of 20 kHz. The combination

of compression and ultrasonic transverse vibrations results in bonding the foil to the
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baseplate. After the first layer is bonded, additional layers are sequentially bonded to

create a substrate, and a computer numerical control (CNC) mill is used to machine

the previously consolidated layers into the desired contour of the final part. The

commonly accepted theory of bond formation from [4–6] is as follows: the compres-

sion from the sonotrode brings the interfacial surfaces of the foil and baseplate into

close contact; the sonotrode transverse vibrations induce differential motion between

foil and baseplate to shear surface asperities and disperse surface oxides; the high

frequency transverse vibrations result in high strain rate shear deformations causing

plasticity and heating at the foil-baseplate interface; the high strain rate and heating

induce grain growth and dynamic recrystallization across the interface; and finally

microwelds are formed at the bonding interface. Although the bond formation is

the result of many mechanisms, solid-state metal bonding requires at the least two

conditions to be met: interfacial surfaces between workpieces must be cleaned of

oxide layers or other contaminants, and the surfaces must be brought into intimate

contact [7].

Not included in the previous discussion of the bonding mechanism for UAM is

a phenomena known as ultrasonic or acoustic softening. There is not a commonly

accepted theory elucidating the physics of acoustic softening; however, researchers do

believe that it plays a part in bond formation [8–12]. Acoustic softening phenomenon

was first noted by [13]. The observations of acoustic softening is that when ultrasonic

vibrations are applied to various metal specimens there is a significant reduction in the

yield stress, seen in Figure 1.2. During UAM, acoustic softening likely plays a role due

to the ultrasonic vibrations of the sonotrode causing a reduction in the yield stresses

of the foil and baseplate/substrate. The reduction in yield stress can, similarly to

heating, increase plastic deformation at the foil-substrate interface resulting in better

bond formation.

Although UAM is a relatively new additive manufacturing technique, the devel-

opment was based on ultrasonic metal welding process (UMW) that was developed in

the 1950s and 1960s. The UMW process consists of two workpieces that are clamped
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Figure 1.2. Acoustic softening versus thermal softening of aluminum
specimens from [14].

between a weld tip, similar to the sonotrode, and an anvil [15]. The mechanism of

bonding is that the friction between the two workpieces clears and disperses surface

oxides at the bonding interface, which combined with the compression allows for in-

timate pure metal-to-metal contact [15]. The process and mechanism between the

two manufacturing techniques, UAM and UMW, are similar but there are a few key

differences. In UMW, the welding time is on the order of seconds, whereas in UAM

the welding time is on the order of milliseconds. This is due to the rolling sonotrode

that requires a higher normal force and power input in UAM. The benefit of the

longer welding time in UMW is that capturing the dynamics of the workpieces during

bonding is much less challenging.

An issue that plagues UAM is the critical height-to-width ratio, at which subse-

quent bonding of foil layers is no longer possible. This issue was first noted by [16],

who experimentally demonstrated that changing the height-to-width ratio of the sub-

strate affected bonding. As the height-to-width ratio approached one, bonding be-

tween the subsequent foil and the substrate could no longer occur. They theorized

that the failure in bonding was due to an increase in static compliance of the substrate

which reduced differential motion between foil and substrate that is required to break

surface oxide layers. [17] experimentally demonstrated similar findings as [16], how-

ever, height-to-width ratios above the critical height-to-width ratio were also tested.

They discovered that bonding could be reiniated above the critical height-to-width
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ratio, and theorized that resonances in the substrate increased its dynamic compli-

ance resulting in the less differential motion between foil and substrate. This theory

was tested by measuring the substrate response in the sonotrode vibration direction

directly underneath the sonotrode contact patch during a weld cycle. They found

that response of the substrate increases as the height-to-width ratio approaches one,

and then the response decreases after the height-to-width ratio is further increased

past one. Although the substrate response can be used to approximate the differ-

ential motion, actual slip between foil and substrate during a weld cycle was not

directly measured until [18] performed experimental testing using a photon Doppler

velocimetry (PDV) system to capture the motion of the sonotrode, foil, and sub-

strate simultaneously. They discovered that for a successful weld there is initially

large slippage between foil and substrate that decreases during the weld time until

the foil and substrate have similar velocity profiles in phase. For an unsuccessful weld,

there was initial slippage between foil and substrate, however, the relative velocity

between foil and substrate was about half as large as for the successful weld. The

success of a weld was not controlled by height-to-width ratios, but rather the success

of a weld was controlled by welding parameters. Due to the insufficient experimental

testing of foil-substrate interface motion in UAM, UMW provides some additional

insight into the welding process of UAM but with longer process times and static

sonotrode location, i.e. not a rolling sonotrode. The sonotrode, foil, and substrate

velocity profiles during UMW was studied in [19]. They found that initially there is

a large relative velocity between foil and substrate that decreases over 50 ms until

the relative velocity is near zero for the remainder of the welding process. This slip

phase between foil and substrate occurs for approximately 20 to 30% of the total weld

time. The experimental results from these studies indicate that a sufficiently large

differential motion between foil and substrate is necessary for bonding to occur. In

the absence of differential motion measurements, the response of the substrate can be

used to approximate the magnitude of differential motion between foil and substrate,

assuming little or no slip between foil and sonotrode.
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1.1.1 Advantages and Disadvantages of UAM Process

Comparing UAM to other metal additive manufacturing techniques provides in-

formation on the advantages and disadvantages of the UAM process. Other common

additive manufacturing techniques are selective laser melting (SLM), electron beam

melting (EBM), and direct metal deposition (DMD) [20]. SLM and EBM are both

powder bed fusion processes in which a metal powder is applied to a substrate, and

a device selectively melts the powder to generate the cross-section for that layer [20].

The primary difference between the two processes is that SLM uses a laser whereas

EBM uses an electron beam [20]. DMD is within a group of manufacturing tech-

niques known as beam deposition processes. In DMD, powder or wire feeding can

be utilized, however, the general process remains the same. A laser head is focused

onto the top surface of the substrate forming a molten pool, and the feedstock, ei-

ther powder or wire, is fed into the molten pool [20]. As compared to powder bed

fusion processes, the placement and melting of the feedstock occurs simultaneously

instead of sequentially. Thus, the previously described other manufacturing processes

require that the metal-matrix must be melted and then solidified, whereas in UAM

the process is entirely solid-state. The solid-state process is the basis for most of the

advantages for UAM in the following discussion.

In SLM, EBM, and DMD, the operating temperature is above the melting tem-

perature of the metal, whereas in UAM the process temperature is less than half of

the melting temperature of the matrix material [1, 21]. The lower process tempera-

ture in UAM reduces the residual stresses and brittle intermetallic phases created in

the metal-matrix, as compared to SLM, EBM, and DMD processes in which there

is melting and subsequent solidification of the metal-matrix [1,20]. Additionally, the

lower process temperature allows embedding of sensitive electronics and sensors in

metal-matrix composites without fear of damaging the components [1]. In order to

embed components in a metal-matrix via SLM, inserts had to be placed between the

metal-matrix and a piezoelectric sensor during the embedding process in order to
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prevent the piezoelectrics from burning [22]. Placing an insert between the metal-

matrix and embedded component reduces the accuracy of the measurement because

there is no longer direct contact between the sensor and the metal-matrix. There are

also safety concerns associated with SLM, EBM, and DMD processes, such as the

high-temperature metallic powders are an explosive hazard in a combustible atmo-

sphere [23]. Therefore, the atmosphere is tightly controlled to be inert in the case of

SLM and DMB, and in the case of EBM a vacuum is used [20]. As a reminder, in

UAM these safety hazards are not present due to the solid-state fabrication process.

Like most manufacturing techniques, the UAM process is not without its disad-

vantages. In UAM, any complex geometry of the structure must be milled from the

substrate which produces excess waste material. There is potential for waste mate-

rials in SLM, EBM, and DMD, however, due to the selective nature of the melting

there is less waste material and some can be recycled [20]. UAM is not effective at

building complex external geometries, due to the requirement of sufficient stiffness to

support the compressive load and transverse vibrations from the sonotrode. In SLM

and EBM, the powder bed supports the complex external geometry during forma-

tion, and in DMD supporting structures can be printed [20]. In UAM, the material

properties are anisotropic due to the presence of voids at the bonding interface and

the cold rolling process induced by the sonotrode changing the grain orientation [20].

In DMD, the direction of deposition can be changed between layers to reduce the

anisotropic material properties [20].

Although we have explored the advantages and disadvantages, something that has

not been discussed that does not easily fit into either category is the desired matrix

material. Much of UAM research has been focused on creating metal-matrices made

of aluminum alloys [24]. Whereas for SLM, EBM, and DMD, the materials used are

mainly much harder metals, such as titanium, stainless steel, inconel, etc [20]. This

factor should be included in the decision process in determining which technique to

utilize.
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From this review of the various metal additive manufacturing processes, if the goal

is to embed a component within a metal-matrix using aluminum, then implementation

is much more straight-forward via the UAM process. If the goal is to build a complex

external structure, then SLM, EMB, or DMD could be more viable manufacturing

options.

1.2 Literature Review

In addressing the critical height-to-width ratio, dynamic models have been de-

veloped of the UAM process. The focus in reviewing previous literature will be on

models developed to study this issue. Additionally, a great portion of UAM research

has been devoted to developing smart metal-matrix composites. The focus in review-

ing previous literature will be on composites created to sense their interaction with

their respective environments.

1.2.1 Previous UAM Modeling

Previous UAM models can be broken into two categories: thermo-mechanical

models that are focused on studying and characterizing bond formation, and dynamic

models that are focused on studying the changes in dynamics of the substrate. The

previous thermo-mechanical UAM models have found that plasticity increased by

thermal and acoustic softening at the interface is the main mechanism to allow bond

formation, but they have not performed height-to-width ratio studies to develop an

understanding of the critical height-to-width ratio [8–11,25–31].

To explore the cause of the critical height-to-width ratio, researchers have devel-

oped dynamic models of the UAM process focused on the dynamics of the substrate.

The effect of substrate dynamics on UAM bond formation was first studied by [32]

who developed a dynamic 2-D FEM model to understand the changing dynamics as

the height-to-width ratio is varied. As the height-to-width ratio of the substrate in-

creases towards the critical height-to-width ratio, the frictional stress amplitude and



8

contact interface displacement decreases. They attribute this reduction in frictional

stress and relative motion at the critical height-to-width ratio to a complex 1-D wave

interference pattern at the contact interface due to the substrate height. Continu-

ing to increase the height-to-width ratio further decreases the frictional stress at the

interface, but increases the relative motion at the contact interface.

The previous researchers continued with their work into [33], where they theorized

that the stress-strain field in the substrate combined with friction and displacement

at the foil-substrate interface at various build heights can be used to elucidate the

cause of the critical height-to-width ratio. A 2-D dynamic FEM model was developed

to explore the changing dynamics and determine bond strength by energy density at

the interface. At the critical height-to-width ratio and greater, the contact interface

displacement increases while the shear strain at the interface decreases such that

plastic deformation is unlikely. To understand the decrease in shear strain, a 2-D

dynamic vibration model of the substrate and sonotrode was developed. The shear

strain distributions in the 2-D analytical solution match the shear strain distributions

in the FEM model. The inability to bond at heights equal to and greater than the

critical height-to-width ratio is due to a complex interference pattern from the induced

vibration from the sonotrode.

Concurrent to the previous research efforts, [17, 34] used a 3-D cantilevered par-

allelepiped with a moving vibratory force to model the built feature or substrate

during the UAM process. The model was simulated at discrete heights to demon-

strate an increase in dynamic compliance as the substrate height approached the

critical height-to-width ratio, and a decrease in dynamic compliance as the substrate

height was further increased. They attributed this dynamic compliance phenomenon

at the critical height-to-width ratio to a resonant interaction of the substrate first

natural frequency with the sonotrode. From their 3-D model, a simpler 2-D lumped

parameter model was developed with a slip parameter dependent on the first natural

frequency to describe the relative motion between the foil and substrate. As the sub-

strate height is approaching the critical height-to-width ratio, the foil and substrate
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purely stick. However, as the height of the substrate is further increased, the motion

returns to stick-slip.

Building upon the discovery of this stick-slip behavior, [35] developed a lumped-

parameter model of the substrate to further study the relative motion between foil

and substrate. The model approximates the substrate as a stack of shear stiffness

springs in parallel, such that increasing the substrate height reduces the effective

stiffness. The model demonstrated that as the build height approaches a critical

ratio, the relative slip motion between foil and substrate becomes aperiodic with

some sticking and some slipping. The aperiodic slip motion can produce uneven

energy distribution in bonding region and cause bond degradation. They found that

decreasing the coefficient of friction or normal load near a critical build height can

cause the aperiodic motion to return to periodic motion.

A new dynamic model was not developed until [36,37], who experimentally found

that the input power to excite the sonotrode during the UAM process was height

dependent, and decreased as the build height increased. To understand the reason

for this, they developed a linear time-invariant model of the welder system to correlate

the shear force and current as inputs into the model with voltage and welder velocity

as outputs. To determine the effect of substrate height on system dynamics, the

substrate was modeled as a 2-D elastic cantilevered beam. This description of the

dynamics of the substrate does not provide insights into why the critical height-to-

width ratio occurs because the dynamic compliance of the substrate in their model

asymptotically approaches a minimum at approximately 10 layers (or a height-to-

width ratio of 0.05).

A thorough explanation of why bond formation degrades at the critical height-to-

width ratio was missing from previous dynamic UAM models. Thus, [12] developed

probably the most complete UAM process model by connecting complex thermo-

mechanical models with dynamic models of the substrate to determine the effects of

substrate dynamics on bond formation. Her model was broken into several coupled

sub-models to account for material plasticity, thermal softening, acoustic softening,
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friction, and substrate dynamics. The sub-models were implemented into an over-

all FEM model in ABAQUS. The simulation was run on a high-performance cluster

of 80 processors for approximately 24 hours. For height-to-width ratio studies, the

simulation time was 0.7 ms, or 14 cycles of vibration. As the height-to-width ratio

approaches one, the response of the substrate approaches that of the sonotrode mean-

ing there is little or no differential motion between foil and substrate. The friction

stresses near the interface in the substrate decreases, thus resulting in less plastic

deformation and causing bond degradation. The model results were used to estimate

linear weld density of the bonded interface by including an asperity layer that could

plastically deform. They found that the minimum linear weld density occurs at a

height-to-width ratio of 1.2.

1.2.2 Embedding Smart Materials in Metal-Matrices via UAM

From near its inception as a commercial manufacturing technology, embedding

materials and devices to create smart metal-matrix composites has been on the fore-

front of UAM research. The resultant smart composites could be expanded to develop-

ing a system capable of structural health monitoring or be used to create components

in adaptive structures. Previous research in the creation of metal-matrix composites

using UAM can be broken into two categories: composites with the focus on changing

material properties of the matrix material and composites with the focus on sensing.

The simplest smart metal-matrix composites are composites with embedded fibers

or ribbons to increase the matrix material’s stiffness or strength, similar to the idea

of concrete and rebar. Embedding strong fibers in an aluminum matrix can greatly

increase the strength of the composite while maintaining a lightweight structure.

Previous researchers have found good mechanical interlocking between the embed-

ding fiber/ribbon, such as silicon carbide fibers, and the aluminum matrix-material

via UAM [7, 38–42]. Another area of interest is creating metal-matrix composites

with tunable material properties by embedding a smart material into an aluminum
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matrix. A number of researchers have investigated embedding NiTi, a shape memory

alloy, fibers and strips via UAM so that the stiffness of the material can be modi-

fied by activating the embedded NiTi device [36,38,43–49]. Additionally, Galfenol, a

magnetostrictive material, has been embedded into an aluminum matrix to develop

a composite with tunable natural frequencies [48,50].

Concurrent to embedding fibers and smart materials to modify material properties

of a composite, researchers have developed composites with embedded sensing tech-

nology. A majority of which is embedding different types of optical fibers. In [38,51],

basic optical fibers were embedded in a metal-matrix and remained functional, how-

ever, the stress-strain capabilities were not evaluated. In order to monitor the stress-

strain of the matrix, fiber Bragg grating arrays were embedded in aluminum matrices

via UAM [52–55]. The fiber Bragg grating arrays were sensitive to various types of

matrix loading (temperature, bending, etc.), and their strain measurements matched

well with strain gauges during experimental testing. A new optical fiber technology

called high-definition fiber optic sensing was embedded in an aluminum bracket for

loading tests [56]. This technology demonstrated a good match during loading with

digital image correlation strain calculations. Additionally, thermocouples have been

in embedded in UAM metal-matrix composites with the goal of monitoring the tem-

perature of the structure during welding, [57], and others with the goal of monitoring

the structure after embedding, [58]. The common thread in all these studies is that

the composites are developed with the purpose being structural health monitoring.

Little research has been performed on developing composites with the capability

of detecting the structure’s interaction with its environment, such as contact with an

external object. To the author’s knowledge, only one such avenue has been previ-

ously explored in [59]. A PVDF phase sensor was embedded in an aluminum matrix

via UAM and was dynamically loaded, without impact, with a solenoid actuator.

They found that the sensor output was highly dependent upon the solenoid actuation

frequency, but that adding an amplifying and filtering circuit to the PVDF sensor

output could change the frequency response to be more broadband.
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1.3 Motivation

The critical height-to-width ratio is the main limiting factor for UAM as a com-

mercial additive manufacturing technique. The current methodology to bypass this

issue is to initially build a wider substrate such that this ratio is not reached, and then

machine the substrate down to the dimensions of the desired part. This method intro-

duces issues in that it produces excess waste material from the additional machining

of the final part and reduces efficiency since more layers must be bonded to maintain

dimensions outside of the critical height-to-width ratio. Development of a dynamic

model of the substrate is essential to understanding and finding a solution to this

obstacle. Previous dynamic models ignore higher-order modes or do not fully capture

the change in dynamics during the entire weld cycle. Higher-order modes are thought

to play an impact at heights greater than the critical height-to-width ratio. Addition-

ally, understanding the changing dynamics as the sonotrode traverses the substrate

length during a weld cycle may provide researchers/engineers the knowledge to design

an intelligent tool path to avoid regions of problematic dynamic compliance. Along

with modeling the process, much of UAM research is focused on designing smart ma-

terial composites. Previous embedded sensors are mainly focused on structural health

monitoring, and traditionally the sensors are expensive, brittle, or require specialized

instruments to measure the sensor output. The goal of this research was to develop

a multi-modal model to explore the effect of the dynamic interaction between the

substrate and sonotrode on the substrate modes of vibration during the entire weld

cycle, and to develop an inexpensive, flexible embedded sensor in a metal-matrix via

UAM that is capable of detecting contact or impact to the metal-matrix composite.

1.4 Thesis Outline

The remainder of this thesis is organized as follows:

In Chapter 2, a substrate model is derived with an applied moving line load to

approximate the interfacial friction and applied load between the foil and the substrate
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due to sonotrode compression and transverse vibration. The model derivation begins

with the development of the governing equation for the system in section 2.2. Next,

the free vibration solution is determined in section 2.3, and the forced vibration in

section 2.4. In section 2.5, three forcing models are presented to approximate the

interfacial friction for varying magnitude of foil-substrate differential motion.

In Chapter 3, the results for the developed model from Chapter 2 are presented.

In section 3.2, convergence of the free vibration solution is demonstrated, and reso-

nances near critical substrate heights are investigated. The model results are then

compared to previous experimental results in section 3.3. In section 3.4, the substrate

responses from section 3.3 are analyzed to understand the response variance during a

weld cycle and with changes in height. In section 3.5, the response is studied versus

a wide range of substrate heights, or height-to-width ratios, to investigate trends and

predict problematic heights.

In Chapter 4, the design and testing of an embedded contact/impact sensor in

an AL3003 metal-matrix is presented. Triboelectric nanogenerators, a new sensor

technology, are introduced briefly in Section 4.2. The development of the embedded

sensors and metal-matrix designs are presented in Section 4.3. In Section 4.4, the

fabrication process of the smart metal-matrix composites are shown. Finally, in Sec-

tion 4.5 the various testing methods are used to determine the efficacy of triboelectric

nanogenerators as embedded contact/impact sensors.

In Chapter 5, the findings of this research project are summarized and contribu-

tions to potential applications are presented. Additionally, future work is discussed

to demonstrate or provide ideas on areas of improvement based on the current work.
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2. UAM MODELING DERIVATION

2.1 Introduction

The critical height-to-width ratio in UAM necessitates studying the dynamic in-

teraction between the substrate and sonotrode. Several researchers have previously

studied the dynamics of the substrate by developing models of the UAM process. It

is currently theorized that resonant interactions between the substrate and the ap-

plied dynamic loading of the sonotrode reduce the differential motion between foil and

substrate thus leading to bond degradation. However, previous models have ignored

higher-order modes or do not take into account the dynamics of the entire weld cycle.

Addressing these deficiencies could provide some insights on potential solutions to

overcoming the critical height-to-width ratio. In order to study the dynamic inter-

action, we have developed a semi-analytical multi-modal model of the substrate to

characterize the response to an approximated foil-substrate interfacial friction induced

by sonotrode compression and transverse vibration. In approximating the interfacial

friction, it is assumed that there is no slipping between foil and sonotrode, and thus

the foil transverse motion is equivalent to the sonotrode vibration. In this chapter,

first the governing equation of the developed model is presented. Next, the free and

forced vibration solutions are derived. Finally, we present three different models of

the approximate time-varying friction between the foil and substrate: pure stick, pure

slip, and partial slip.
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Figure 2.1. Schematic of the 3-D parallelepiped UAM model with
dimensions a× b× c subjected to a moving line load.

2.2 Governing Equation

The classic elastodynamic equation that governs the motion of a rectangular par-

allelepiped, i.e. the substrate, can be written in the following general form

c2
t∇2u + (c2

l − c2
t )∇ (∇ · u) +

f

ρ
=
∂2u

∂t2
. (2.1)

The parellelepiped has dimensions a × b × c, where a is the height, b is the width,

and c is the length of the substrate. The unit vectors in the xi, i = 1, 2, 3 coordinate

directions are denoted as êi, i = 1, 2, 3, allowing the displacement vector to be written

as u = u1ê1 + u2ê2 + u3ê3. The force per unit volume is defined as f = f1ê1 +

f2ê2 + f3ê3. Both the displacements and the forces are assumed to be functions

of the coordinate directions and time. Respectively, they can be written as ui =
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ui(x1, x2, x3, t), and fi = fi(x1, x2, x3, t), i = 1, 2, 3. The symbols ct =
√
G/ρ denote

the transverse wave speed, cl =
√

(λ+ 2G)/ρ is the longitudinal wave speed, ρ is the

density of the material, λ and G are the Lamé constants, and ∇ represents the del

operator ∇ ≡
(

∂

∂x1

î+
∂

∂x2

ĵ +
∂

∂x3

k̂

)
.

The bottom face of the parallepiped is fixed and the Dirichlet boundary conditions

can be written as

ui(0, x2, x3, t) = 0, i = 1, 2, 3 ∀t. (2.2)

In the free vibration problem the remaining surfaces are stress free. In simulating

the UAM process, the force f will represent the normal load due to the sonotrode

compression and the dynamic interfacial friction between the foil and substrate caused

by the excitation of the sonotrode.

2.3 Free Vibration

While exact analytical solutions of a free parallepiped have been developed [60],

there are no corresponding solutions for a parallepiped with one surface fixed. Previ-

ous researchers have employed numerical methods in determining approximate natu-

ral frequencies and mode shapes [17,61]. However, the current work diverges in that

we seek to determine an approximate solution using a Galerkin approximation. The

process begins by converting Equation (2.1) from the strong form into the weak form.

Equation (2.1) can rewritten as

∇ · σ + f = ρ
∂2u

∂t2
, (2.3)

where the σ is the stress tensor. The constitutive relationship can be written as

σ = 2Gε+ λ(∇ · u)I, (2.4)

where I is the second order identity tensor. The strain tensor can be written in terms

of the displacement as

ε =
1

2

(
∇u +∇uT

)
. (2.5)
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The governing equation now takes the form

∇ ·
[
G
(
∇u +∇uT

)
+ λ(∇ · u)I

]
+ f = ρ

∂2u

∂t2
. (2.6)

Letting u = ũeiωt where ω is the natural frequency of the response, and setting f = 0

yields

∇ ·
[
G
(
∇ũ +∇ũT

)
+ λ(∇ · ũ)I

]
= −ρω2ũ. (2.7)

Multiplying the governing equation by a trial vector w and integrating over the

domain Γ = [0, a]× [−b/2, b/2]× [−c/2, c/2] yields∫
Γ

w ·
(
∇ ·
[
G
(
∇ũ +∇ũT

)
+ λ(∇ · ũ)I

])
dΓ = −ρω2

∫
Γ

w · ũ dΓ. (2.8)

Applying Green’s Theorem ∫
Γ

w · (∇ · σ) dΓ = f, (2.9)

and the final weak form of Equation (2.9) can be written as∫
Γ

G

2

(
∇ũ +∇ũT

)
·
(
∇w +∇wT

)
dΓ +

∫
Γ

λ (∇ · ũ) (∇ ·w) dΓ =

−ρω2

∫
Γ

w · ũ dΓ,

(2.10)

and rearranged to form the residual

R =

∫
Γ

G

2

(
∇ũ +∇ũT

)
·
(
∇w +∇wT

)
dΓ +

∫
Γ

λ (∇ · ũ) (∇ ·w) dΓ+

ρω2

∫
Γ

w · ũ dΓ = 0.

(2.11)

We set the vector of the trial functions equal to the approximate displacement vectors

w = ũ = u1ê1 + u2ê2 + u3ê3, (2.12)

where the displacements are assumed to be of the form [17]

u1 =
I∑
i=1

J∑
j=0

K∑
k=0

AijkP̂i(α)Pj(η)Pk(ζ),

u2 =
L∑
l=1

M∑
m=0

N∑
n=0

BlmnP̂l(α)Pm(η)Pn(ζ),

u3 =
P∑
p=1

Q∑
q=0

R∑
r=0

CpqrP̂p(α)Pq(η)Pr(ζ),

(2.13)
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where Aijk, Blmn, Cpqr are unknown coefficients. Dimensional normalization to co-

ordinate directions in the form of α = x1

a
, η = 2x2

b
, ζ = 2x3

c
was applied to the

polynomials in Equation (2.13). The polynomials P̂κ for κ = i, l, p are on the interval

[0, 1] and generated by the Gram-Schmidt process. The polynomials Pκ for κ = j, k,

κ = m,n and κ = q, r are the Legendre Polynomials on the interval [−1, 1]. The full

details of determining the orthogonal basis polynomials can be found in [17].

The resulting polynomials satisfy the orthogonal condition∫ 1

0

P̂i(α)P̂j(α)dα =
1

2j + 1
δij. (2.14)

Furthermore, this choice of polynomials automatically satisfies Equation (2.2) since

the summation on P̂κ for κ = i, l, p begins at one, while the other coordinates begin

with zero. The Legendre Polynomials satisfy the orthogonal condition∫ 1

−1

Pi(τ)Pj(τ)dτ =
2

2j + 1
δij, τ = η, ζ. (2.15)

Minimizing the residual of the rectangular parallelepiped yields

δR =
∂R

∂Aijk
δAijk +

∂R

∂Blmn

δBlmn +
∂R

∂Cpqr
δCpqr = 0. (2.16)

Equation (2.16) must be true for all arbitrary variations δAijk, δBlmn, and δCpqr.

This implies that the following is true

∂R

∂Aijk
= 0,

∂R

∂Blmn

= 0, and
∂R

∂Cpqr
= 0, (2.17)

and leads to the homogeneous equation of motion(
K − ω2M

)
φ = 0, (2.18)

where K, M , φ, and ω2 are the stiffness matrix, mass matrix, eigenvectors, and

eigenvalues, respectively. Equation 2.18 yields a set of I(J + 1)(K + 1) + L(M +

1)(N + 1) + P (Q+ 1)(R+ 1) equations. We seek a nontrivial solution of this system

by setting the determinant of the coefficient matrix to zero to find the eigenvalues

and eigenvectors. The eigenvectors and eigenvalues in turn yield natural frequencies

and mode shapes.
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2.3.1 Orthogonality of the Approximate Mode Shapes

The eigenvectors are now used as coefficients of the polynomial functions resulting

in the approximate mode shapes of the parallelepiped. The resulting mode shapes

from the Galerkin approximation satisfy orthogonalization.

2.4 Forced Vibration

The process to develop a semi-analytical model continues with solving for the

forced response using modal decomposition by following the process from [60]. The

forced vibration solution is assumed to be of the form

u =
∑

Θ

φθTθ(t), (2.19)

where φθ is the mode θ vector of trial functions from ũ in Equation (2.12) and

Equation (2.13), and Tθ(t) is the unknown time-varying modal response. Using the

assumed free vibration solution, u = ũeiωt, and the assumed forced response, the

governing equation from Equation (2.1) can be rewritten as∑
Θ

φθ(T̈θ + ω2
θTθ) =

f

ρ
. (2.20)

The friction force to approximate the interfacial motion between foil and substrate is

implemented as a moving line load of the form

f = (f1ê1 + f2ê2 + f3ê3)
1

a
δ

(
α− 1

)
2

c
δ

(
ζ − 2

c

(
z0 − st

))
, (2.21)

where f1 is the applied normal force, f2 is the vibratory shear force caused by

sonotrode excitation, f3 is the vibratory shear force caused by sonotrode rolling and

excitation, z0 is the initial moving line load offset, and s is the speed of the moving

line load. Note that f1, f2 f3 are line loads with dimensions lbf/in.

An actual metal substrate created with UAM is damped so we apply modal damp-

ing, λd, to the model, and thus Equation (2.20) can be rewritten as∑
Θ

φθ(T̈θ + 2λdωθṪθ + ω2
θTθ) =

f

ρ
. (2.22)
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In order to perform modal decomposition, the scalar product of the coupled equation

of motion from Equation (2.22) and φθ∗ is integrated over the spatial domain to form

∑
Θ

(T̈θ + 2λdωθṪθ + ω2
θTθ)

∫
Γ∗
φθ · φθ∗ J∗ dΓ∗ =

∫
Γ∗

f

ρ
· φθ∗ J∗ dΓ∗, (2.23)

where J∗ represents the Jacobian that is equal to abc/4 and Γ∗ is the nondimensional-

ized differential volume that is equal to dα dη dζ. Due to the orthogonality conditions

of the mode shapes, Equation (2.23) can be written as a set of Θ modally-decoupled

equations of motion

T̈θ + 2λdωθṪθ + ω2
θTθ = Qθ, (2.24)

where

Qθ =
1

ρEθ

∫
Γ∗

f · φθ J∗ dΓ∗, and Eθ =

∫
Γ∗
φθ · φθ J∗ dΓ∗. (2.25)

Applying the definitions from Equation (2.14) and Equation (2.15), Eθ from Equation

(2.25) can be rewritten as

Eθ = J∗

[
A2
ijk

( 1

2i+ 1

)( 2

2j + 1

)( 2

2k + 1

)
+

B2
lmn

( 1

2l + 1

)( 2

2m+ 1

)( 2

2n+ 1

)
+

C2
pqr

( 1

2p+ 1

)( 2

2q + 1

)( 2

2r + 1

)]
.

(2.26)

The friction force, f , contains terms that are caused by the sonotrode excitation.

Thus, nondimensional time in the form of τ = Ωt, where Ω is the sonotrode excitation

frequency, is applied to the modally-decoupled equations of motion from Equation

(2.24) and can be written as

T ′′θ + 2 λd
ωθ
Ω
T ′θ +

ω2
θ

Ω2
Tθ = Qθ, (2.27)

where

Qθ =
1

ρ Ω2Eθ

∫
Γ∗

f · φθ J∗ dΓ∗, and Eθ =

∫
Γ∗
φθ · φθ J∗ dΓ∗. (2.28)
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Applying time nondimensionalization to the moving line load from Equation (2.21)

changes it to

f = (f1ê1 + f2ê2 + f3ê3)
1

a
δ

(
α− 1

)
2

c
δ

(
ζ − 2

c

(
z0 −

s

Ω
τ
))

. (2.29)

An analytical solution is derived from Equation (2.27) and Equation (2.28) using

convolution as follows

Tθ(τ) =

∫ τ

0

Qθ(γ)
Ω

ωd,θ
e−λd

ωθ
Ω

(τ−γ) sin
(ωd,θ

Ω
(τ − γ)

)
dγ+

e−λd
ωθ
Ω
τ

(
cos
(ωd,θ

Ω
τ
)

+
λd ωθ
ωd,θ

sin
(ωd,θ

Ω
τ
))

Tθ(0)+

Ω

ωd,θ
e−λd

ωθ
Ω
τ sin

(ωd,θ
Ω
τ
)
T ′θ(0),

(2.30)

where γ is a dummy variable to perform the convolution, and ωd,θ is the damped

natural frequency. After solving for Tθ(τ), the solution is converted back into dimen-

sional time t. Next, the modal response is inserted back into Equation 2.19 to finally

solve for the response of the substrate.

2.5 Forcing Models

Three forcing models of the applied line load are developed: pure stick, pure slip,

and partial slip. The forcing models are developed to study various approximations

of the differential motion between the foil and substrate and their resulting dynamic

interfacial friction. In developing the forcing descriptions, a dry friction model is

assumed for all interfacial friction.

Pure stick forcing is approximating the dynamic friction force between the foil

and substrate when there is there is no foil-substrate differential motion, i.e. pure

stick. This is the lower limit on differential motion between the foil and substrate.

To approximate the lack of differential motion between foil and substrate, the trans-

verse vibratory shear force, f2, on the substrate has a sinusoidal waveform matching

the sonotrode excitation waveform due to the no-slip assumption between foil and
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sonotrode. This description of pure stick forcing is very similar to the forcing model

developed in [17].

Pure slip forcing is approximating the dynamic interfacial friction force between

the foil and substrate when the foil-substrate differential motion is equal to the

sonotrode transverse vibration velocity. This is likely the upper limit on the differen-

tial motion between the foil and substrate. To approximate the pure slip behavior, the

transverse vibratory shear force, f2, on the substrate has a nonsinusoidal waveform,

similar to a square wave [62]. This definition of the pure slip forcing also includes a

dynamic friction term in the longitudinal direction, f3, which has been theorized to

exist in the UAM process due to the foil-substrate differential motion and rolling of

the sonotrode [62].

Partial slip forcing is approximating the dynamic friction force between the sub-

strate and foil when the foil-substrate differential motion is characterized by a combi-

nation of stick and slip behavior. Previous researchers have postulated that the actual

behavior of the foil and substrate during the UAM process is stick-slip [17, 34–36].

To approximate the partial slip behavior, the transverse vibratory shear force, f2, on

the substrate is developed as a clipped sine wave.

2.5.1 Pure Stick Forcing Model Definition

In pure stick forcing, line load components from Equation (2.29) take the form

f1 = −Fp,

f2 = µFp sin τ,
(2.31)

where µ is an approximate coefficient of friction and Fp is the sonotrode applied load.

Applying the definition of pure stick forcing to Equation (2.29) results in

f = (−Fp ê1 + µFp sin τ ê2)
1

a
δ

(
α− 1

)
2

c
δ

(
ζ − 2

c

(
z0 −

s

Ω
τ
))

. (2.32)
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2.5.2 Pure Slip Forcing Model Definition

In pure slip forcing, the line load components from Equation (2.21) take the form

f1 = −Fp,

f2 = µFp
ẋr(τ)√

s2 + ẋr(τ)2
,

f3 = µFp
s√

s2 + ẋr(τ)2
,

ẋr(τ) = ΩXamp cos (τ) ,

(2.33)

where µ is an approximate coefficient of friction and Fp is the sonotrode applied load.

The relative velocity term ẋr is the approximation of the foil-substrate differential

motion, where Xamp is equal to the sonotrode vibration amplitude. In order to an-

alytically solve the response using convolution, seen in Equation (2.30), the forcing

components for pure slip are approximated using a Fourier series of the form

f1 ≈ F1(τ) = a0,

f2 ≈ F2(τ) =

Nf∑
nf=1

a2,nf cos (nfτ) ,

f3 ≈ F3(τ) =

Nf∑
nf=1

a3,nf cos (nfτ) ,

(2.34)

where the Fourier series coefficients are obtained by

a0 =
1

2π

∫ π

−π
f1 dτ, ai,nf =

1

π

∫ π

−π
fi cos(nfτ) dτ. (2.35)

Applying this definition of the forcing to Equation (2.29) results in

f = (F1(τ) ê1 + F2(τ) ê2 + F3(τ) ê3)
1

a
δ

(
α− 1

)
2

c
δ

(
ζ − 2

c

(
z0 −

s

Ω
τ
))

. (2.36)
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2.5.3 Partial Slip Forcing Model Definition

In partial slip forcing, the line load components from Equation (2.21) take the

form

f1 = −Fp,

f2 =


µFp sin(τ), if

∣∣µFp sin(τ)
∣∣ ≤ maxF

maxF, if µFp sin(τ) ≥ maxF

−maxF, if µFp sin(τ) ≤ maxF

(2.37)

where µ is an approximate coefficient of friction, Fp is the sonotrode applied load,

and maxF is the approximated shear force where slipping commences. Similar to

pure slip forcing, in order to analytically solve the response using convolution, seen

in Equation (2.30), the forcing components for partial slip are approximated using a

Fourier series of the form

f1 ≈ F1(τ) = a0,

f2 ≈ F2(τ) =

Nf∑
nf=1

b2,nf sin (nf τ) ,
(2.38)

where the Fourier series coefficients are obtained by

a0 =
1

2π

∫ π

−π
f1 dτ, b2,nf =

1

π

∫ π

−π
f2 sin(nfτ) dτ. (2.39)

Applying this definition of the forcing to Equation (2.29) results in

f = (F1(τ) ê1 + F2(τ) ê2)
1

a
δ

(
α− 1

)
2

c
δ

(
ζ − 2

c

(
z0 −

s

Ω
τ
))

. (2.40)

2.6 Summary

A model is developed of a 3-D parallelepiped with a moving line load to study

the dynamics of the substrate near critical build heights. The model solution is

developed by first solving the free vibration problem. Next, the modes are used to

perform modal decomposition of the forced vibration problem. However, there are

no known exact analytical solutions of the 3-D parallelepiped with a fixed boundary
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condition [17, 61]. Thus, we utilized a Galerkin approximation to obtain the natural

frequencies and mode shapes. After performing modal decomposition, the damped

response was solved using convolution for three types of forcing: pure stick, pure slip,

and partial slip. With the three descriptions of forcing, the model can be simulated

to determine the response at critical build heights for various approximations of the

foil-substrate differential motion.
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3. UAM MODELING RESULTS

3.1 Introduction

Experimental results in [16] and [17] demonstrated that as the height approaches

the critical height-to-width ratio (a/b = 1), bonding deteriorates and subsequent

bonding of layers can no longer occur. However, in [17] the substrate height was con-

tinued past this limit to show that the critical height-to-width ratio was merely an

obstacle, and that bonding can be reinitiated past the critical height-to-width ratio.

The commonly accepted theory for the critical height-to-width ratio at the nominal

tape width is that resonant interactions between the substrate and sonotrode increase

the dynamic compliance of the substrate, thus causing reduced differential motion and

subsequent bond degradation [17]. In studying the critical height-to-width ratio, pre-

vious dynamic models, see literature review, ignore higher-order modes or do not

consider the response for the entire weld cycle. Ignoring these potentially significant

dynamic impacts could cause researchers to misinterpret the results and miss poten-

tial solutions to this issue. The effect of resonant interactions between the substrate

and the sonotrode is explored by a multi-step process in which we study the natural

frequencies dependence on substrate height, the various forcing models prediction of

substrate response, the change in substrate response during an entire weld cycle, and

the change in substrate response as the height is varied. In following this process, this

chapter begins with demonstrating the convergence of the free vibration solution and

studying the resonance of the natural frequencies with the excitation frequency as the

substrate height is varied. Following, the transverse velocity response to pure stick,

pure slip, and partial slip forcing is compared to the experimental results from [17]

during a weld cycle. In order to understand the trends seen in the model and ex-

perimental results, the modal contributions to the transverse velocity response and
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the modal response and forcing for three selected heights are analyzed to study the

change in response with respect to each mode. Finally, the transverse velocity re-

sponse versus substrate height is performed to develop a prediction of problematic

height-to-width ratios that result from a change in dynamic compliance as the sub-

strate height is varied. Note, in the future analyses of this chapter the substrate

height is varied to change the height-to-width ratio mimicking the UAM process in

which the substrate height changes.

3.2 Free Vibration Solution

The first step of the modal study is to use the free vibration solution to investi-

gate the possibility of resonant interactions between the substrate and the sonotrode.

Specifically, this examination is to understand when resonance of the substrate oc-

curs at a width, b, of 1 in and a length, c, of 2.5 in over a range of substrate heights.

This width is chosen because in UAM the nominal tape width is 1 in (25.4 mm).

The length was chosen to be consistent with previously published results [12,17]. All

further analyses will be performed at these substrate width and length dimensions.

3.2.1 Convergence Analysis

The Galerkin approximation is validated by demonstrating convergence of the

natural frequencies as the span of basis functions in the approximation increases. The

material properties used in this analysis are summarized in Table 3.1. We assumed

Table 3.1. Material properties for AL3003 at 25C.

Parameter Value

E 10.6× 106 lbf/in2

ν 0.33

ρ 2.61× 10−4 lbm/in3
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that the material properties are not affected by the localized heating at the bonding

interface. Additionally, we assumed that the material properties are equal to those

of the bulk material, which was influenced by the findings of [17] where the critical

height-to-width ratio phenomenon also occurs in substrates of just gross material,

i.e. non-UAM built substrates. The natural frequencies are compared to the natural

frequencies determined from a finite element (FE) model of the cantilevered 3-D

parallelepiped in ABAQUS. For each height-dependent FE model, approximately

100,000 elements were used. From Table 3.2, we have shown that as the number

of basis functions increases, the percent error between the Galerkin and FE model

natural frequencies decreases. For efficiency in all future analyses, we use I = 7,

J = 5, and K = 5 as the span of basis functions in our Galerkin approximation.

With these span of basis functions, the percent difference remains below 3% and

in many of the cases is below 1%. Comparing the natural frequencies from the

Galerkin approximation of the model to those determined through a FE model has

given confidence in the free vibration solution.

3.2.2 Substrate Resonance and Mode Shape Analysis

From the free vibration solution, the mode shapes at the critical height-to-width

ratio (for our model with dimensions a = 1 in, b = 1 in, and c = 2.5 in) are presented

in Figure 3.1. An understanding of the mode shapes at the critical height-to-width

ratio provides insight on the potential dynamic interaction between foil and substrate

induced by sonotrode excitation. Mode shapes that produce large transverse deflec-

tion shapes will likely have a larger impact on the reduction of differential motion

between foil and substrate than mode shapes with small transverse deflection shapes.

However, the deflection shape of each mode not only affects the response, but

also the response is affected by the proximity of a natural frequency to the excitation

frequency. A preliminary study of the natural frequencies of the first ten modes is

performed over a wide range of heights (height-to-width ratios because the width, b,
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Table 3.2. Comparison of Galerkin Approximation with Finite Ele-
ment Model Natural Frequencies.

Polynomial Terms Mode Percent Error %

a = 0.5 in a = 1.0 in a = 1.5 in a = 2.0 in

1 1.7577 1.156 0.88153 0.74308

2 1.6418 1.0613 0.84479 0.73341

3 2.1252 1.6555 1.3214 1.0592

4 5.5699 7.8677 7.681 0.80716

I = 7, J = 3, K = 3 5 3.9511 0.60096 0.46979 1.9923

6 7.279 6.8143 0.25689 0.34047

7 15.139 0.58096 2.0455 7.1804

8 11.15 0.5437 1.4953 0.96812

9 12.458 2.0416 1.9381 3.2055

10 2.5947 4.3181 3.6111 1.8595

1 0.46037 0.34432 0.34204 0.35571

2 0.40524 0.25612 0.22323 0.20759

3 0.78236 0.42841 0.34429 0.30254

4 0.56248 0.39121 0.30532 0.23704

I = 7, J = 5, K = 5 5 0.84103 0.24886 0.19596 0.16761

6 0.90856 0.50877 0.092277 0.081464

7 2.9425 0.22708 0.19566 0.21385

8 1.8757 0.13026 0.1241 0.20895

9 0.46677 0.35994 0.25312 0.10879

10 0.47717 0.34749 0.20713 0.095058

1 0.2087 0.22263 0.27451 0.31168

2 0.18138 0.15378 0.16347 0.16747

3 0.3037 0.1833 0.17386 0.1876

4 0.2063 0.1381 0.13826 0.15934

I = 7, J = 7, K = 7 5 0.38893 0.14499 0.12898 0.12371

6 0.28873 0.15928 0.057705 0.042755

7 0.47945 0.12791 0.12356 0.12193

8 0.26776 0.088503 0.090672 0.15604

9 0.22652 0.11519 0.15697 0.071821

10 0.21106 0.098341 0.082125 0.060367

is kept constant at the nominal tape width of 1 in and c is kept at 2.5 in). Figure

3.2 is a plot of the natural frequencies versus height with an included line indicating
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Figure 3.1. First six modeshapes of dimension 1.0 in × 1.0 in ×
2.5 (additional dimensions can be seen in Appendix A) with natural
frequencies : a) f1 = 21863.74 Hz, b) f2 = 24990.16 Hz, c) f3 =
27524.47 Hz, d) f4 = 38661.71 Hz, e) f5 = 44142.78 Hz, and f)
f6 = 53281.16 Hz.

the excitation frequency of the sonotrode, 20 kHz. From Figure 3.2, as the height,

a, is increased to near 1 in, the natural frequency of the first mode approaches the

sonotrode excitation frequency, i.e. resonance. As the height is further increased, the

natural frequencies of higher-order modes also reach resonance with the sonotrode

excitation frequency. We deem those heights at which a natural frequency of a mode

is resonant with the sonotrode excitation frequency, a critical height. The critical

heights for the first eight modes of the substrate can be seen in Table 3.3. Also at

each critical height, the first eight normalized natural frequencies, normalized with

respect to the sonotrode excitation frequency, are determined.

Although the free vibration solution provides information regarding resonances

and the tools to determine critical heights, the effect of these resonances on the re-

sponse cannot be determined solely from the free vibration solution. The current
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Figure 3.2. Semilog plot of first ten natural frequencies versus sub-
strate height c. Dotted red line indicates 20 kHz operating frequency
of sonotrode.

Table 3.3. Critical heights versus natural frequencies of substrate.

Critical heights Normalized natural frequencies
(
ωθ/Ω

)
Mode 1 Mode 2 Mode 3 Mode 4 Mode 5 Mode 6 Mode 7 Mode 8

a =1.0559 in 0.9999 1.1681 1.2817 1.7512 2.1424 2.4622 2.5297 2.5357

a =1.2101 in 0.8162 1.0000 1.0937 1.6285 1.9977 2.2320 2.2396 2.3225

a =1.3046 in 0.7269 0.9185 1.0000 1.5706 1.9038 2.0811 2.1209 2.2006

a =2.4802 in 0.2449 0.4298 0.4547 0.9999 1.0312 1.1394 1.3197 1.3295

a =2.5571 in 0.2317 0.4111 0.4400 0.9609 0.9999 1.1059 1.2810 1.3204

a =2.8292 in 0.1924 0.3541 0.3946 0.8380 0.9032 1.0000 1.1595 1.2944

a =3.2786 in 0.1460 0.2824 0.3366 0.6782 0.7785 0.8587 1.0000 1.2605

a =4.3654 in 0.0843 0.1772 0.2474 0.4343 0.5835 0.6241 0.7453 0.9999

model is 3-D, and thus the resonant mode at a critical height may have a mode shape

that is not greatly affected by the applied moving line load. Thus, the forced response
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must be determined to fully evaluate resonant interactions between the applied mov-

ing line load and the substrate.

3.3 Transverse Velocity Response in Comparison to Experimental Re-

sults

Using the developed analytical solutions, pure stick, pure slip, and partial slip

forcing descriptions are used to determine the response of the substrate for an entire

weld cycle. In [17], a vibrometer was used to measure the transverse (perpendicular to

weld direction) velocity response of the substrate directly underneath the sonotrode

contact patch during a weld cycle for four height-to-width ratios. Therefore in the

current model, the velocity response in the transverse direction (x2) and directly

underneath the moving line load (x1 = a, x2 = 0, x3 = z0 + s t) is recorded during the

analysis. The simulation location of the model differs slightly from the measurement

location of the experimental results in that the experimental results measurement

location was along the side of the substrate at the top and thus would be at (x1 =

a, x2 = b/2, x3 = z0 + s t). However, the measurement location of the model is useful

because it provides information on the response of the substrate in the center of the

bond interface, which can be used to deduce the foil-substrate differential motion and

thus likelihood of bond degradation. The experimental results from [17] are compared

to the model results for the three forcing descriptions. The goal of this study is to

develop an understanding of the substrate transverse velocity response dependence

on height and the variation during the weld cycle. Due to the inaccuracies in the

approximated interfacial friction of the moving line load and slight differences in

the measurement locations, a quantitative comparison is unlikely to provide concrete

information. Therefore, a qualitative comparison of the trends in the experimental

and model results is sufficient. Validation of the forced response of the model and

the developed simulation script can be seen in Appendix B.
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The parameters values used to study the dynamics of the substrate with respect

to the three forcing models can be seen in Table 3.4, and the materials properties was

previously provided in Table 3.1.

Table 3.4. Parameter values for model simulation of forced response
for experimental comparison.

Parameters Pure Stick Pure Slip Partial Slip

a 0.5, 0.75, 1, 2 in 0.5, 0.75, 1, 2 in 0.5, 0.75, 1, 2 in

b 1 in 1 in 1 in

c 2.5 in 2.5 in 2.5 in

Fp 1000 lbf/in 1000 lbf/in 1000 lbf/in

µ 0.3 0.3 0.3

Ω 2π × (20× 103) rad/s 2π × (20× 103) rad/s 2π × (20× 103) rad/s

s c
1.5

c
1.5

c
1.5

z0
−c
2

−c
2

−c
2

λd 0.05 0.05 0.05

maxF N/A N/A 250 lbf/in

Xamp N/A 16 µm N/A

The forced response was solved using a 10-mode approximation, as in the free

vibration solution span was kept at I = 7, J = 5, K = 5, but the solution to

modally-decoupled equation of motion, seen in Equation (2.27), was only for the first

ten modes. For pure slip and partial slip forcing, the Fourier series approximation

included 10-terms (Nf = 10) and 5-terms (Nf = 5), respectively. Additionally, the

weld time or simulation time was equal to c/s which was forced to be 1.5 s. To

maintain consistency, the sampling frequency for all the simulations was chosen to be

2 MHz because the 10-term Fourier series to approximate pure slip forcing introduced

harmonic forcing components at 200 kHz.
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To simulate the response, a MATLAB script combined with a function containing

the analytically- determined solution to Equation (2.30) for the three forcing models

was developed. After analytically solving for the transverse displacement response of

the substrate under the moving line load, a numerical derivative was applied to solve

for the transverse velocity response.

3.3.1 Transverse Velocity Response at a = 0.5 in

The transverse velocity response of the model is simulated at a = 0.5 in, which

can be seen along with the experimental response in Figure 3.3. The experimental

transverse velocity response includes a dwell section at the beginning of the weld

cycle that was was not included in the model, because a dwell section is typically

not included during normal operations of current UAM machines. The transverse

velocity responses to pure stick and partial slip forcing are very similar in magnitude,

however, the amplitude of the partial slip forcing response is slightly larger. The

transverse velocity response to pure stick forcing is much greater in magnitude than

both pure stick forcing and partial slip forcing. The experimental and the model

responses generally decrease in the middle of the weld cycle which indicates that the

substrate is stiffer in the middle of its length as compared to the ends. However, for

pure slip and partial slip forcing there is a slight increase in the transverse response

amplitude in the middle of the weld cycle as the moving line load approaches the

middle of the substrate’s length. This increase in the middle of the weld cycle is

absent in the pure stick forcing and the experimental response. The absence of the

hump in the pure stick forcing response indicates that this is likely caused by multi-

frequency harmonics in the approximated interfacial friction force for pure slip and

partial slip.
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Figure 3.3. Transverse velocity response directly under forcing model
moving line load compared to experimental response from [17] for
substrate height a = 0.5 in.
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3.3.2 Transverse Velocity Response at a = 0.75 in

Next, the transverse velocity response of the model is simulated at a = 0.75 in,

which can be seen along with the experimental response in Figure 3.4. As compared
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Figure 3.4. Transverse velocity response directly under forcing model
moving line load compared to experimental response from [17] for
substrate height a = 0.75 in.
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to the responses at a = 0.5 in, the transverse velocity response amplitude increased

in magnitude for pure stick, pure slip, partial slip, and for experimental results. This

increase in amplitude indicates that the dynamic compliance of the substrate to the

applied line load is increasing, and thus there is likely a decrease in foil-substrate

differential motion. The magnitude of transverse velocity response amplitude was

greater for partial slip than for pure stick forcing. Similar to Figure 3.3, the substrate

is stiffer in the middle of its length. The transverse response to pure slip forcing

shows a variation during the weld cycle that is not seen in the response to other

forcing models. The response amplitude to pure slip forcing contains some wave-like

variation during the weld cycle, which indicates some local decreases in substrate

stiffness as the the moving line load traverses its length. The experimental transverse

velocity response does not contain this wave-like variation in the response amplitude,

but instead shows a similar shape during the weld cycle as the model response to

pure stick and partial slip forcing.

3.3.3 Transverse Velocity Response at a = 1 in

Next, the height is increased to the critical height-to-width ratio, a = 1 in, and

the transverse velocity response of the model simulation results can be seen along

with the experimental response in Figure 3.5. Unfortunately, the power supply on the

UAM machine used in [17] consistently failed at the critical height-to-width ratio, and

there are no experimental measurements to compare to the model response. From the

model results, the magnitude of the transverse velocity response amplitude increased

drastically from the responses at a = 0.75 in, seen in Figure 3.4. The increase at the

critical height-to-width ratio is attributed to the first natural frequency being near

resonance with the excitation frequency, seen in Table 3.3. The increase in magnitude

is expected, indicating an increase in the transverse dynamic compliance, which is in

agreement with the bond degradation at the critical height-to-width ratio. Similar to

previous heights, there is a slight decrease in the model transverse response amplitude
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Figure 3.5. Transverse velocity response directly under forcing model
moving line load compared to experimental response from [17] for
substrate height a = 1 in (the response in [17] is for a = 0.9375 in).
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in the middle of the weld cycle indicating a local increase in substrate stiffness. The

transverse velocity response to pure slip forcing is greater in magnitude than the

response to pure stick forcing and partial slip forcing; however, a trend that changed

from previous heights is that the transverse velocity response to pure stick forcing is

greater in magnitude than the response to partial slip forcing.

3.3.4 Transverse Velocity Response at a = 2 in

The height is further increased to a = 2 in, and the transverse velocity response

of the model can be seen along with the experimental substrate response in Figure

3.6. As opposed to the previous trends with height increases, the transverse velocity

response of the model decreased. The decrease in the transverse velocity response

as compared to the critical height-to-width ratio indicates a decrease in dynamic

transverse compliance. This is expected because bonding could be reinitiated at a

substrate height of 2 in, which is above the critical height-to-width ratio [17]. The

response from the three forcing models show a wave-like variation during the weld

cycle that also occurs in the experimental response. The response to partial slip

forcing is similar in magnitude to the response to pure stick forcing; however, both

responses are less in magnitude than the response to pure slip forcing.

3.3.5 Transverse Velocity Response at a = 2.5 in

We would like to include an additional set of transverse velocity responses to pure

stick, pure slip, and partial slip forcing. Although, there are no experimental results

to compare to the model, we were interested in the model results at this height. The

transverse velocity response at a = 2.5 in can be seen in Figure 3.7. The magnitude

of the transverse velocity responses increased in comparison to the responses at a = 2

in. This can likely be attributed to a resonance with either mode 4 or mode 5, seen in

Table 3.3. The trend of the transverse velocity response during the weld cycle is the

same for each forcing model, with the response amplitude to pure slip forcing being
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Figure 3.6. Transverse velocity response directly under forcing model
moving line load compared to experimental response from [17] for
substrate height a = 2 in.
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the largest in magnitude. The transverse velocity response varies during the weld

cycle in a manner not previously seen at any of the other heights. The transverse

velocity response at a = 2.5 in is greatest in magnitude during the middle of the weld

cycle, which indicates a decrease in the stiffness of the substrate near the middle of

its length.

For the transverse velocity responses at a = 0.5, 0.75, 1, 2, and 2.5 in, there

is a variation in the magnitude of the response amplitude during the weld cycle

as the moving line load, i.e. the sonotrode, traverses the length of the substrate.

The qualitative comparisons to experimental results demonstrate that the pure stick

forcing model matches the experimental trends during the weld cycle for all the heights

tested, the partial slip forcing model matches the experimental trends during the

weld cycle for all heights tested except at a = 0.5 in, and the pure slip forcing

model matches the experimental trends for heights tested greater than a = 0.75

in. The transverse velocity response magnitude and shape during the weld cycle

show a dependence upon the height of the substrate. The cause for this height

dependence of the response magnitude and variance during weld cycle is currently

unknown. The following section analyzes the transverse velocity response to develop

an understanding of this amplitude variance during the weld cycle and variance with

height.

3.4 Selective Time Traces of Response

The transverse velocity response at the experimental heights demonstrated a de-

pendence on height and moving line load location during the weld cycle. To further

study this phenomenon in the transverse velocity responses, three heights, a = 1 in, 2

in and 2.5 in, are chosen to analyze the response to pure stick, pure slip, and partial

slip forcing in depth. These heights are chosen to demonstrate the change in response

near and far from resonances since a = 1 in is near a resonance, a = 2 in is not

near a resonance, and a = 2.5 in is near another resonance, seen in Table 3.3. The
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transverse velocity responses are broken down by the contribution from the first four

modes for a = 1 in and a = 2 in, and the first five modes for a = 2.5 in, where mode

5 is included due to the proximity of the natural frequency resonance. Performing

the modal contribution analysis will indicate what mode causes the transverse veloc-

ity response dependence on height and what mode influences the transverse velocity

response variation during the weld cycle. Additionally, the modal response, Tθ, and

modal forcing, Qθ, from Equation (2.30), along with the FFT and phase plot of the

modal response, are determined for 1 ms of excitation beginning from t = 0 s and an

additional 1 ms of excitation beginning from t = 0.75 s. These results will provide

a zoomed-in view of each modal response, and indicate the influence of the modal

forcing on the transverse velocity response.

3.4.1 Selective Time Traces for a = 1 in

The first height to be evaluated is a = 1 in, which is the critical height-to-width

ratio for a substrate of nominal tape width.

3.4.1.1 Pure Stick Forcing

The transverse velocity response to pure stick forcing shown in Figure 3.5(a), is

broken down into the modal contribution from the first four modes, seen in the first

column of Figure 3.8. The transverse velocity response at a = 1 in to pure stick

forcing is dominated by the first mode due to its near resonance with the excitation

frequency. The first mode is a pure bending mode, illustrated in Figure 3.1, and thus

changes in the moving line load location during the weld cycle do not greatly affect

the contribution of mode 1 to the transverse velocity response. The response of the

second mode varies greatly during the weld cycle, and is cut off in the middle of the

weld cycle when the moving line load is in the middle of the substrate length. The

second mode shape, seen in Figure 3.1, is a torsional mode and contains a node at the

middle of the substrate length. The decrease in the transverse velocity response in the
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middle of the weld cycle is attributed to the second mode cutting off. The third mode

contributes very little to the transverse velocity response during the entire weld cycle.

The response from the fourth mode is insignificant to the total transverse velocity

response as compared to the first and second modes. Additionally, the response of

mode 4 varies during the weld cycle and appears to contain two nodes symmetric

about the middle of the substrate length that results in mode 4 cutting on and off

multiple times. To further study the dynamics, the modal response and forcing is

analyzed and can be seen in the second and third columns of Figure 3.8. The variation

of the pure stick modal responses during the weld cycle follows the same trends as the

modal contributions to the transverse velocity response. For example, the transverse

velocity response for mode 2 is large in magnitude at the beginning of the weld cycle

and small in the middle of the weld cycle. The modal response is large at t = 0 s and

small at t = 0.75 s, and thus the modal response follows the same trends as the modal

contribution to the transverse velocity response during the weld cycle. However, the

phase plots for the modal responses also provide information not easily observable in

the modal contribution plots. For example, the modal response for mode 1 at t = 0

s, seen in the second column, contains transients that are damped out as indicated

by the spiraling phase plot. However, by the middle of the weld cycle, seen in the

third column, the modal response is a single harmonic as indicated by the circular

phase plot. Similar observations can be seen in the phase plots for the additional

modal responses. The modal forcing for modes 1, 2, and 4 resembles a sinusoidal

waveform, and thus these modes are influenced by the f2 forcing component. The

modal forcing for mode 3 appears to be a DC offset, and thus is attributed to the

normal forcing component f1. Therefore, the contribution of mode 3 to the transverse

velocity response will be insignificant, as seen in Figure 3.8(g). On the other hand,

perhaps the response for mode 3 is more complicated, and other forcing descriptions

may provide some insight. From these results, the f2 forcing component heavily

influences the transverse velocity response, whereas other forcing components have a

negligible effect.
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3.4.1.2 Pure Slip Forcing

To continue analyzing a = 1 in, the transverse velocity response to pure slip forcing

shown in Figure 3.5(b), is similarly broken down into the contribution from the first

four modes, seen in the first column in Figure 3.9. The transverse velocity response

modal contributions to pure slip forcing has the same trends during the weld cycle as

the response to pure stick forcing, seen in the first column of Figure 3.8. These trends

can be summarized as mode 1 is dominant and relatively invariant during the weld

cycle, mode 2 contributes greatly at the beginning and end of the weld cycle, mode 3

is negligible, and mode 4 is relatively insignificant. The magnitude of the transverse

velocity response to pure slip forcing is larger than that for pure stick forcing. The

modal response and modal forcing variation in time to pure slip forcing is analyzed

and illustrated in the second and third columns of Figure 3.9. The variation of the

pure slip modal responses during the weld cycle follows the same trends as the modal

contributions to the transverse velocity response for pure slip forcing during the weld

cycle. Additionally, the modal response phase plots have similar trends as those for

pure stick forcing, seen in the second and third columns of Figure 3.8. The modal

forcing for modes 1, 2, and 4 resembles the square-wave of f2 forcing component,

which contains multiple harmonic components. The multiple harmonic components

input more energy into the dominant modes, which results in the increased transverse

velocity responses as compared to pure stick forcing. Mode 3 is influenced by the f1

normal forcing component as indicated by the DC offset in the modal forcing, and the

f3 longitudinal forcing component as indicated by the impulse-like harmonic waveform

in the modal forcing. Although the f3 forcing component is observed in the modal

forcing, it has a negligible effect on the total transverse velocity response.

3.4.1.3 Partial Slip Forcing

Finally for a = 1 in, the transverse velocity response to partial slip forcing shown

in Figure 3.5(c), is broken down into the contribution from the first four modes to
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the response, seen in the first column of Figure 3.10. The modal contributions to the

transverse velocity response for partial slip forcing has the same trends as those for

pure stick forcing and pure slip forcing, seen in the first column in Figure 3.8 and

Figure 3.9 respectively. The previously summarized trends are mode 1 is dominant

and relatively invariant during the weld cycle, mode 2 contributes greatly at the

beginning and end of the weld cycle, mode 3 is negligible, and mode 4 is relatively

insignificant. The transverse velocity response to partial slip forcing is smaller in

magnitude than the transverse velocity response to pure slip forcing and slightly

smaller to pure stick forcing. The modal response and modal forcing variation in time

to partial slip forcing is analyzed and illustrated in the second and third columns of

Figure 3.10. The variation of the partial slip modal responses during the weld cycle

follows the same trends as the modal contributions to the transverse velocity response

for partial slip forcing during the weld cycle. Additionally, the modal response phase

plots have similar trends as those for pure stick and pure slip forcing, seen in the

second and third columns of Figure 3.8 and Figure 3.9 respectively. The modal

forcing for modes 1, 2, and 4 resemble a clipped sine wave, which reinforces that the

f2 forcing component influences the responses of modes 1, 2, and 4. The f2 forcing

component for partial slip forcing contains higher-frequency harmonics, however, they

have little impact on the magnitude of the transverse velocity response. This is likely

due to choosing a less aggressive maxF, seen in Table 3.4, which is very close to

the unclipped waveform amplitude. The resultant higher-order harmonics in the

modal forcing are small in amplitude and do not greatly affect the transverse velocity

response amplitude. The modal forcing for mode 3 contains a DC offset without

a harmonic component, which is in agreement with the findings that this mode is

influenced by the f1 and f3 forcing component.

From this analysis, the variation in the transverse velocity response amplitude with

time is due to the moving line load cutting modes on and off during an entire weld

cycle. For the height of a = 1 in, the dominant mode remains mode 1 for the entire

weld cycle, however, mode 2 significantly impacts the transverse velocity response at
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the beginning and end of the weld cycle. The trends of the modal contributions to

the transverse velocity response do not change with the different forcing models. The

dominant resonant interaction with the first mode could conceal the effects of the

forcing models on the response, and hide the higher-order harmonics in pure slip and

partial slip forcing.

3.4.2 Selective Time Traces at a = 2 in

Therefore, the next height to be investigated is a = 2 in because there are no

resonances of the substrate with the excitation frequency, seen in Table 3.3.

3.4.2.1 Pure Stick Forcing

The transverse velocity response to pure stick forcing, shown in Figure 3.6(a),

is broken down into the contribution from the first four modes, which can be seen

in the first column of Figure 3.11. In this case, the transverse velocity response is

dominated by mode 2 and mode 4. Mode 2 is dominant at the beginning and end of

the weld cycle because of the torsional mode shape, and mode 4 is dominant at the

middle of the weld cycle. The response from mode 1 is still significant, however, its

contribution has decreased below the contribution of modes 2 and 4. The decrease in

the contribution from mode 1 as the height was increased from a = 1 in to a = 2 in

resulted from the shift down in the natural frequencies. The contribution of mode 3

to the transverse velocity response remains negligible. The wave-like variation in the

tranverse velocity response, seen in Figure 3.7(a), is caused by modes 2 and 4 cutting

on and off during the weld cycle. The switching in dominant mode during the weld

cycle at a = 2 in shows a change in dynamics from a = 1 in, where the dominant mode

remains the same during the entire weld cycle. The modal response and modal forcing

variation in time to pure stick forcing is analyzed and illustrated in the second and

third columns in Figure 3.11. The variation of the pure stick modal responses during

the weld cycle follows the same trends as the modal contributions to the transverse
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velocity response during the weld cycle for pure stick forcing. The phase plots for

the modal responses show that at t = 0 s, seen in the second column, the response

contains multiple harmonics due to the decaying transients. By the middle of the

weld cycle, seen in the third column, the transients have been damped out and the

response for modes 1 and 4 are single frequency, as indicated by the circular phase

plots. Similar to a = 1 in, the pure stick f2 forcing component influences modes 1, 2,

and 4, and the f1 forcing component influences mode 3.

3.4.2.2 Pure Slip Forcing

Continuing with the analysis of a = 2 in, the transverse velocity response to

pure slip forcing, shown in Figure 3.6(b), is broken down into the contribution from

first four modes, which can be seen in the first column in Figure 3.12. The modal

contributions to the transverse velocity response for pure slip forcing has the same

trends during the weld cycle as those for pure stick forcing, seen in the first column

in Figure 3.11. These trends are mode 1 is significant but not dominant, mode 2

is dominant at the beginning and end of the weld cycle, mode 3 is negligible, and

mode 4 is dominant in the middle of the weld cycle. The main difference between

the forcing model results is the transverse velocity response to pure slip forcing is

larger in magnitude than the transverse velocity response to pure stick forcing. The

modal response and modal forcing variation in time to pure slip forcing is analyzed

and illustrated in the second and third columns of Figure 3.12. The variation of the

pure slip modal responses during the weld cycle follows the same trends as the modal

contributions to the transverse velocity response for pure slip forcing during the weld

cycle. The phase plots for pure slip modal responses differ from those for pure stick

forcing, seen in the second and third columns of Figure 3.11. For pure slip, at t = 0

s, the modal responses look similar as to those for pure stick; however, at t = 0.75 s,

the modal response for modes 1 and 4 are not perfectly circular, indicating that the

response contains multiple harmonics. This trend differs from a = 1 in, where the
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resonance of the first natural frequency dominated the response such that the higher-

order harmonics are not observable. The pure slip f2 forcing component influences

modes 1, 2, and 4, and the f1 and f3 forcing components influence mode 3, which is

similar to the results from a = 1 in.

3.4.2.3 Partial Slip Forcing

Finishing up the analysis of a = 2 in, the transverse velocity response to partial

slip forcing, shown in Figure 3.6(c), is broken down into the contribution from the

first four modes and can be seen in Figure 3.13. Once again, the modal contributions

to the transverse velocity response for partial slip forcing has the same trends as those

for pure stick and pure slip forcing, seen in Figure 3.11 and Figure 3.12 respectively.

The trends are mode 1 is significant but not dominant, mode 2 is dominant at the

beginning and end of the weld cycle, mode 3 is negligible, and mode 4 is dominant in

the middle of the weld cycle. The transverse velocity response to partial slip forcing

is smaller in magnitude than the transverse velocity response to pure slip forcing

and slightly smaller to pure stick forcing. The modal response and modal forcing

variation in time to partial slip forcing is analyzed and illustrated in the second and

third columns in Figure 3.13. The variation of the partial slip modal responses during

the weld cycle follows the same trends as the modal contributions to the transverse

velocity response for partial slip forcing during the weld cycle. Additionally, the

modal response phase plots have similar trends as those for pure stick forcing, seen

in the second and third columns of Figure 3.11. Similar a = 1 in, the partial slip

f2 forcing component influences modes 1, 2, and 4, and the f1 forcing component

influences mode 3.

As the height increased from a = 1 in to a = 2 in, the dominant modes of the

response switched from mode 1 to a combination of modes 2 and 4. The variation in

the dominant modes as they cut on and off during the weld cycle results in a wave-like
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variation in the transverse velocity response amplitude at a = 2 in. Similar to a = 1

in, the dominant modes are the same for all forcing models at a = 2 in.

3.4.3 Selective Time Traces at a = 2.5 in

To complete this analysis, the height is further increased to a = 2.5 in where mode

4 becomes resonant.

3.4.3.1 Pure Stick Forcing

The transverse velocity response to pure stick forcing for a = 2.5 in, shown in

Figure 3.7(a), is broken down into the contribution from the first five modes, which be

seen in the first column in Figure 3.14. In this case, the transverse velocity response

is dominated by mode 4. Modes 2 and 5 have a negligible effect on the response,

whereas modes 1 and 3 have a significant but not dominant effect. Therefore, it

appears that there has been some mode switching phenomenon in that the ”order” of

modes 2 and 3 have been reversed from the a = 2 in cases. The dominance of mode

4 explains the change in the tranverse velocity response from a = 2 in to a = 2.5

in. The modal response and modal forcing variation in time to pure stick forcing is

analyzed and illustrated in the second and third columns of Figure 3.14. The variation

of the pure stick modal responses during the weld cycle follows the same trends as the

modal contributions to the transverse velocity response for pure stick forcing during

the weld cycle. Similar to previous heights, the phase plots at t = 0 s indicate that

the response contains multiple harmonics due to transients, but are damped out by

the middle of the weld cycle at t = 0.75 s, resulting in circular phase plots. Due

to the modal switching, the f2 forcing component influences the responses in modes

1, 3, and 4, as indicated by the harmonic waveform of the respective modal forcing.

The modal forcing for modes 3 and 5 contains a DC offset, which indicates that the

normal f1 forcing component influences the response of modes 2 and 5.
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3.4.3.2 Pure Slip Forcing

The transverse velocity response to pure slip forcing, shown in Figure 3.7(b), is

broken down into the contribution from the first five modes, which can be seen in

the first column in Figure 3.15. The modal contributions to the transverse velocity

response for pure slip forcing has the same trends as those for pure stick forcing,

seen in Figure 3.14. Specifically, mode 1 is significant but not dominant, mode 2 is

negligible in the response, mode 3 contributes significantly at the beginning and end

of the weld cycle, mode 4 is dominant but its dominance varies during the entire weld

cycle, and mode 5 is negligible in the response. The magnitude of the transverse

velocity response to pure slip forcing is larger than that for pure stick forcing. The

modal response and modal forcing variation in time to pure slip forcing is analyzed

and illustrated in the second and third columns of Figure 3.15. The variation of the

pure slip modal responses during the weld cycle follows the same trends as the modal

contributions to the transverse velocity response during the weld cycle for pure slip

forcing. The modal response phase plots have similar trends as those for pure stick

forcing, seen in the second and third columns of Figure 3.14. The similarity of the

phase plots at t = 0.75 s is attributed to a resonance dominating the response and

hiding the multiple-harmonics. The modal forcing for modes 1, 3, and 5 are square

waves, which indicates that these modes are influenced by the f2 forcing component.

The modal forcing for mode 2 contains a DC offset with an impulse-like harmonic

waveform indicating that the f1 and f3 forcing components influence the response of

mode 2. The modal forcing for mode 5 only contains a DC offset, which indicates

that the response in mode 5 is influenced by the normal f1 forcing component.

3.4.3.3 Partial Slip Forcing

Finally for a = 2.5 in, transverse velocity response to partial slip forcing, shown

in Figure 3.7(c), is broken down into the contribution from the first five modes and

can be seen in the first column of Figure 3.16. The modal contributions to the
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transverse velocity response for partial slip forcing has the same trends as those for

pure stick and pure slip forcing, seen in the first column of Figure 3.14 and Figure

3.15 respectively. These trends are that mode 1 is significant but not dominant, mode

2 is negligible, mode 3 contributes significantly at the beginning and end of the weld

cycle, mode 4 is dominant but its dominance varies during the entire weld cycle, and

mode 5 is negligible. The transverse velocity response to partial slip forcing is smaller

in magnitude than the transverse velocity response to pure slip forcing and slightly

smaller to pure stick forcing. The modal response and modal forcing variation in time

to partial slip forcing is analyzed and illustrated in the second and third columns of

Figure 3.16. The variation of the partial slip modal responses during the weld cycle

follows the same trends as the modal contributions to the transverse velocity response

during the weld cycle for partial slip forcing. The modal response phase plots have

similar trends as those for pure stick and pure slip forcing, seen in the second and

third columns of Figure 3.14 and Figure 3.15 respectively. The transverse f2 forcing

component is responsible for the responses of modes 1, 3, and 4, which is indicated

by the clipped sine waveform of the respective modal forcing. The modal forcing for

modes 2 and 5 contains a DC offset with no harmonic component because partial slip

forcing does not contain a f3 forcing component.

From these analyses, the transverse velocity response is mainly influenced by the

first four modes. As the height of the substrate is varied, the dominant modes in the

transverse velocity response change. At a = 1 in mode 1 is dominanted, at a = 2 in

modes 2 and 4 are dominant, and at a = 2.5 in mode 4 is dominant. The transverse

velocity response of the substrate varies during a weld cycle due to modes cutting

on and off as the moving line load traverses the substrate length. The f2 forcing

component is largely responsible for the transverse velocity response, while the other

forcing components have a negligible impact. With the current model, the dominant

mode and the shape of transverse velocity response during the weld cycle is sensitive

to the substrate height and the point in the weld cycle, but insensitive to the forcing

model used. We have shown that the transverse velocity response varies greatly
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during a weld cycle, and thus the entire weld cycle must be considered during model

development. To further test the height dependence and effect of a forcing model,

a wider range of heights are investigated in the following section to find potentially

problematic substrate heights, or height-to-width ratios.

3.5 Transverse Velocity Response to Variations in Substrate Height

In the previous section, we demonstrated that for a discrete number of heights,

higher-order modes can become dominant and that the trends in the transverse ve-

locity response were not affected by the forcing model used. In order to be confident

in this conclusion, we simulated the transverse velocity response under the moving

line load (x1 = a, x2 = 0, x3 = z0 + s t), using the same simulation parameters used

in Section 3.3, except a was varied from 0.2 in to 3 in at a step size of 0.1 in. The

maximum and RMS values of the transverse velocity responses beginning from t = 1

ms to ignore high-amplitude transients were determined using MATLAB, and a curve

was generated as a function of height, seen in Figure 3.17. The overall trends in the

transverse velocity response versus height for pure stick, pure slip, and partial slip

forcing are similar. At heights below the critical height-to-width ratio, the maximum

and RMS values of the transverse velocity response are less than those at the critical

height-to width ratio. As the height approaches the critical height-to-width ratio,

the maximum and RMS values of the response increase due to the resonance of the

first mode, seen in Table 3.3. As the height is further increased, the maximum and

RMS velocity response curves increase to a maxima at a height of 1.2 in due to the

resonance of the second mode. This trend has not been demonstrated experimen-

tally, however, the model in [12] predicted the linear weld density, a bonding quality

indicator, to be at a minimum at a height-to-width ratio of 1.2. As the height is fur-

ther increased, the maximum and RMS velocity response curves decrease to a local

minima near a height of 2 in. This is in agreement with the experimental trends seen

in [17] in that bonding could be reinitiated at this substrate height. Furthermore, as
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Figure 3.17. Maximum and RMS of transverse velocity response di-
rectly under forcing model moving line load versus height for substrate
of width b = 1 in, text arrows indicate dominant modes.



64

the height is increased to 2.5 in, another peak in the maximum and RMS velocity re-

sponse curves occur due to a resonance of the fourth mode. As the height passes this

peak, the maximum and RMS velocity response curves decrease in value. Near the

end of the height range in this study, there is a slight increase in maximum and RMS

velocity response curves, which could be caused by resonances of higher-order modes.

The differences in maximum and RMS velocity response curves are attributed to the

transverse velocity response variation in time as modes are cut on and off during the

entire weld cycle.

Although the trends of the transverse velocity response for pure stick, pure slip,

and partial slip forcing with respect to height are similar, there are some differences

between the pure slip and pure stick/partial slip forcing response curves. In analyzing

the causes for these differences, the focus will be on the f2 component in the different

forcing models. In the pure slip response curves, seen in Figure 3.17(b), there are

peaks at heights less than the critical height-to-width ratio, a = 1 in. These peaks

are attributed to the f2 component for pure slip forcing containing multiple harmonic

frequencies. The harmonic frequencies are multiples of the excitation frequency can

become resonant with natural frequencies at heights less than critical height-to-width

ratio because the natural frequencies are greater than the excitation frequency. As

mentioned previously, the magnitude of the response for pure slip forcing is greater

than that for either pure stick or partial slip forcing. This difference in magnitude was

attributed to the f2 component waveform component which resembles a square wave,

as compared to the sine wave and clipped sine wave for pure stick and partial slip

forcing respectively. The square wave waveform results in an increased energy input

into the response which explains the increase in magnitude from pure slip forcing.

The f2 component for partial slip also contains multiple harmonic frequencies due to

the clipped sine waveform; however, the parameters used in this study are such that

very little energy is put into the higher-order harmonic components, and thus there

are no peaks in the response curve at heights less than the critical height-to-width

ratio.



65

The transverse velocity response curves in Figure 3.17 can be thought of as

analagous to a frequency response function plot. Peaks in the maximum and RMS

transverse velocity response curves indicate that at that height, the substrate trans-

verse dynamic compliance is at a maxima. This can be used to infer that at that

height, the differential motion between the foil and substrate will decrease, and thus

bonding degradation will occur. In our current model, we demonstrate that there is

a maxima in the velocity response curves at a height of 1.2 in. This additional prob-

lematic height, or height-to-width ratio, has not been demonstrated in experimental

testing, but has been predicted in a previous model [12]. No experimental studies

have shown the response amplitude past a height of 2in. The peaks at a height of 1.2

in and 2.5 in are caused by the higher-order dominant modes, which indicates that a

single-mode approximation cannot sufficiently describe the dynamics of the substrate

at heights above the critical height-to-width ratio. The current model approximates

the interfacial friction between foil and substrate, and assumes the interfacial friction

waveform is constant. In reality, the waveform is dependent upon the interfacial slip

between foil and substrate, and thus will not be constant. However, the applied line

load contained approximations of the interfacial friction for varying degrees of dif-

ferential motion from pure stick to pure slip, and the general trend of the response

curves remained the same. Therefore, it is likely that these trend predictions are

valid if a linear model is sufficient to describe the dynamics of the substrate during

the UAM process. Additionally, we assumed that coefficient of friction is constant.

As shown in Appendix D, the coefficient of friction, µ, is proportional to the mag-

nitude of substrate response. Thus, the qualitative trends in the response will not

change by increasing or decreasing the coefficient of friction value.

3.5.1 Critical Height-To-Width Ratio At Substrate Width of 0.5 in

The focus of this chapter has been on studying the response of the substrate with

the nominal tape width b = 1 in; however, in [16] additional widths were tested, and
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demonstrated that the critical height-to-width ratio also occurs at a substrate width

of b = 0.5 in. Changing the dimensions of the substrate also changes the natural

frequencies, and thus there should be no resonant interactions with the sonotrode at

the critical height-to-width ratio. Therefore, the physics behind the critical height-

to-width ratio at this substrate width differs from that of the nominal tape width,

a = 1 in. For this reason, a preliminary study was performed to address this concern.

Maximum and RMS transverse velocity response curves were developed using the

same parameters as previous analysis, however, now the width of the substrate is

b = 0.5 in and the height is varied from a = 0.2 in to a = 1.75 in. The results

for these simulations were repeated for the three forcing models and can be seen in

Figure 3.18.

The maximum and RMS values of the transverse velocity response at the critical

height-to-width ratio (in this case at a = 0.5 in) are nominally less than or equal

to the values at all greater heights. Therefore, the bond degradation at the critical

height-to-width ratio occurs due to an increase in dynamic compliance that remains

above this nominal dynamic compliance level for all heights greater than a = 0.5 in.

The model results for a substrate width a = 0.5 in appear to agree with experimental

observations and provide a limited explanation for the critical height-to-width ratio

occurring at a width of 0.5 in as compared to the nominal tape width 1 in.

3.6 Summary

This chapter presents the simulation results of the current UAM model for the

three forcing models to study the resonant interactions between the substrate and

sonotrode. The natural frequencies converge to the natural frequencies of a FE model

in ABAQUS as the span of basis functions increases. At the span of I = 7, K = 5, and

J = 5, the percent difference between the first ten modal frequencies of the Galerkin

approximation and the FE model is less than 3%. As the height increases above the

critical height-to-width ratio, higher-order modes become resonant with the sonotrode
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Figure 3.18. Maximum and RMS of transverse velocity response di-
rectly under forcing model moving line load versus height for substrate
of width b = 0.5 in, text arrows indicate dominant modes.
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excitation frequency. All three forcing model results show a good qualitative match

with experimental results from [17]. During a weld cycle, the moving line load,

i.e. the sonotrode, is traversing the substrate length resulting in modes cutting on

and off, which causes variation in the transverse velocity response of the substrate.

In addition, the dominant mode in the transverse velocity response changes as the

substrate height increases. Using this model, a prediction of problematic heights,

or height-to-width ratios, due to an increase in transverse dynamic compliance of

the substrate was established. Additionally, a limited explanation was provided for

the experimental observations of the critical height-to-width ratio phenomenon for a

substrate width of 0.5 in, as compared to the nominal tape width.
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4. EMBEDDING TRIBOELECTRIC NANOGENERATOR IN METAL MATRIX

VIA UAM

4.1 Introduction

With the advent of drones and unmanned aerial vehicles for military uses, novel

sensors have to be created to fill the requirements of this emerging technology. One

area of promising research is the development of embedded sensors. Embedding a

sensor within a structure reduces potential damage to the sensor and allows for real-

time monitoring of the structure. However, embedding sensors in metal-matrices

poses a challenge due to issues with typical fabrication techniques, but with UAM

the low process temperature allows for direct embedding of sensors without the need

for protective layers around the typically sensitive devices [1, 21]. Previous research

in UAM has embedded fiber optics, fiber Bragg gratings, and PVDF phases in alu-

minum matrices [38, 51–56, 59]. However, these sensor devices are fragile, expensive,

or require specialized equipment to monitor. A sensor technology that has not been

used in UAM is triboelectric nanogenerators (TENGs). TENGs are useful because

they are flexible, robust, inexpensive, easy to manufacture, and have a simple output

measurement.

4.2 Triboelectric Nanogenerator

Triboelectric nanogenerators (TENGs) were first developed in 2012 by [63], and

have a wide variety of uses ranging from energy harvesting to structural health mon-

itoring. TENGS have four basic working modes: 1) vertical-contact separation, 2)

in-plane sliding, 3) single-electrode, and 4) free-standing triboelectric layer [63]. The

following discussion will focus on the mode most suitable for the devices considered

in this work: vertical-contact separation. The basic mechanism behind a vertical-



70

contact separation TENG can be demonstrated using Figure 4.1 (a) as a reference.

The TENG consists of two dielectrics separated by an air gap. On the opposite sur-

face of the dielectrics are conductive electrodes. As one or both of the dielectrics

Dielectric 1

Air Gap

Dielectric 2

Electrode

Electrode

Electrical

Load
x(t)

Glass

Mica

Polyaamind (Nylon 6,6)

Rock salt (NaCl)

Wool

Fur

Silica

Silk

Aluminum

Poly(vinyl alcohol) (PVA)

Poly(vinyl acetate) (PVAc)

Paper

Cotton

Steel

Wood

Amber

Poly(methl methacrylate) (PMMA)

Copper

Silver

Gold

Poly(ethylene terephthalate)(Mylar)

Epoxy Resin

Natural Rubber

Polacrylonitrile (PAN)

Poly(vinylidene chloride) (Saran)

Polystyrene (PS)

Polyethylene (PE)

Polypropylene (PP)

Poly(vinyl chloride)(PVC)

Polytetrafluorethylene (Teflon, PTFE) 

+ 

more 

positive

  more 

negative

-
- - - - - - - - - - - - - - -

  + + + + + + + + + + + + + + +

- - - - - - - - -

  + + + + + + + + +

(a)

(b) (c)

Initial Contact

Secondary  Contact

Figure 4.1. Vertical contact mode triboelectric nanogenerator: (a)
schematic of two dielectric generator, (b) process of contact electrifi-
cation, and (c) triboelectric series that is an amalgamation of several
different series from the literature [64].

are perturbed by external excitation, the dielectric surfaces come into contact pro-

ducing opposite charges through contact electrification [63], seen in Figure 4.1 (b).

Subsequently, the contact surface charges on the dielectrics produce opposite charges

on the electrodes through electrostatic induction [63]. The free charges on the elec-
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trodes can produce a short-circuit current to balance the electrostatic equilibrium or

an open-circuit voltage across the electrodes.

The working materials in TENGs are determined using the “triboelectric series”,

i.e., a list of materials empirically ordered based on their tendency to acquire a posi-

tive or negative charge, seen in Figure 4.1 (c). It is important to note, the underlying

physics behind this chart are still in question. As an example, both polyethylene

and Teflon®(PTFE) are considered nonpolar, meaning they contain no permanently

dipolar molecules, however, they develop strong negative charges upon contact. De-

spite this contradiction, the triboelectric series has been established for 150 years and

forms the basis for determining the material pairings for triboelectric devices devel-

oped to date. Using the series and basic design of vertical-contact seperation, TENGs

can be used as self-powered sensors for detecting external stimuli via the deformation

of the TENG [65,66].

TENGs can be applied to current UAM research to develop a novel proof-of-

concept embedded sensor in a metal-matrix that detects contact or impact of an

external object with the metal-matrix. The development of an embedded sensor

can then be expanded to build a spatially-dependent embedded sensor array. The

remainder of this chapter begins with the development of two single sensor designs

and uses one of the designs to create a sensor array. Following the sensor design, the

sensors are fabricated and then embedded in a metal-matrix using UAM. Then, the

embedded sensors are tested using touch testing for preliminary evaluation of sensors,

solenoid testing for sensor characterization, and drop testing to demonstrate impact

detection.

4.3 Design of TENG-AL3003 Composites

The TENG sensors used in this study are in vertical-contact separation mode. The

cross-section of the TENG is shown in Figure 4.2 (a). The sensors are made from a
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combination of Kapton and ITO/PET (Indium tin oxide/polyethylene terephthalate)

layers, and the metal-matrix is AL3003.

ITO/PETAL3003 Matrix Kapton

-  -  -  -  -  -  -  -  -  -  -  -  -

-  -  -  -  -  -  -  -  -  -  -  -  -
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ITO/PET Aluminum 
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Aluminum 

(Unwelded)
ITO/PET

Figure 4.2. Triboelectric metal-matrix composite: (a) embedded
TENG sensor cross-section with ITO/PET and Kapton dielectric lay-
ers, (b) single sensor channel design, (c) single sensor pocket design,
and (d) pocket design sensor array.

The Kapton layer between the ITO/PET layer and AL3003 matrix is used to

insulate the TENG sensor from the electrically-conductive matrix. The dielectric

surfaces for this design are Kapton for the top part, and ITO/PET for the bottom

part. The electrode for the top part and bottom part of the TENG is the ITO/PET

layers. Thus, the ITO/PET layer acts as both the dielectric and electrode for the

bottom part.

The typical method of embedding components is creating a channel or a pocket

in the substrate, placing the component in the channel/pocket, and then welding a
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foil or metal tape over the channel/pocket. From the embedding methodology, two

general matrix designs were developed: a channel design, and a pocket design.

Seen in Figure 4.2 (b), for the channel design, the individual layers are bonded

to create the channel, and the TENG sensor is placed between built sections. The

channel width is 0.33 in, or a third of the nominal tape width in UAM. The channel

length is 4 in, although the embedded section is only 3 in. The top part of the TENG

is adhered to the embedding foil, and the bottom part of the TENG is adhered to the

substrate. The channel depth is such that there should be an approximate 0.1 mm

gap between the top and bottom parts of the TENG.

In the pocket design, the pocket is created by building two tabs on the baseplate

that are separated by 2 in, then adhering the top part of the TENG to the embedding

tape and the bottom part to the substrate within the pocket, and finally welding the

embedding tape to the tabs. The pocket width is equal to a tape width, 0.9375 in,

and the end tabs have a length of 2 in and a width equal to the tape width. The

pocket depth, or the tab heights, are such that there will be a small gap, on the order

of 0.1 mm, between the top and bottom parts of the TENG. Two prototypes of this

design will be fabricated. The first is a prototype of a single embedded sensor, seen

in Figure 4.2 (c). The second prototype for the pocket design, seen in Figure 4.2 (d),

is a spatially-dependent sensor array. The two pockets are separated by a welded

section of aluminum tapes of width 0.9375 in and length of 6 in. Note that for the

pocket design, the TENG is not fully encapsulated; however, the objective of this

research was to develop a proof-of-concept, and this design is sufficient to illustrate

the concept of a metal structure enclosing a TENG.

4.4 Fabrication of TENG-AL3003 Composites

The TENG sensor components were fabricated in the ADAMS lab. In manufac-

turing the pocket design, a square of dimensions 1.5 in by 1.5 in was cut out of an

ITO/PET sheet of thickness 0.2 mm using a manual paper cutter. After creating
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Figure 4.3. Schematic of complete manufacturing and assembly of
TENG metal-matrix composites using UAM.

the square piece of ITO/PET, the shape outline for the top and bottom parts of the

TENG sensor were traced onto the ITO/PET square using a pen. The shape was

then cut out using scissors, which the cut-outs for the pocket design can be seen in

Figure 4.3.
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Next, the top part of the TENG sensor was wrapped in Kapton tape (thickness of

0.0025 in), and Kapton tape was adhered to the bottom side of the bottom part of the

TENG sensor. The top and bottom parts of the TENG sensor for the pocket design

can be seen in Figure 4.3 after applying the Kapton tape to the cut-outs. Excess

Kapton was trimmed from the cut-outs using scissors and an X-acto knife leaving

about 1/16 in on each side. A similar procedure was repeated for the channel design

TENG sensor parts except the dimensions are different, which can be seen in Figure

4.3.

Once the parts for the embedded TENG sensor were created, the metal-matrix

was built on a Fabrisonic R220 UAM machine, which is a 5kW single transducer UAM

system. This system was calibrated and the sonotrode cleaned using the procedures in

Appendix D and Appendix E, respectively. For the channel design, the channel walls

were built by welding five successive layers of AL3003 tapes, each with thickness of

0.15 mm. The welding parameters used to create the metal-matrix were a compressive

force of 900 lbf, weld speed of 125 ipm, and an amplitude of 16 µm. In creating the

metal-matrix, the bottom part of the TENG sensor was adhered to the substrate

inside the channel walls with Loctite super glue, and the top part of the TENG

sensor was adhered to the bottom surface of the embedding AL3003 tape also with

Loctite super glue. The AL3003 channel design metal-matrix with the bottom part

of the TENG sensor adhered to the substrate can be seen in Figure 4.3.

The super glue was allowed to cure, and then the AL3003 tape with the top part of

the TENG sensor was manual placed over the channel to be centered over the bottom

part of the TENG sensor. Additionally, the tape was centered over the channel

width so that the tape could successfully be bonded to the metal-matrix. The tape

was clamped and then welded to the channel metal-matrix using the aforementioned

welding parameters, except the normal load was decreased to 600 lbf because the

surface area of the welded section of the tape was decreased. The completed build

for the single sensor channel design, named sensor E, is shown in Figure 4.4 (c).
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Figure 4.4. Prototypes of TENG metal-matrix composites: (a) sensor
B, (b) sensors C and D, and (c) sensor E.

The fabrication process for the pocket design metal-matrix began with successive

welding of five layers of AL3003 tape for each tab, using the welding parameters:

a compressive force of 900 lbf, weld speed of 125 ipm, and an amplitude of 16 µm.

After building the pocket design metal-matrix, the bottom part of the TENG sensor is

manually centered and adhered to the baseplate between the tabs, and the top part

of the TENG sensor is manually adhered to the bottom surface of the embedding
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AL3003 tape. The superglue was cured, and then the embedding tape was placed

across the tabs such that top part of the TENG sensor was directly over the bottom

part. The tape was clamped, and then welded to each tab individually using the

aforementioned welding parameters. The completed build of a single sensor pocket

design, named sensor B, is shown in Figure 4.4 (a).

In creating the metal-matrix for the pocket design sensor array, two pockets were

built and separated by a welded section of 5 tape layers of AL3003. The completed

build for the pocket design sensor array, named sensor C and sensor D, can be seen

in Figure 4.4 (b). During the welding process, the top part of the TENG sensor

in sensors C and D became dislodged and was no longer adhered to the embedding

AL3003 tape. Although not intended, this sensor damage during embedding could

demonstrate the robustness of the sensor design.

4.5 Experimental Testing of TENG-AL3003 Composites

After fabrication of the TENG-AL3003 composites, the baseplates were removed

from the Fabrisonic R220 machine to perform various testing. The three testing

methods were: touch testing, solenoid testing, and drop testing. Touch testing was

performed first in which a finger tapped the surface of metal-matrix above the TENG

sensors to evaluate the embedded sensors with a simple-to-perform test. Next, the em-

bedded sensors were characterized using solenoid testing, in which a solenoid actuator

tapped the surface of the metal-matrix above the TENG sensors with various solenoid

voltage amplitudes and actuation frequencies. Finally in drop testing, a golf ball was

dropped onto the metal-matrix above the TENG sensors to evaluate the embedded

sensors impact detection. The open circuit voltage of the TENG sensor was measured

using a Siglent Technologies SDS1202X-E 200 MHz Digital Oscilloscope with a 1 MΩ

impedance probe. The TENG sensors voltage output was not amplified or filtered

by a circuit prior to connecting to the oscilloscope. The oscilloscope recorded the

voltage data and saved it to a USB drive. The data files were then transferred to a
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PC to plot and analyze the data using MATLAB. An estimated signal-to-noise ratio

(SNR) analysis was performed for the sensor results. For touch testing and solenoid

testing, the estimated SNR was the average voltage of the impulse peaks versus the

RMS of the signal between the first and second peaks as the noise. For drop testing,

the estimated SNR was the voltage of the first impulse peak indicating impact versus

the RMS of the signal between the first and second peaks as the noise.

4.5.1 Touch Testing

In touch testing, a finger was used to tap the surface of the metal-matrix above

the TENG sensor. The experimental setup for touch testing is shown in Figure 4.5.

Touch testing was performed for sensor B, the single sensor pocket design, and

can be seen in Figure 4.6(a). The impulse peaks when contact was made, near 1.3 V

in magnitude, are easily distinguishable from the noise. This observation is reinforced

by the estimated SNR in Table 4.1 for sensor B, which is large in magnitude indicating

sensor B is functional.

Touch testing for sensors C and D, the pocket design sensor array, was performed

simultaneously and can be seen in Figure 4.6(b). Sensor C was connected to oscillo-

scope channel 2, and sensor D was connected to channel 1. Both sensors demonstrate

large impulse peaks when respective contact is made. The impulse peaks for sen-

sors C and D are around 0.5 V, which is less than the impulse peaks for sensor B.

This observed difference could be indicative of the top part of the TENG sensor be-

coming dislodged during embedding, or it simply could be due to inaccuracies with

the applied force during touch testing. However, both sensors have relatively large

estimated SNRs, seen in Table 4.1. There is a negligible response in the sensor C

signal when the sensor D signal has an impulse peak. Likewise, there is a negligible

response in the sensor D signal when the sensor C signal has an impulse peak. These

results indicate that the sensors could be used as a spatially-dependent sensor array,

however, further tests would need to be performed. Although the top parts of the
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(a)

(b)

Figure 4.5. Experimental touch test setup: (a) schematic of test
setup and (b) picture of test setup

TENG sensor were dislodged during embedding, both sensors C and D demonstrate

functionality in touch testing.

Table 4.1. Estimated signal-to-noise ratio analysis for touch testing
results from Figure 4.6.

Sensor Average voltage of impulse peaks RMS of noise Ratio

Sensor B 1.296 V 0.0637 V 20.35

Sensor C 0.515 V 0.0158 V 32.59

Sensor D 0.579 V 0.0320 V 18.09

Sensor E 0.029 V 0.0036 V 8.14
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Figure 4.6. Touch testing results: (a) sensor B (pocket design) touch
test response, (b) sensors C and D (pocket design sensor array) touch
test responses, and (c) sensor E (channel design) touch test response.

Touch testing for sensor E, the single sensor channel design, to repeated finger

tapping can be seen in Figure 4.6(c). Sensor E can detect finger tapping, however,

the impulse peaks are around 30 mV. Additionally, the estimated SNR is much lower

than those for sensors B, C and D, seen in Table 4.1. Thus, the channel design appears

to be much less sensitive than the pocket design to applied loads.
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Note that pressing on the surface of the metal-matrix above the TENG sensor

causes the contact of the two dielectric surfaces. This results in a positive spike

followed by a negative spike during recoil. The positive spike dissipates because once

the contact between top and bottom parts is established, the voltage diminishes due

to the finite input resistance of the probe.

4.5.2 Solenoid Testing

For solenoid testing, a solenoid actuator was mounted to an 80/20 frame and the

frame clamped to a table. The embedded TENG sensor was then placed underneath

the plunger, so the plunger could impact the metal-matrix above the center of the

TENG sensor. The experimental setup for solenoid testing can be seen in Figure 4.7.

The solenoid actuation waveform, which was a square-wave, was controlled with an

Arduino and a 30 V power supply. Since the TENG sensors are sensitive to charge,

a plastic cap was attached to the solenoid actuator plunger because the plunger was

metal. The solenoid testing parameters that were used for sensor characterization are

listed in Table 4.2.

Table 4.2. Parameter list for solenoid testing

Parameters Value

Voltage Amplitude 5, 7.5, 10 V

Frequency 1, 2.5, 5 Hz

After reaching the desired solenoid parameters for a test, the oscilloscope recorded

approximately 10 taps of the solenoid plunger for the various actuation frequencies.

Figure 4.8 contains example plots of the experimental results for sensors C, D, and

E, to solenoid actuation at 5 V input amplitude and 1 Hz frequency. Sensor B was

not tested due to its similar response to sensors C and D during touch testing. For

sensors C and D, the impact of the solenoid with the aluminum matrix directly above

the respective sensors is easily distinguishable from noise, seen in Figure 4.8(a) and
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(a)

(b)

Figure 4.7. Experimental solenoid test setup: (a) schematic of test
setup and (b) picture of test setup

Figure 4.8(b). In agreement, sensors C and D have a relatively large estimated SNR,

seen in Table 4.3. The results from sensor E are extremely noisy, seen in Figure 4.8(c).

The RMS noise for sensor E during the solenoid test is much larger in magnitude than

during the touch test, seen in Table 4.3. This increase in RMS noise is attributed to

the solenoid and power supply electromagnetically interacting with the sensor. Based

on touch testing results, the sensor E output voltage is too small to distinguish from

the increased signal noise during solenoid testing.

These tests were repeated using the other solenoid input parameters, listed in

Table 4.2, for sensor characterization to solenoid voltage amplitude and actuation

frequency. The solenoid voltage amplitude was assumed to be proportional to applied

load. The raw data for solenoid testing of sensors C, D, and E can be seen in Appendix
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Figure 4.8. Preliminary solenoid testing results: (a) sensor C (pocket
design) response to 5 V and 1 Hz solenoid actuation, (b) sensor D
(pocket design) response to 5 V and 1 Hz solenoid actuation, and (c)
sensor E (channel design) response to 5 V and 1 Hz solenoid actuation.

C. Seen in Figure 4.9, as the solenoid voltage amplitude increases, i.e. as the force

increases, the output voltage impulse peaks also increase in magnitude for sensors

C and D. The increase in sensor output voltage with respect to solenoid voltage

amplitude appears to be nearly linear, although there is likely some saturation if the

solenoid voltage amplitude was increased further. There is little correlation between

frequency and sensor output voltage, although from Figure 4.9, there does seem to be
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Table 4.3. Estimated signal-to-noise ratio analysis for preliminary
solenoid testing (5 V, 1 Hz) from Figure 4.8.

Sensor Average voltage of impulse peaks RMS of noise Ratio

Sensor C 2.013 V 0.1092 V 18.43

Sensor D 3.424 V 0.1058 V 32.36

Sensor E N/A 0.1342 V N/A
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Figure 4.9. Calibration of the average impulse peaks of the sensor
output voltage to the solenoid input voltage: (a) sensor C and (b)
sensor D.

a decrease in the variance of sensor output voltage as the frequency increases. Overall,

the pocket design sensor output has a nearly linear relationship with solenoid voltage

amplitude, or applied load, and little to no dependence on frequency.
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4.5.3 Drop Testing

In drop testing, a golf ball was dropped from a height of 33 in and impacted with

the surface of the metal-matrix above the TENG sensor. The golf ball was guided

by a plastic tube with a diameter of approximately 2 in. The experimental setup is

shown in Figure 4.10. The experimental drop test results for sensors C, D, and E,

Figure 4.10. Experimental drop test setup

are displayed in Figure 4.11.

For both sensors C and D, there is a large initial impulse peak in the sensor output

voltage as the golf ball impacts the surface of the metal-matrix. The subsequent

impulse peaks are attributed to the golf ball repeatedly bouncing on the surface.

The second impulse peak due to the second bounce is about the same size as the
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Figure 4.11. Drop testing results: (a) sensor C (pocket design) drop
test response, (b) sensor D (pocket design) drop test response, and
(c) sensor E (channel design) drop test response.

impulse peak from the first bounce. This contradictory observation is attributed to

the golf ball impacting the metal-matrix above the sensor in a different spot with each

bounce. Therefore, an analysis of the magnitude of each peak is unlikely to produce

meaningful results. What is interesting is how many bounces the sensors record. The

sensors seems to detect the golf ball bouncing until cessation, which indicates that
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the sensors can detect small applied load. Additionally, both sensors C and D have

large estimated SNRs, seen in Table 4.4.

Table 4.4. Estimated signal-to-noise ratio analysis for drop testing
results from Figure 4.11.

Sensor First impulse voltage RMS of noise Ratio

Sensor C 3.20 V 0.0285 V 112.28

Sensor D 2.64 V 0.0301 V 87.71

Sensor E 0.044 V 0.0033 V 13.33

Because of the low output voltage from sensor E, it is not entirely obvious in Figure

4.11(c) which impulse peak is the impact of the golf ball. However, we assumed that

the golf ball impacts the metal-matrix above the sensor at approximately 6 seconds.

The impact response for sensor E is similar to those for sensors C and D, but at a

much lower voltage. From Table 4.4, Sensor E has an estimated SNR smaller than

sensors C and D. However, the estimated SNR is large enough that this design could

be feasible as an impact sensor if the time of impact is more easily distinguishable.

All drop test results indicate that the embedded TENG sensors can detect impacts,

although the results from sensors C and D indicate that the pocket design is more

reliable in detecting an impact from an external object.

4.6 Summary

TENGs are useful as an embedded sensor because the materials are inexpensive

and flexible, and the sensor output is a simple voltage measurement. Two sensor

designs were developed: a channel design and a pocket design. The TENG sensors

are made of ITO/PET sheets and Kapton tape. The TENG sensors were embedded in

AL3003 metal-matrix using a Fabrisonic R220 UAM machine. Three sensor systems

were fabricated: a single sensor channel design, a single sensor pocket design, and a

pocket design sensor array. The single sensors were used to determine the efficacy of
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the design, and the sensor array was used to demonstrate that a spatially-dependent

array could be created. Testing was performed using touch testing, a solenoid testing,

and drop testing. Implementation of an embedded TENG sensor is easier with the

channel design, but the embedded sensor output voltage is low. The pocket design

requires more work to fully embed the sensor, but the embedded sensor output voltage

is high. Both of the current designs were functional after embedding, however, the

pocket design is more viable for use as an embedded sensor for detecting contact or

impact to the metal-matrix from an external object.
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5. CONCLUDING REMARKS

5.1 Summary

The objectives of this research was to develop a multi-modal model to explore the

effect of the dynamic interaction between the substrate and sonotrode on the sub-

strate modes of vibration during the entire weld cycle, and to develop an inexpensive,

flexible embedded sensor in a metal-matrix via UAM that is capable of detecting con-

tact or impact to the metal-matrix composite. In answering the first objective, a 3-D

dynamic multi-modal model of the substrate during the UAM process was developed

to explore resonant interactions between the substrate and sonotrode. The develop-

ment of the model was broken into two steps, first the free vibration solution of the

substrate was determined through a Galerkin approximation, and second the forced

response due to substrate-sonotrode interaction was determined through modal de-

composition. The interaction between the sonotrode and substrate is described using

three different forcing models, which approximated the interfacial friction between

the foil and substrate induced by sonotrode excitation and compression. After de-

riving the semi-analytical model, the transverse velocity response was simulated for

various heights, or height-to-width ratios, to study the transverse dynamic compli-

ance of the substrate. In studying the model results, a few observations can be made:

the model results qualitatively match with trends in the experimental results; the

dominant mode in the substrate response changes as the height increases; the excited

modes of vibration are cut on and off during a weld cycle as the sonotrode trav-

els across the length of the substrate; and the three forcing models appear to have

little impact on the height and weld cycle trends of the substrate response. With

the knowledge developed from this model, new control schemes could potentially be
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developed, and welding paths could be intelligently planned to minimize problematic

modes of vibration at particular substrate heights.

In addressing the second objective, triboelectric nanogenerators (TENGs) were

embedded in an AL3003 metal-matrix fabricated on a Fabrisonic R220 UAM machine.

Two TENG sensor designs were developed and implemented in single sensor format.

Additionally, one sensor design was implemented in a sensor array. The embedded

sensors detected contact and impact to the surface of the metal-matrix. The experi-

mental results indicate that the sensors could be used to create a spatially-dependent

array. Additionally, the embedded sensors were characterized using a solenoid actu-

ator to contact the surface of the metal-matrix. One sensor design was unsuitable to

solenoid characterization due to low output voltage combined with signal noise in-

duced by the solenoid. However, the other sensor design has a consistent nearly linear

relationship between output voltage and dynamically applied load over a frequency

range of 1-5 Hz. The proof-of-concept composites created in this work could be used

to develop embedded sensors to detect explosive fragmentation or shockwaves. For

example, a spatially-dependent sensor array could be used to determine the relative

location of the detonation.

5.2 Contributions

From this work, several advances in the understanding of substrate-sonotrode

dynamic interactions have been made, as well as the fabrication of a novel smart

metal-matrix composite via UAM. These advances are:

• Higher-order modes cannot be ignored in the development of dynamic models

of the substrate during the UAM process, especially at substrate heights greater

than the critical height-to-width ratio.

• Excitation of multiple modes of vibration during a weld cycle requires consid-

eration of modeling the entire weld cycle.
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• Provided a prediction of problematic substrate heights at a wider range of

height-to-width ratios.

• An explanation was provided, although limited, into the bond degradation seen

at the critical height-to-width ratio for substrate width of 0.5 in.

• Triboelectric nanogenerators are embedded in a metal-matrix via UAM for the

first time .

• Demonstrated the efficacy of TENGs to be utilized as embedded contact or

impact sensors in a metal-matrix.

5.3 Future Work

Although contributions have been made to the understanding of substrate dynam-

ics during a weld cycle, further experimental tests need to be performed to validate

these claims. This could be accomplished through monitoring the substrate response

or measuring the relative velocity of the foil-substrate interface directly underneath

the sonotrode for a wider range of height-to-width ratios during a weld cycle. Cur-

rently, the developed model cannot predict the quality of bonding, just that bonding

is unlikely to occur at certain heights due to an increase in transverse dynamic com-

pliance. In order to characterize bond quality, an energy based model, similar to [11],

should be added. This would require that the slip between the foil and substrate

be directly simulated rather than using an approximation of the interfacial friction

waveform for varying degrees of differential motion. Additionally, a constant coeffi-

cient of friction at the foil-substrate interface is likely not realistic [8, 28]. Replacing

the constant coefficient of friction with one that is dependent upon state or relative

velocity between foil and substrate, similar to [67], will provide a more accurate char-

acterization of the foil-substrate interfacial friction. Additionally, the state-dependent

coefficient of friction could introduce instability in the substrate response, similar to

brake squeal [68, 69], thus providing a more complete explanation of the bond de-
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gration at the critical height-to-width ratio for a substrate width of 0.5 in. Finally,

the forcing was modeled as a moving line load, when in reality the sonotrode would

impose a contact patch, similar to the Hertzian contact patch in [17]. Introducing a

contact patch could allow for additional considerations into uneven stick-slip motion

at the foil-substrate interface. With these changes to the current model and further

experimental validation, the substrate model could be combined with a model of the

welder system, similar to [36] and [37], to create a novel control scheme for the UAM

system.

Although the current embedded TENG sensors are considered a success, further

improvements to the design and testing need to be performed. The two main weak-

nesses are in the fabrication process. The TENG sensors were manufactured using

manual processes such as cutting with scissors. Using an automated process, such as

laser cutting, can improve dimensional accuracy and allow the fabrication of smaller

TENG sensors to fully realize the intended uses. The second weakness is in the fabri-

cation of the metal-matrix. The Fabrisonic R220 UAM machine is a test-bed system

and does not include the substractive processes of the new commercial systems, like

the Fabrisonic SonicLayer® 4000. With a milling step included in the fabrication pro-

cess, fully embedding the pocket sensor design can be completed by milling a pocket

in the baseplate, then placing the sensor in the pocket, and welding a foil directly

over the pocket. Further sensor characterization to directly correlate applied load

to sensor output voltage is needed. From our testing, we know that the sensors are

useful in determining whether contact was made, but with a more thorough charac-

terization the sensors output voltage can be used for measurements rather than just

sensing. With a better sensor characterization, a spatially-dependent sensor array

that can correlate sensor voltage output into a determination of an explosive detona-

tion location can be developed. Additionally, the two objectives could be connected

by utilizing the novel control scheme of the UAM system to mitigate problematic

height-to-width ratios when building a composite.
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A. MODESHAPES

The mode shapes for the model presented herein this document at heights other than

at the critical height-to-width ratio.
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Figure A.1. First six modeshapes of dimension 2.0 in × 1.0 in × 2.5
with natural frequencies: a) f1 = 7182.97 Hz, b) f2 = 11476.17 Hz,
c) f3 = 11611.02 Hz, d) f4 = 25498.50 Hz, e) f5 = 25597.53 Hz, and
f) f6 = 27992.99 Hz
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B. MODEL VALIDATION

The semi-analytical model and the developed MATLAB simulation script is first vali-

dated by approximating a cantilevered Euler-Bernoulli beam with tip excitation. The

solution to a cantilevered Euler-Bernoulli beam is known, and thus our semi-analytical

model can be compared to a system with a known solution. Furthermore, the analyt-

ical convolution solution and Fourier series approximations to the forcing models are

validated by simulating the response using ODE45 in MATLAB. ODE45 allows us

to numerically solve the exact forcing functions without needing to approximate the

forcing with a Fourier series. Using both Euler-Bernoulli approximation validation

and ODE45 validation will provide us with good confidence in our model results.

B.1 Model Approximation of Euler-Bernoulli Beam Response

From [70], the governing equation for transverse vibration of a cantilevered Euler-

Bernoulli beam is

E I
∂4w(x, t)

∂x4
+ ρA

∂2w(x, t)

∂t2
= f(x, t). (B.1)

The assumed solution for the cantilevered beam is

w(x, t) =
∞∑
n=1

Wn(x)Tn(t), (B.2)

where Wn(x) are the mass-normalized modes shapes and Tn(t) are the time-dependent

solution to the modal equation of motion for the nth mode. From [70], the free

vibration solution to Equation (B.1) is

Wn(x) = Cn(cos(βnx)− cosh(βnx))− cos(βnL) + cosh(βnL)

sin(βnL) + sinh(βnL)
(sin(βnx)− sinh(βnx)),

(B.3)
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where L is the length of the beam and the characteristic equation is cos(βL) cosh(βL) =

−1. The mode shapes are mass-normalized to satisfy∫ L

0

ρAW 2
n(x)dx = 1. (B.4)

Because an Euler-Bernoulli beam is 1-D and we are simulating transverse deflection,

the line load for the analytical model from Equation (2.29) becomes

f = (f2ê2)
1

a
δ
(
α− a

a

) 2

b
δ
(
η
) 2

c
δ
(
ζ − 2

c
(z0 −

s

Ω
τ)
)
. (B.5)

B.1.1 Pure Stick Forcing Euler-Bernoulli Beam Approximation

For pure stick forcing, the excitation waveform of f2 is a sinusoid, thus the Euler-

Bernoulli beam solution will be for a pure sine tip excitation. The tip force takes the

form of

f(x, t) = µFpδ(x− L) sin(Ωt) (B.6)

The forced vibration solution using the assumed solution from Equation (B.2) to the

tip force from Equation (B.6) is

Tn(t) =
µFpWn(L)

ωn

(
−Ω sin(ωnt) + ωn sin(Ωt)

ω2
n − Ω2

)
. (B.7)

To approximate the Euler-Bernoulli tip force in our model, the forcing from Equation

(B.5) becomes

f = (µFp sin(τ)ê2)
1

a
δ

(
α− a

a

)
2

b
δ

(
η

)
2

c
δ

(
ζ − 2

c

(
z0 −

s

Ω
τ
))

. (B.8)

Using this definition of the forcing, the response was simulated using the parameters

listed in Table B.1. The velocity response was measured at (α = 1
π
, η = 0, ζ = 0) and

the response for the exact solution and the model approximation can be seen in Figure

B.1. The model response closely matches the response for the exact solution for an

Euler-Bernoulli beam. The response differs due to the slight differences in the natural

frequencies and because there are modes present in the response that are not in an

Euler-Bernoulli beam, i.e. the model is a 3-D parallepiped and the Euler-Bernoulli

beam exact solution is 1-D.
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Table B.1. Parameter list of Euler-Bernoulli beam approximation for
pure stick forcing

Parameters Value

a 20 in

b 1 in

c 1 in

Fp 1000 lbf/in

µ 0.3

Ω 2π × (500) rad/s

λd 0

s 0 in/s

z0 0
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Figure B.1. Pure stick forcing model approximation compared to
exact solution of Euler-Bernoulli beam vibration response.

B.1.2 Pure Slip Forcing Euler-Bernoulli Beam Approximation

For pure slip forcing, the waveform of the excitation is a cosinusoidal in nature.

Therefore, the Euler-Bernoulli beam will be approximated with a pure cosine tip

force. The tip force takes the form of

f(x, t) = µFpδ(x− L) cos(Ωt). (B.9)
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The forced vibration solution to the tip force from Equation (B.9) is

Tn(t) =
µFpWn(L)

ωn

(
ωn(cos(Ωt)− cos(ωnt)

ω2
n − Ω2

)
. (B.10)

Because for pure slip forcing the f2 component is approximated as a Fourier series,

the pure cosine forcing is approximated as a one-term Fourier series. To approximate

the Euler-Bernoulli tip force in our model, the forcing from Equation (B.5) becomes

f = (a2,1 cos(τ)ê2)
1

a
δ

(
α− a

a

)
2

b
δ

(
η

)
2

c
δ

(
ζ − 2

c

(
z0 −

s

Ω
τ
))

, (B.11)

where a2,1 is equal to µFp. Using this definition of the forcing, the response was

simulated using the parameters listed in Table B.2.

Table B.2. Parameter list of Euler-Bernoulli beam approximation for
pure slip forcing

Parameters Value

a 20 in

b 1 in

c 1 in

Fp 1000 lbf/in

µ 0.3

Ω 2π × (500) rad/s

λd 0

s 0

z0 0

The velocity response was measured at (α = 1
π
, η = 0, ζ = 0) and is shown

in Figure (B.2). The velocity response from the model matches well with the exact

solution for the Euler-Bernoulli beam. There is a slight difference in the response

which is attributed to small differences in the natural frequencies, and the model

contains modes that are not in an Euler-Bernoulli beam because the model is 3-D

whereas the Euler-Bernoulli beam exact solution is 1-D.
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Figure B.2. Pure slip forcing model approximation compared to exact
solution of Euler-Bernoulli beam vibration response.

B.1.3 Partial Slip Forcing Euler-Bernoulli Beam Approximation

For partial slip forcing, the excitation waveform is sinusoidal in nature, thus the

Euler-Bernoulli beam solution will be for a pure sine tip excitation. The tip force is

the same as Equation (B.6). The forced vibration solution is the same as Equation

(B.7). Because the partial slip forcing components are approximated as a Fourier

series, the pure sine tip excitation is approximated as a one-term Fourier series. The

maximum frictional force in the pure slip forcing model is set to the amplitude of

the pure sine wave. To approximate the Euler-Bernoulli tip force in our model, the

forcing from Equation (B.5) becomes

f = (b2,1 sin(τ)ê2)
1

a
δ

(
α− a

a

)
2

b
δ

(
η

)
2

c
δ

(
ζ − 2

c

(
z0 −

s

Ω
τ
))

, (B.12)

where b2,1 is equal to µFp. Using this definition of the forcing, the response was sim-

ulated using the parameters listed in Table B.3. The velocity response was measured

at (α = 1
π
, η = 0, ζ = 0) and is shown in Figure (B.3). Qualitatively the model

response looks similar to the exact solution for the Euler-Bernoulli beam. Much like
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Table B.3. Parameter list of Euler-Bernoulli beam approximation for
partial slip forcing

Parameters Value

a 20 in

b 1 in

c 1 in

Fp 1000 lbf/in

µ 0.3

Ω 2π × (500) rad/s

λd 0

s 0

z0 0

maxF 300 lbf/in
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Figure B.3. Partial slip forcing model approximation compared to
exact solution of Euler-Bernoulli beam vibration response.
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pure stick and pure slip forcing, the exact solution response differs slightly from the

model response due to the small differences in natural frequencies and the 3-D model

contains modes not present in the 1-D exact solution of an Euler-Bernoulli beam.

The model and various forcing models can be simplified down to approximate an

Euler-Bernoulli beam vibration response. This validation gives good confidence in

the model and the developed code; however, additional validation is explored.

B.2 Code and Model Validation through ODE45 Comparison

After approximating an Euler-Bernoulli beam vibration response, the model and

code was evaluated by using ODE45 to determine the response. ODE45 was used

to numerically solve Equation (2.27) for the various forcing models with non-zero

parameter values. The Euler-Bernoulli approximation assumed parameter values,

such as s = 0 or z0 = 0, could hide potential errors in the code. Additionally, ODE45

can determine the solution without approximating the forcing using a Fourier series.

Therefore, the objective of ODE45 validation was to ensure there are no errors in

the developed code and verify the validity of the Fourier series approximation to the

forcing model components.

B.2.1 Pure Stick Forcing ODE45 Comparison

To evaluate pure stick forcing response, the parameters used to validate the semi-

analytical convolution response by comparing to the ODE45 response are shown in

Table B.4. Both responses were measured at (α = 1, η = 0, ζ = z0− s
Ω
τ) for the first

1ms of excitation and can be seen in Figure (B.4).

The semi-analytical convolution response and the ODE45 response are effectively

the same. This gives good confidence in the analytical convolution and the respective

code for pure stick forcing.
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Table B.4. ODE45 Parameter list for pure stick forcing

Parameters Value

a 0.5 in

b 1 in

c 2.5 in

Fp 1000 lbf/in

µ 0.3

Ω 2π × (20× 103) rad/s

λd 0.05

s c
1.5

z0
−c
2
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e
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)
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Figure B.4. Semi-analytical convolution response and ODE45 re-
sponse to pure stick forcing using parameters listed in Table B.4.

B.2.2 Pure Slip Forcing ODE45 Comparison

To evaluate pure slip forcing response, the parameters used to validate the semi-

analytical convolution response by comparing to ODE45 response can be seen in
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Table B.5. The convolution response uses a 10-term Fourier series approximation for

the f2 and f3 forcing component seen in Equation (2.33), and both responses were

measured at (α = 1, η = 0, ζ = z0 − s
Ω
τ) for the first 1ms of excitation and plotted

in Figure (B.5). The semi-analytical convolution response and the ODE45 response

Table B.5. ODE45 Parameter list for pure slip forcing

Parameters Value

a 0.5 in

b 1 in

c 2.5 in

Fp 1000 lbf/in

µ 0.3

Ω 2π × (20× 103) rad/s

λd 0.05

s c
1.5

z0
−c
2

Xamp 16µ m

are practically the same. This indicates that the Fourier series approximation for the

pure slip forcing components was valid and the analytical convolution and respective

code has no errors.

B.2.3 Partial Slip Forcing ODE45 Comparison

To evaluate partial slip forcing response, the parameters used to validate the

semi-analytical convolution response by comparing to ODE45 response can be seen

in Table B.6. The convolution response uses a 5-term Fourier series approximation for

the f2 forcing component seen in Equation (2.37), and both responses were simulated

at (α = 1, η = 0, ζ = z0 − s
Ω
τ) for the first 1ms of excitation and can be seen in

Figure (B.6). The semi-analytical convolution response and the ODE45 response
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Figure B.5. Semi-analytical convolution response and ODE45 re-
sponse to pure slip forcing using parameters listed in Table B.5.

Table B.6. ODE45 Parameter list for partial slip forcing

Parameters Value

a 0.5 in

b 1 in

c 2.5 in

Fp 1000 lbf/in

µ 0.3

Ω 2π × (20× 103) rad/s

λd 0.05

s c
1.5

z0
−c
2

maxF 250 lbf/in

are practically the same. This indicates that the Fourier series approximation for the

partial slip forcing components was valid and there are no errors in the analytical

convolution and respective code.
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Figure B.6. Semi-analytical convolution response and ODE45 re-
sponse to partial slip forcing using parameters listed in Table B.6.
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C. RAW EXPERIMENTAL DATA FOR SOLENOID TESTING

The raw data files for solenoid testing for sensors C, D and E can be seen in Figure

C.1, Figure C.2, and Figure C.3. The 5V, 1Hz response plots are missing from the

appendix because they are in the main body in Figure 4.7. The results for sensors C

and D were used to create the calibration curves seen in Figure 4.9.
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Figure C.1. Solenoid testing for sensor C, where the subfigure cap-
tion contains the respective solenoid voltage amplitude and actuation
frequency.
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Figure C.2. Solenoid testing for sensor D, where the subfigure cap-
tion contains the respective solenoid voltage amplitude and actuation
frequency.
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Figure C.3. Solenoid testing for sensor E, where the subfigure cap-
tion contains the respective solenoid voltage amplitude and actuation
frequency.
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D. FRICTION COEFFICIENT RELATIONSHIP WITH SUBSTRATE MODEL

RESPONSE

In the current model, the constant coefficient of friction is assumed to be 0.3, a value

chosen somewhat arbitrarily. The effect of the friction coefficient magnitude on the

substrate response is explored to determine if the value chosen affects the trends with

height and weld cycle. In order to explore this, the response to pure stick forcing is

simulated for three values of µ: 0.3, 0.5, 0.7. The material properties are listed in

Table 3.1, and the simulation parameters are listed in Table 3.4. Similar to previous

simulations, the transverse velocity response under the pure slip moving line load with

the three different values of µ is simulated for a substrate with dimensions a = 0.5

in, b = 1 in, and c = 2.5 in, and can be seen in Figure D.1.

The maximum and RMS of the transverse velocity responses are then compared to

µ in Figure D.2. Based on RMS and maximum values from the responses, the model

response magnitude is proportional to the constant coefficient of friction, and thus

changes to a more accurate coefficient value would not impact the trends in height

and during the weld cycle.
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Figure D.1. The transverse velocity response under the moving line
load for pure stick forcing with different coefficients of friction, µ.
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Figure D.2. Maximum and RMS value of transverse velocity response
of substrate with dimensions a = 0.5 in, b = 1 in, and c = 2.5 in, to
pure stick forcing for various coefficients of friction.
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E. EXPERIMENTAL CALIBRATION OF SONOTRODE VIBRATION

AMPLITUDE

The relationship between controller amplitude percent to sonotrode vibration ampli-

tude is intrinsic to each UAM machine. This relationship does not transfer between

machines, and thus must be performed prior to experimental testing and use. For

our UAM machine, a Fabrisonic R220, the calibration was performed in free-air. Due

to the control system for typical UAM systems, the sonotrode vibration amplitude

should be similar in free-air and under load. The measurements were taken with a

Polytech PSV400 scanning vibrometer. The laser placement on the sonotrode dur-

ing calibration can be seen in Figure E.1, The sonotrode vibration displacement was

recorded for various controller amplitude percents, and the resultant calibration curve

can be seen in Figure E.2. The calibration has a near linear relationship between am-

Figure E.1. Fabrisonc R220 sonotrode, marked by dotted red line,
with red dot on face indicating measurement location for calibration.
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Figure E.2. Sonotrode vibration amplitude versus controller ampli-
tude percent in free air. The line marked ’PU’ is the calibration curved
developed when the Fabrisonic R220 was at Purdue University and
the line marked ’UL’ is when it was at University of Louisville.

plitude and amplitude percent, and the calibration developed at Purdue matches with

a previous calibration.
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F. FABRISONIC R220 SONOTRODE CLEANING PROCEDURE

During the operation of UAM, foil or tape can bond to the sonotrode instead of

the substrate, referred to as nuggeting. In order to remove aluminum nuggets, a

bath of sodium hydroxide, NaOH, solution (20% W/W) is used. The NaOH solution

is poured into a plastic cup, and then the cup is placed directly underneath the

sonotrode. Next, the sonotrode is lowered into the NaOH bath, and the sonotrode is

rotated through the bath for 4 to 8 hours depending on the severity of the nuggeting.

For the previously explained process, the sonotrode cleaning set-up can be seen in

Figure F.1. After the nuggets have been removed through a chemical reaction with

the NaOH solution, the NaOH solution is properly discarded. Then, the sonotrode

is rotated through a water bath for 10 minutes to remove NaOH solution from the

surface of the sonotrode.
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Figure F.1. Sonotrode cleaning set-up on Fabrisonic R220 UAM
machine with sonotrode, plastic cup, and NaOH solution labeled.


