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ABSTRACT

Kasture, Akshay M.S, Purdue University, May 2020. A Power Management
Strategy for a parallel through-the-road plug-in hybrid electric vehicle
using Genetic Algorithm. Major Professor: Peter Meckl, School of Mechanical
Engineering.

With the upsurge of greenhouse gas emissions and rapid depletion of fossil fuels,

the pressure on the transportation industry to develop new vehicles with improved

fuel economy without sacrificing performance is on the rise. Hybrid Electric Vehicles

(HEVs), which employ an internal combustion engine as well as an electric motor as

power sources, are becoming increasingly popular alternatives to traditional engine-

only vehicles. However, the presence of multiple power sources makes HEVs more

complex. A significant task in developing an HEV is designing a power manage-

ment strategy, defined as a control system tasked with the responsibility of efficiently

splitting the power/torque demand from the separate energy sources. Five different

types of power management strategies, which were developed previously, are reviewed

in this work, including dynamic programming, equivalent consumption minimization

strategy, proportional state-of-charge algorithm, regression modeling and long short

term memory modeling. The effects of these power management strategies on the

vehicle performance are studied using a simplified model of the vehicle. This work

also proposes an original power management strategy development using a genetic

algorithm. This power management strategy is compared to dynamic programming

and several similarities and differences are observed in the results of dynamic pro-

gramming and genetic algorithm. For a particular drive cycle, the implementation of

the genetic algorithm strategy on the vehicle model leads to a vehicle speed profile

that almost matches the original speed profile of that drive cycle.
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1. INTRODUCTION

1.1 Introduction

The transportation industry, which involves movement of people, goods and ser-

vices from one location to another, is one of the most critical industry sectors and is

intimately linked with other sectors. Due to technological advancements, all physical

media on earth like water, air and land are utilized in the transportation sector. Con-

sequently, the energy consumption by the transportation sector is among the largest.

In fact, the total energy consumption by the transportation industry in the United

States was roughly 28,253 trillion Btu in 2019 [1]. Figure 1.1 shows the distribution

of the total energy consumption among major industry sectors in the United States

in 2019.

Oil and natural gas are the major types of fossil fuels that power the transporta-

tion industry. There are several advantages of using fossil fuels. Firstly, the energy

contained per unit quantity of fuel is high as compared to the total quantity of fossil

fuels available in the world. Secondly, fossil fuels are cheap due to their abundance

and they are also easy to transport. However, the disadvantages of fossil fuels are

slowly beginning to outweigh their advantages.

Although fossil fuels are abundantly available in the world right now, they are

non-renewable sources of energy; they are going to completely deplete one day. The

rate of fossil fuel consumption is increasing per year because of the higher energy

demand due to advancements in science and technology. Figure 1.2 shows the energy

consumption in the U.S. for different energy sources [1]. It is predicted that oil will

run out by 2052 and natural gas by 2060 [2]. Secondly, burning fossil fuels leads

to emissions of harmful gases which damage the environment. Some of these gases

like carbon monoxide and sulfur dioxide are toxic to humans and animals. Others
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Figure 1.1. Sectorwise energy consumption in the U.S. in 2019 [1].

like greenhouse gases are insidious in nature. While they allow visible light to pass

through them, they block infrared radiation from leaving the earth’s atmosphere, thus

warming the planet. Figure 1.3 shows the increase of earth’s average temperature

since 1980.

Carbon dioxide, methane, nitrous oxide and fluorinated gases constitute the ma-

jority of greenhouse gases. The total greenhouse gas emissions in 2017 were 6457

million metric tons of CO2 equivalent [4]. Figure 1.4 shows how the total greenhouse

gas emissions were distributed among their components.

While greenhouse gases can be generated by a number of sources, burning fossil

fuels for transportation, electricity and heat is the largest source [5]. Figure 1.5 shows

how total greenhouse gas emission was distributed among its sources.
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Figure 1.2. Energy consumption in the U.S. for different energy sources [1].

Figure 1.3. Global surface temperature since 1980 to 2020 [3].

It is evident from Figure 1.5 that the transportation industry generates the largest

amount of greenhouse gases. Greenhouse gas emissions from transportation primarily

come from burning fossil fuel for cars, trucks, ships, trains, and planes. Over 90 per-

cent of the fuel used for transportation is petroleum based, which includes primarily

gasoline and diesel [5].
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Figure 1.4. U.S. greenhouse gas emissions in 2017 [5].

Fortunately, these detrimental effects of greenhouse gas emissions have been re-

alized and research is being conducted to reduce the dependency and usage of fossil

fuels in the transportation industry. A significant component of research is devoted

to developing alternative fuels like biodiesel, bioalcohol, hydrogen and others which

are renewable. Usage of electricity to power vehicles has also gained traction over the

past two decades. Electric vehicles have some major advantages over their fuel-based

counterparts. Predominantly, they are powered by electricity which has less carbon

production associated with it, higher efficiency, and lower greenhouse gas emissions

and toxic gas emissions per kW-h of energy.

Electric vehicles suffer from some well documented disadvantages, though. Cur-

rently, charging stations are not as ubiquitous as gas stations. If an electric vehicle

runs out of charge, there are high chances that the driver will be stuck for a while.

The second major disadvantage of electric vehicles is their short driving range.
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Figure 1.5. U.S. greenhouse gas emissions in 2017 [4].

Hybrid vehicles, which run on both fuel and electricity, combine the best of both

worlds. They have relatively lower carbon footprint and emissions as compared to

fuel-only vehicles due to usage of electricity and in case of emergency situations where

the battery charge is fully depleted, the vehicle can run on fuel.

The hybrid vehicle used for this research project is a 2013 Chevrolet Malibu

retrofitted with an Opel Astra turbo diesel engine of 1.7L capacity which can run

on both bio-diesel and regular diesel fuel. For the electric drivetrain, a 100kW Magna

motor is also installed which is powered by a 16.2 kW-h Li-ion battery pack. This

vehicle was developed for the EcoCAR2 competition in 2014.

The goal of this research was to develop a novel power management strategy

to control the torque split between the energy sources for reducing greenhouse gas

emissions and comparing it with previously developed strategies. The following power

management strategies were studied and compared:

1. Dynamic Programming
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2. Equivalent Consumption Minimization Strategy

3. Proportional State-of-Charge Algorithm

4. Regression Modeling

5. Long Short Term Memory Modeling

6. Genetic Algorithm

1.2 Hybrid Vehicle Architectures

A hybrid vehicle is powered by both an IC engine and an electric motor. The

vehicle can thus operate in different modes based on whether the engine and/or the

motor are propelling the vehicle and their relative proportions of supplied powers.

1. Engine only : The vehicle is powered by the engine only and the electric drive-

train is not involved in any way.

2. Motor only : The vehicle is powered by the electric motor only and the battery

charge is depleted.

3. Combined power : The engine is run at optimal conditions and any extra power

demand is fulfilled by the motor.

4. Regenerative braking : Negative torque is applied to the wheels by the electric

motor which acts as a generator in this mode, thus converting the kinetic energy

of the vehicle into electric energy which is stored in the battery.

The following subsections describe the popular hybrid vehicle architectures avail-

able in industry.

1.2.1 Series Architecture

Figure 1.6 shows the series architecture configuration.
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Figure 1.6. Series architecture for a hybrid electric vehicle [6].

In series architecture, the fuel is the main source of energy. The fuel undergoes

combustion in the internal combustion engine, thus generating mechanical energy.

The mechanical energy is converted into electrical energy by the generator which is

then stored in an energy storage system such as a battery pack. The motor, which is

powered either directly by the generator or by the energy storage system, subsequently

drives the wheels of the hybrid vehicle. The advantage of series architecture is the

ability of the vehicle to operate at optimum points as fuel is the main source of energy

and this simplifies the process of designing a control system for the vehicle. On the flip

side, though, the energy conversion efficiency of this configuration is quite low as the

energy goes through two conversions in series: mechanical to electrical and electrical

to mechanical. Also, the engine, generator, energy storage system and motor have to

be powerful as the motor is the only component that drives the wheels.

1.2.2 Parallel Architecture

Figure 1.7 shows the parallel architecture configuration.
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Figure 1.7. Parallel architecture for a hybrid electric vehicle [6].

As the name suggests, the engine and the motor systems are connected in parallel

to the transmission that drives the wheels. These systems can be coupled with the

transmission using various types of mechanisms like planetary gears, belts and pulleys,

clutches, etc. The motor in this configuration can act as a generator for charging the

energy storage system during conditions of low power demand. Braking is an instance

where the power demand of the vehicle is low. The advantage of parallel architecture

over series is that the motor sizing is smaller as compared to the parallel architecture

as both motor and engine together can power the vehicle. On the other hand, due

to the added complexity in this configuration, the process of designing the control

system becomes more complicated.

1.2.3 Parallel Through-The-Road Architecture

Figure 1.8 shows the parallel through-the-road architecture.
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Figure 1.8. Parallel through-the-road architecture for a hybrid electric vehicle [6].

In the parallel through-the-road architecture, the engine is connected to the front

axle and the motor is connected to the rear axle. The configuration can also be the

other way round, wherein the engine is connected to the rear wheels and the motor is

connected to the front wheels. With respect to the road, however, the energy sources

are connected in parallel. In terms of retrofitting a new energy source to an existing

fuel-only vehicle, this configuration is the easiest to implement. The test vehicle

described in the first section has this configuration.

1.2.4 Other Architectures and Approaches to Hybridization

Apart from the three hybrid vehicle configurations described previously, there are

other complex configurations too. For instance, there is a series-parallel configura-

tion in which the hybrid vehicle can operate in both series mode or parallel mode.

The advantage of this configuration is the ability to optimize the fuel economy and

drivability with respect to the state of the vehicle and requirements of the driver.

Also, some hybrid vehicles are powered by sources other than a fuel-based internal

combustion engine. Some examples of these energy sources are flywheel, compressed

air, hydraulic systems, etc. Due to their ability to provide large amounts of torque,

hydraulic systems are used in heavy-duty vehicles like trucks.



10

1.3 Power Management Strategies

The ratio of the powers supplied by the engine and the motor in an HEV is called

power split. During an HEV’s operation, there are an infinite number of values the

power split can assume. Hence, developing a methodology to find the power split

values that will make the vehicle operate better with respect to fuel efficiency or

exhaust gas emissions is a significant factor in the design process of an HEV. There

are several methodologies to solve this problem, and they are collectively called power

management strategies. Developing these strategies falls within the realm of control

theory.

These power management strategies depend on, among several factors, the archi-

tecture of the vehicle and the mode in which the vehicle is desired to be operated. For

instance, as the battery can be charged from an external source in a plug-in HEV, an

additional dimension exists compared to a normal HEV. Hence, a plug-in HEV can

safely operate in charge-depleting mode, defined as the mode in which the primary

source of power is the battery and where the energy in the battery keeps on depleting

throughout the vehicle trip. In comparison, the battery in a normal HEV can be

charged only through regenerative braking or with the help of the engine. Hence, it

is important to maintain the energy in the battery of a normal HEV. In other words,

a normal HEV is recommended to be operated in a charge-sustaining mode, defined

as the mode in which the energy in the battery at the start of the vehicle trip is the

same as that at the end of the trip.

1.4 Objective of Current Research

There are two different phases into which the objectives of this project are divided.

Phase 1 focuses on model development and was completed by Gupta [6]. Firstly,

the available PHEV was tested on a dynamometer and data was collected from the

dynamometer for developing a mathematical model of the PHEV. Secondly, based on

the collected data, various components of the PHEV such as engine, motor, battery
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and powertrain, were modeled separately as individual components and they were

used collectively to form an integrated model of the vehicle.

Phase 2 focuses on power management strategies and is the primary objective

of this thesis. This phase involves developing a control algorithm for managing the

power demand of the PHEV using a genetic algorithm and testing it on the simplified

vehicle model developed in phase 1.

1.5 Distribution of Thesis Content

This thesis is divided into five chapters.

Chapter 1 provides an introduction to HEVs. It explains the current need of HEVs

followed by a brief overview of the different configurations into which an HEV can be

built. Then, the idea of power management strategies is introduced along with the

objectives of this research project.

Chapter 2 reviews previous approaches to solving the power management problem

of an HEV. After providing a structured classification of previously developed power

management strategies, this chapter explains optimal control, a branch of control

theory which is the cornerstone of the best known power management strategies. Ad-

ditionally, it introduces dynamic programming, whose results are currently considered

as the benchmark for all other power management strategies, and genetic algorithm,

which is used to develop a new power management strategy.

Chapter 3 describes the vehicle which was used for model development, the type

of controller in the vehicle and the testing equipment which was used to collect the

data for model development. This chapter also explains how to use the dynamometer

to collect data and the concept of a drive cycle is introduced.

Chapter 4 develops the simplified model of the vehicle based on data collected from

the dynamometer. This chapter also explains various power management strategies

developed previously, such as dynamic programming, equivalent consumption min-
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imization strategy, proportional state-of-charge algorithm, regression modeling and

long short term memory.

In chapter 5, a new power management strategy is introduced which is based

on genetic algorithms. Genetic algorithms are a class of soft computing techniques

inspired by Darwin’s theory of natural evolution and are a mathematical analog of

natural selection and survival of the fittest. They have been used to solve problems

related to mathematical and combinatorial optimization, and machine learning be-

fore. In this thesis, a genetic algorithm has been used to develop a power management

strategy of a hybrid electric vehicle. It can be inferred that the tools used to develop

this strategy can also be extended to solve any discrete time optimal control prob-

lem using genetic algorithms. The major challenge involved in developing a genetic

algorithm solution method for an optimal control problem is representing the solu-

tion using a data structure that is compatible with the algorithm, and developing

and tuning critical functions based on this data structure that essentially drive the

algorithm. These ideas have been explored in chapter 5.

Chapter 6 concludes the thesis, delineates the original contributions and recom-

mends directions for future research.
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2. LITERATURE REVIEW

This chapter reviews important literature related to the work in this thesis. The

first section classifies various power management strategies that are currently avail-

able. The second section discusses optimal control. The third section is dedicated

to dynamic programming and the last section describes genetic algorithm, which is a

stochastic global search and metaheuristic optimization technique.

2.1 Classification of Power Management Control Strategies

Developing a control algorithm for the power management of an HEV is an optimal

control problem, which will be discussed in the next section. Based on the theory of

optimal control in general and particular research related to the power management

problem of an HEV, the following classification of the various power management

control strategies is proposed [7].

Numerical Global Optimization: These methods assume knowledge of the entire

drive cycle of the vehicle is known a priori. Thus, the controller developed using

this technique is non-causal because the torque split output at a particular time

depends on the current as well as the future values of the variables associated with the

drive cycle. As the future profile of the drive cycle cannot be accurately predicted,

this controller is not implementable in a real HEV. Additionally, this controller is

computationally very intensive. However, the controller output is optimal in nature as

it optimizes the objective (fuel consumption or exhaust emissions) over the entire drive

cycle. Thus, the behavior of this type of controller sets a benchmark against which

the real-time implementable controllers can be developed. Deterministic Dynamic

Programming (DP) [8–11] and Genetic Algorithm (GA) [12] fall under this category.
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Numerical Local Optimization: These techniques also attempt to optimize an

objective for solving the power management problem. However, unlike the global

optimization methods, these techniques do not assume prior knowledge of the en-

tire drive cycle but they predict the drive cycle over a shorter horizon and perform

optimization over that horizon. Stochastic Dynamic Programming [13] [14] [15] and

Model Predictive Control [16] [17] fall under this category. In Stochastic Dynamic

Programming, the drive cycle is modeled as a Markov Decision Process and thus a

transition matrix is associated with it which models the probability distribution of

the future drive cycle profile based on the current and past values. This matrix is de-

veloped by performing maximum likelihood estimation over several available standard

drive cycles. Thus, the result of this controller is not optimal for every drive cycle

but is optimal in an average sense of the several drive cycles involved in developing

the probability model of the drive cycle. Like the previous one, this controller is also

computationally intensive.

Analytical Optimization: Solving an optimal control problem depends primarily

on the nature of the objective function to be optimized, which in turn depends on

the complexity of the model. Simpler models can be solved using analytical tech-

niques. However, the model of a typical HEV is too complex to be solved analytically

so numerical techniques are used most of the time. However, if the HEV model is

simplified enough, then analytical techniques like the Pontryagrin’s Minimum Prin-

ciple (PMP) [18] [19] [20] [21] [22] can be employed to develop a torque split control

law. These analytical techniques are computationally very efficient compared to the

numerical optimization techniques. The disadvantages of this controller, however,

are the oversimplification of the model and its non-causal nature (these methods also

assume prior knowledge of the entire drive cycle).

Instantaneous Optimization: Equivalent Consumption Minimization Strategy or

ECMS [23] [24] [25] [26] is an example of an instantaneous optimization technique.

The global optimal control problem in this case is converted into a series of local (or

instantaneous) optimization problems. Defining the appropriate local minimization
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objective in order to be as close to the global objective as possible is the critical step

in this technique. The original ECMS cannot be implemented in a real HEV as this

technique requires the drive cycle to be known in advance. However, adaptive ECMS

has been developed [27] [28] which is based on driving pattern recognition which

recognizes the type of driving conditions and accordingly changes the definition of

the instantaneous objective function to be minimized.

Heuristic Control : Heuristic techniques do not use optimization techniques to find

the control law but use a set of rules and algorithms based on calculated intuition and

substantial testing. A popular heuristic control development technique is using the

results of dynamic programming, which are considered to be ideal, to extract rules

which can then be used to predict the torque split in real time as a function of the

external inputs and the vehicle states. The advantage of some of these techniques

is that they can be implemented in real time. The disadvantage is that the results

of these rule-based techniques are sub optimal in nature as they aren’t based on

a formal optimization procedure. Regression analysis performed by Gupta [6] and

LSTM model developed by Sun [29] are examples of heuristic strategies.

In this thesis, DP (Numerical Global Optimization), ECMS (Instantaneous Op-

timization), Proportional SOC (Heuristic Control), regression (Heuristic Control),

Recurrent Neural Network (Heuristic) and GA (Numerical Global Optimization) tech-

niques are discussed and compared. The rest of this section is dedicated to introducing

the key mathematical concepts behind this thesis.

2.2 Dynamic Programming

Dynamic Programming is a numerical method for solving those optimization prob-

lems that can be broken down into a series of simpler optimization problems. The

main challenge in solving an optimization problem using dynamic programming is

recasting it into a dynamic programming problem; many times the recasting is not

apparent and significant creativity and engineering insight is required. Dynamic Pro-
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gramming is a popular method for solving an optimal control problem because model

complexity doesn’t hinder its applicability (as long as the computational limitations

are kept in mind). Due to its non-causal nature, however, it cannot be used to develop

a real-time optimal control algorithm.

Dynamic Programming was introduced by Richard Bellman [30] and is based on

Bellman’s Principle of Optimality, which can be worded as follows: ”An optimal

control policy has the property that no matter what the previous decisions (i.e.,

controls) have been, the remaining decisions must constitute an optimal policy with

regard to the state resulting from those previous decisions.” [31]

This means that the optimal path from any of its intermediate steps to the end

corresponds to the terminal part of the entire optimal solution. In principle, dy-

namic programming can be used to solve continuous-time optimal control problems.

However, as computations involved in a digital computer are discrete in nature, the

continuous-time model must be discretized in time, states, and inputs, and the dy-

namic programming technique must be adapted to this discretized space. This can

be done mathematically as follows:

Consider the following discrete-time system:

xk+1 = fk(xk, uk), (2.1)

which states that the future state of a system xk+1 depends on the current state xk,

current control input uk and current time step k. Here, xk ∈ Xk, uk ∈ Uk, and

k = 0, 1, 2, ..., N − 1. The control policy can be written as

π = {u0, u1, ..., uN−1}. (2.2)

Then, the cost or objective of π starting at x0 is given by

Jπ(x0) = LN(xN) +
N−1∑
k=0

Lk(xk, uk(xk)) (2.3)

where Lk is the instantaneous cost function and LN is the final cost. The optimal

cost function minimizes the total cost,

J∗(x0) = min
π
Jπ(x0). (2.4)
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Let the optimal policy be

π∗ = {u∗0, u∗1, ..., u∗N−1}. (2.5)

Thus, the optimal set of control inputs satisfies

Jπ∗(x0) = J∗(x0). (2.6)

It’s prudent to now consider the subproblem of minimizing the cost-to-go from

time i and state xi to time N

Vi = LN(xN) +
N−1∑
k=i

Lk(xk, uk(xk)), (2.7)

where the tail policy {u∗i , u∗i+1, ..., u
∗
N−1} is the last part of the optimal policy π∗. It

can be proved using the theory of mathematical induction that according to Bellman’s

optimality principle, the tail policy is optimal for this subproblem. Combining with

Bellman’s optimality principle, the dynamic programming algorithm starts from the

final step N and moves backwards using the series of policies

u∗k = arg min
uk

(Lk(xk, uk) + Jk+1(xk+1)) (2.8)

where k = N − 1, N − 2, ..., 1, 0. J0(x0) is generated at the last step and is equal to

the optimal cost J∗(x0). Thus, it is possible to determine the optimal control policy

moving backwards from the final state while choosing the path that minimizes the

cost-to-go at each step. This is how dynamic programming breaks down the global

optimization problem into a series of simpler optimization problems and combines the

series of results into the solution of the global problem. In chapter 4, we will show

how this theory can be used to solve the power management problem of an HEV.

2.3 Genetic Algorithm

Genetic algorithms were introduced by John Holland in 1975. A genetic algorithm

is a probabilistic global search technique that is inspired from Charles Darwin’s the-

ory of evolution and is based on the concept of survival of the fittest. A genetic
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algorithm, however, wasn’t originally meant to be an optimization technique and cer-

tainly not a solution method of an optimal control problem. It was David Goldberg

who first used a genetic algorithm to perform global optimization [32]. As a genetic

algorithm does not involve gradient computations, it can be used as an optimization

technique when the objective function is discontinuous, non-linear, stochastic and/or

non-differentiable. Genetic algorithms can also be used to solve problems of mixed

integer programming, where some variables can take only integer values.

It is important to note that a genetic algorithm differs from a classical gradient-

based optimization technique in two ways. A classical algorithm generates a single

point at each iteration and the sequence of points approaches an optimal solution. On

the other hand, a genetic algorithm generates a population of points at each generation

and the best point in the population approaches an optimal solution. Secondly, the

point in the next iteration in a classical algorithm is generated by a deterministic

approach whereas in a genetic algorithm, the population in the next generation is

developed using a stochastic approach.

It is useful to set a standard terminology related to a genetic algorithm in order

to facilitate smooth discussion. Some of the key terms are defined as follows:

Fitness Functions : This is the function to be optimized. For unconstrained opti-

mization problems, this is just the objective function. Solving constrained optimiza-

tion problems is trickier using genetic algorithms as the algorithm doesn’t have the

facility to include any constraints. As a result, the constraints have to be included

in the objective function itself in the form of penalty functions. A typical penalty

function consists of an error function, which is multiplied by a factor which depends

on the severity of the penalty violation. For instance, if we’re attempting to solve the

following constrained minimization problem:

min f(x) (2.9)

subject to the following constraint
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ci(x) ≤ 0,∀i ∈ I. (2.10)

The constraint can be included in the objective function in the form of a penalty

function to generate an unconstrained optimization problem as follows:

min Φk(x) = f(x) + σk
∑
i∈I

g(ci(x)) (2.11)

where

g(ci(x)) = max(0, ci(x))2. (2.12)

In the above set of equations, g(ci(x)) is called the exterior penalty function and

σk are the penalty coefficients. The penalty functions do not need to be L2 norm. L1

norm can also be used and in some cases, using the L1 norm is encouraged because of

its robustness to outliers and the ease of computation. The penalty coefficients do not

need to be constants. They can change during each generation by some predefined

law as well. As there is no physical interpretation of the penalty functions and the

coefficients, appropriately choosing them is a major unsolved challenge in the theory

of mathematical optimization. Currently, these factors are selected on the basis of

engineering intuition along with some trial-and-error experiments.

Individual : An individual is any point in the input space where the fitness function

can be applied. The fitness function’s value for an individual is called its score. An

individual is sometimes called a genome with reference to the biological aspect of

genetic algorithms and the vector entries which define the individual fully are called

its genes. The way the genes identify the particular individual is called its genetic

representation. Some examples of genetic representation are the coordinates of the

point in Euclidean space or its binary representation. Representing the individual in

binary form is a popular method because the crossover and mutation functions can

be easily applied to this representation. The cornerstone of this thesis work is the

unique way the control input was represented in the form of genes and individuals.



20

Population: A population is a set of individuals, represented in the form of an

array. Selecting the number of individuals in a population is a critical factor that

decides the performance of a genetic algorithm. As a rule of thumb, the size of

a population should be at least four times the number of genes used to define an

individual in the population.

Diversity : Diversity of a population is a measure of how the individuals in a

population are spread in the input space. A population has high diversity if its

variance is high. It is important for the population to be diverse during the initial

generations in order to enable a genetic algorithm to cover the entire input space for

performing optimization. In case of low diversity, the algorithm has high chances of

getting stuck in a local minimum, especially when the fitness function contains several

troughs or is difficult to visualize.

Fitness values : The fitness value of an individual is the value of the fitness function

for that individual. If the objective function is to be minimized using a genetic algo-

rithm, the lowest fitness value in a population is considered to be the best. Although

both minimization and maximization can be performed using a genetic algorithm,

minimization is generally recommended because of the nature of the penalty func-

tions.

Parents and children: To create the population in the next generation, a genetic

algorithm selects certain individuals in the current population, called parents, and

uses them to create individuals in the next population, called children. The selection

is performed using a selection function, which selects the individuals with the best

fitness values.

With the basic terminology fully established, we can now talk about how a genetic

algorithm works. The following set of instructions encapsulates a genetic algorithm

[33]:

1. Initialize a population randomly.
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2. Compute the fitness value of each individual in the population. These fitness

values are called raw fitness scores.

3. Create expectation values by scaling the raw fitness scores.

4. Use a selection function to select parents from the current population based on

their expectation values.

5. Produce children from parents by either making random changes to a single

parent (also called mutation) or by combining the genes of a pair of parents

(also called crossover).

6. Replace the current population with the children to form the next population.

7. Repeat steps 2 to 6 until a stopping criterion is met.

The selection function that selects the strongest candidates and makes the other

candidates extinct is analogous to survival of the fittest and the crossover and muta-

tion functions that generate children are analogous to the actual chromosomal pro-

cesses that occur in genes. Thus, with each generation, the population is said to

evolve towards an optimal solution.

The following is a discussion of the various types of functions used in a genetic

algorithm [34].

Selection function: A selection function decides how a genetic algorithm chooses

parents for producing children for the next generation. The following are some stan-

dard types of selection functions that are commonly used:

1. In stochastic uniform selection, a line consisting of sections that correspond to

each parent is developed in which the length of every section is proportional

to the expectation value of the parent to which that section is assigned. The

algorithm is traversed with steps of equal size along this line and a parent is

allocated at each step from the section it lands on.
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2. Remainder selection assigns parents in a deterministic way from the integer

part of each individual’s scaled value and then uses roulette selection on the

remaining fractional part. For example, if the scaled value of an individual is

2.3, that individual is listed twice as a parent because the integer part is 2. After

parents have been assigned according to the integer parts of the scaled values,

the rest of the parents are chosen in a stochastic fashion. The probability that

a parent is chosen in this step is proportional to the fractional part of its scaled

value.

3. Uniform selection chooses parents using the expectations and number of parents.

Uniform selection is useful for debugging and testing, but is not a very effective

search strategy.

4. Roulette selection chooses parents by simulating a roulette wheel, in which the

area of the section of the wheel corresponding to an individual is proportional

to the individual’s expectation. The algorithm uses a random number to select

one of the sections with a probability proportional to its area.

5. Tournament selection is one of the most popular selection functions. In tour-

nament selection, K/L competitions take place in one tournament where L is

the number of chromosomes or participants in one competition. In each com-

petition, L chromosomes are chosen at random without replacement from the

population, their fitness values are evaluated and the chromosome with the

lowest fitness value is declared as the winner and chosen as a parent. One chro-

mosome can participate in only one competition in a tournament. Thus, K/L

parents are generated after one tournament. L number of tournaments are con-

ducted independently on this population to generate K parents. Some parents

exist more than once in a parent pool, which indicates that those parents have

lower fitness values than others and will contribute more genes for reproducing

children.
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Crossover function: A crossover function combines two parents to form a child of

the next generation. In a genetic algorithm, a majority of the children are generated

using crossover functions. There are several standard crossover functions, which are

described below:

1. The uniform crossover function creates a random binary vector and selects the

genes where the vector is one from the first parent and the genes where the

vector is zero from the second parent, and combines the genes to form a child.

This will be explained more in chapter 5.

2. In single point crossover, two parents are split into two sections each such that

for both parents, the proportions of the lengths of the two split sections are

random but equal to each other. These split sections of both parents are then

swapped to form two children.

3. The two point crossover is a more general case of the single point crossover.

In two point crossover, two parents are split into three sections each such that

for both parents, the proportions of the lengths of the three split sections are

random but equal to each other. Two children are then formed by joining two

sections of one parent with one section of the other parent without changing

the order of the sections.

4. Intermediate crossover function creates children by taking a weighted average

of the parents.

Mutation function: A mutation function specifies how the genetic algorithm makes

small changes randomly in the individuals in the population to create mutation chil-

dren. Mutation leads to genetic diversity and helps the genetic algorithm to cover

the entire input space. The following are some types of mutation functions:

1. The Gaussian mutation function adds a random number drawn from a Gaussian

distribution with mean 0 to each entry of the parent vector.
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2. In uniform mutation, the algorithm first selects a fraction of the vector entries

of an individual for mutation, where each entry has a specific probability of

being mutated. The algorithm then replaces each selected entry by a random

number selected uniformly from the range for that entry.

3. Adaptive feasible mutation function randomly generates directions that are

adaptive with respect to the last successful or unsuccessful generation. The

mutation chooses a direction and step length that satisfy bounds and linear

constraints.

Stopping criterion: As genetic algorithm was originally intended to be a global

search method and not an optimization technique, genetic algorithm has no way of

knowing whether it has reached the optimal solution. Thus, even though a genetic

algorithm might have found the optimal solution, it will continue to run forever if

it’s left unchecked. Hence, a manual stopping criterion must be set to terminate

the algorithm. The criterion must be such that computational power isn’t wasted

after it has found the optimal solution but computations should not be terminated

prematurely, which otherwise would result in solutions that are far from optimal. The

following are some common types of stopping criteria for a genetic algorithm:

1. The algorithm stops after a fixed number of iterations or generations.

2. The algorithm stops after running for some fixed amount of time.

3. The algorithm stops when the value of the fitness function for the best point in

the current population is less than or equal to a certain value, called the fitness

limit.

4. The algorithm stops when the average relative change in the fitness function

value over a certain fixed number of generations, called stall generations, is less

than a certain value called the function tolerance.
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3. SYSTEM ARCHITECTURE

This chapter describes the characteristics of the actual vehicle whose development

started the project of the hybrid electric vehicle at Purdue University’s School of

Mechanical Engineering.

3.1 Vehicle Platform

A 2013 Chevrolet Malibu provided by Purdue University’s EcoCAR2 team is

used as a vehicle platform. This section describes the specifications of the car. While

2016 was the year the hybrid version of the Chevrolet Malibu was first introduced,

Purdue’s EcoCAR2 team had manually hybridized the 2013 version for the EcoCAR2

competition.

The original Chevrolet Malibu had a 2.4L gasoline engine with a start-stop ca-

pability. This gasoline engine was swapped by Purdue’s EcoCAR2 team with a 1.7L

diesel engine, which uses 20 percent biodiesel and 80 percent diesel. A 100kW Magna

motor is coupled to the rear wheels for the electric drivetrain, which is powered by a

288V DC Energy Storage System. This storage system consists of a DC-DC converter

to supply auxiliary devices during the electric-only mode of operation. The plug-in

configuration is provided to the vehicle by a Brusa Charger, which charges the Energy

Storage System. Figure 3.1 is a schematic diagram of the vehicle platform [6].

As shown in the figure, the vehicle is powered by two drivetrains. The details of

the front drivetrain are as follows:

1. IC Engine: 4-cylinder in-line diesel engine of 1.7L displacement with EGR and

turbocharger. Rating of 96kW at 2500 RPM. This engine was originally used

in an Opel Astra.

2. Fuel system: Common rail fuel system from Denso [35].
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Figure 3.1. Architecture of the parallel-through-the-road hybrid electric vehicle [6].

3. Transmission: Hydra-Matic 6T40 6-speed automatic transmission from General

Motors.

4. Fuel storage: 10 gallon capacity tank

5. After-treatment: Under-floor Diesel Oxidation Catalyst (DOC), Diesel Partic-

ulate Filter (DPF), Urea Selective Catalytic Reduction (SCR), Onboard Diesel

Exhaust Fluid (DEF) storage and delivery

The details of the rear drivetrain are as follows:

1. Electric motor: 100kW Magna motor

2. Transmission: Fixed gear transmission integral to motor

3. Energy storage system: 16.2 kWh A123 Li-ion battery with 6S15P3 configura-

tion

3.2 Supervisory Controller

The MicroAutoBox II, which was donated by dSPACE, is used as the supervisory

vehicle controller, which controls the different power sources and actuators in the
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vehicle platform. MicroAutoBox II is a real-time system for performing fast function

prototyping. Similar to an Electronic Control Unit, it operates without user inter-

vention. The processor used in the controller is an IBM PPC 750 FL, with clock

speed of 900 MHz. Additionally, it has a 16 MB main memory, 6 MB memory only

meant for communication between the controller and a personal computer, and a 16

MB nonvolatile flash memory. The CAN interface (discussed in the next section) has

4 channels and all are used in this vehicle platform. Furthermore, the controller has

32 16-bit analog input channels, 8 16-bit analog output channels, 24 digital input

channels and 24 digital output channels. The controller operates at 12 V provided

by the vehicle’s battery and appropriate overvoltage, overcurrent and short circuit

protections have been provided for uninterrupted operation.

3.3 Controller Area Network (CAN)

The Controller Area Network (CAN) is a serial communication bus designed for

robust and flexible performance in harsh environments, and particularly for industrial

and automotive applications [36].

The CAN bus was invented by Bosch and officially released in 1986 at the Society

of Automotive Engineers conference in Detroit, Michigan. The major advantage of

CAN is reduction of cable wiring due to its presence in the vehicle. As a result, the

electronic control units inside a vehicle can communicate with each other using only

a single pair of wires in theory. Low cost, centralization, robustness, efficiency and

flexibility are some other advantages of using a CAN bus in a vehicle.

The original Chevrolet Malibu 2013 used as the vehicle platform contained only

one CAN bus. In the present car, however, there are four CAN channels and they

are as follows:

1. Engine CAN: In the vehicle platform, the engine is operated by the engine CAN

bus and signals from the vehicle CAN are added to it by the MicroAutoBox

controller.



28

2. Vehicle CAN: All the other systems of the vehicle platform are connected to

the vehicle CAN bus. When the engine is running, the engine CAN and the

vehicle CAN are joined together. When the motor is running and the engine is

not, the MicroAutoBox controller fakes the required engine signals for letting

the vehicle have the impression that the engine is running and the vehicle is in

neutral. The vehicle CAN bus is connected to the after-treatment controller.

3. Motor CAN: The electric motor is operated by the motor CAN bus.

4. Battery CAN: There is a separate CAN bus for the battery. This bus also has

the BRUSA battery charger connected to it.

3.4 Drive Cycles

A drive cycle is a time series that represents the speed of a vehicle. There are

several drive cycles that depict different driving situations. For example, the Urban

Dynamometer Driving Schedule (UDDS) drive cycle in Figure 3.2 [37] simulates urban

driving conditions whereas the Highway Fuel Economy Test (HWFET) drive cycle

in Figure 3.3 [38] simulates highway driving conditions. Drive cycles are used to

analyze the performance of vehicles with respect to fuel consumption and exhaust

gas emissions.

In the current work, the UDDS and the HWFET drive cycles have been used for

testing and evaluating the performance of the genetic algorithm power management

strategy. Some strategies like regression and LSTM network require several drive

cycles for their development which have been mentioned in [6] and [29]. The data

points for all drive cycles are available at [39].

In this chapter, we reviewed the vehicle platform, the supervisory controller and

the CAN channels used in the vehicle and the concept of a drive cycle.
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Figure 3.2. Speed profile of a vehicle for the Urban Dynamometer Driving Schedule

drive cycle [37].

Figure 3.3. Speed profile of a vehicle for the Highway Fuel Economy Test drive

cycle [38].
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4. PREVIOUSLY DEVELOPED POWER MANAGEMENT STRATEGIES

The purpose of this chapter is to introduce the mathematical model of the vehicle

and previously developed power management strategies tested on this model. The

vehicle model was developed by Gupta [6]. The dynamic programming (DP) strategy

was borrowed from an open-source DP function [40]. The Equivalent Consumption

Minimization Strategy was developed by Paganelli [23]. The regression model and

pSOC model were developed by Gupta [6]. The LSTM model was developed by

Sun [29].

4.1 Simplified Model

A mathematical model of the vehicle relates the input variables associated with

the vehicle with its output variables using several equations that depict the vehicle

dynamics. Based on the variables considered as inputs (and outputs), there are two

types of vehicle models.

In the forward facing model, the torque delivered by the powertrain is an input to

the model and the vehicle velocity is the output. In other words, the vehicle velocity

is a result of the powertrain torque. To control the vehicle velocity, the actual velocity

of the vehicle can be compared with the desired velocity using a negative feedback

loop and a PID controller can be implemented. This model is called forward facing

because it is in accordance with the principle that an effect (vehicle velocity) cannot

occur before its cause (powertrain torque). Implementing the control system with

the forward facing model requires finding solutions of differential equations and for

complicated vehicle models, the process is computationally intensive.

In contrast, the vehicle velocity is the input in a backward facing model and the

powertrain torque is the output. With reference to the causality in a vehicle, it means
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that we know the vehicle speed in advance and we hope that it will be matched by

the real vehicle. And based on the vehicle dynamics, we calculate the torque to be

delivered by the powertrains. In terms of computational cost and simplicity, the

backward facing model triumphs over the forward facing model.

The total tractive force Ftract required at the wheels of the vehicle can be consid-

ered to be the sum of the road load force Fload and the inertial force Finertia of the

vehicle,

Ftract = Fload + Finertia. (4.1)

The load force is given by

Fload = A+Bv + Cv2, (4.2)

where the values of the loss coefficients A, B and C are taken from the EPA dy-

namometer testing data [41]. The inertial force is given by Newton’s first law of

motion,

Finertia = Mveh
dv

dt
, (4.3)

where Mveh is the total mass of the vehicle excluding the wheel and the gear box

inertia. The angular velocity of a wheel of the vehicle is given by

ωw =
v

rw
, (4.4)

where rw is the radius of the wheel. The angular velocity of the engine differential is

given by

ωed = Xedωw, (4.5)

where Xed is the engine differential gear ratio. The angular velocity of the engine is

given by

ωe = Xgωed, (4.6)

where Xg is the transmission gear ratio. The angular velocity of the motor differential

is given by

ωmd = Xmdωw (4.7)
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where Xmd is the motor differential ratio. As there is a direct coupling between the

motor and the motor differential, their velocities are equal. The total wheel torque

required at the wheels is given by

τv =
Ftract
rw

. (4.8)

The ratio between the motor torque at the wheels τmv and the total torque at the

wheels τv is called the torque split,

split =
τmv
τv
. (4.9)

The split can assume values between -1 and 1. The mode of operation of the

HEV depends on the split value. A split value of 0 means that the vehicle is powered

purely by the engine and a split value of 1 means that the vehicle is powered purely

by the motor. Any value between 0 and 1 means that the vehicle is powered by both

sources and the mode is called blended mode. A value between -1 and 0 means that

the torque provided by the engine is more than what is required by the vehicle and

the rest of the torque is used to charge the battery via the motor which acts like a

generator. When all the torque provided by the engine is used to charge the battery,

the split value is -1.

The split value is thus a free factor and as long as the total torque requirement

is met by the vehicle dynamics, the split value can assume infinitely many values

between -1 and 1. The goal of any power management strategy in this backward

facing model is attempting to find the time series of the split value that will minimize

an objective function based on the vehicle model. This concept is further explored in

subsequent sections.

The values of the motor and engine torques are given by

τm =
τmv
Xmd

(4.10)

τe =
τev

XedXg

. (4.11)
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Following are the constraints on the torques associated with the vehicle,

min(τm) ≤ τm ≤ max(τm) (4.12)

min(τm),max(τm) = f1(ωm) (4.13)

0 ≤ τe ≤ max(τe) (4.14)

max(τe) = f2(ωe, Ng). (4.15)

The transmission used in the real vehicle is GM 6T40 from General Motors. Its

transmission shift map is shown in Figure 4.1 and is used to calculate the gear number

Ng. For GM 6T40, Xg can take 6 values depending on the driving conditions. From

these 6 values, Ng decides what value Xg should take for the driving conditions at

that instant. In other words, all possible values of Xg can be considered as a vector of

length 6 and Ng is the index which is used to pick a particular value of Xg from this

vector. The transmission map shows the variation of the accelerator pedal position as

functions of transmission output speed for various gear shifts. In mathematical terms,

these plots for different gear shifts are available as vectors with each vector consisting

of different transmission output speeds recorded at equal intervals of accelerator pedal

position.

It is assumed here that the shift in gear or the change in gear number is instan-

taneous and occurs at the end of each time step. The accelerator pedal position is

calculated using the engine power at each time step and using the current gear num-

ber, the transmission output speed is estimated. The gear number of the next time

step being unknown, the engine speeds for the up-shift and the down-shift are located

and are compared with the current engine speed. The gear number is incremented if

the current engine speed is greater than the engine speed for up-shift and vice versa.

When the gear output is zero, the engine is assumed to be in the idling mode and the

engine torque and speed are taken as ωe = 810 RPM and τe = 0.

Unless we have the accelerator pedal position, however, the above technique can-

not be used to find the gear number. Figure 4.2 shows the variation of the engine
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Figure 4.1. Gear transmission map for GM 6T40 transmission [6].

power Pe with the accelerator pedal position obtained from dynamometer testing.

The engine power that is used to estimate the accelerator pedal position is given by,

Pe = τeωe. (4.16)

In mathematical terms, this plot is available as a vector consisting of engine power

values recorded at equal intervals of accelerator pedal position. Using the current

value of the engine power, interpolation and extrapolation techniques are then used

to estimate the accelerator pedal position.

Figure 4.3 shows a surface plot that depicts the variation of injected fuel as a

function of the engine speed and the accelerator pedal position. The fuel consumption

can be calculated from the surface fit equation of this plot combined with the curve

fit equation of the accelerator pedal position and the engine power.
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Figure 4.2. Relationship between accelerator pedal position and engine power [6].

The motor current is given by

Im =
τmωm
Vm

(4.17)

where Vm = 300 V is the motor voltage. Due to conversion efficiency between the

battery and the motor being less than 1, a 10 percent power loss is assumed. The

state of charge (SOC) for the next time step can be calculated from the current time

step as follows,

SOCt+1 = SOCt
Ibatt/(NpQcell)

δt
. (4.18)

In the above equation, Np is the number of cells in a battery, Qcell is the capacity of a

single battery, Ibatt is the battery current and δt is the time step. The state of charge

(SOC) is a measure of the total amount of charge in a battery. It’s a dimensionless
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Figure 4.3. Fueling map to predict injected fuel [6].

quantity. An SOC value of 1 means that the battery is fully charged and 0 means

that the battery is fully discharged.

Equation 4.18 is essentially the discrete time model of our vehicle as it resembles

Equation 2.1, which is a general form of a discrete time model. Here, the SOC is

the state x of our vehicle model and the input u is the vehicle speed which, as a

result of the complicated vehicle dynamics explained previously, affects the battery

current Ibatt. Hence, for comparing various power management strategies of an HEV,

comparing the variation of SOC with time is a good strategy.

4.2 Dynamic Programming

As explained in chapter 2, dynamic programming is an optimization technique

that solves a problem by transforming it into a series of simpler subproblems. The

authors of [40] have developed a function in MATLAB that can solve any optimization

problem, in which the time and states are discretized, using dynamic programming.
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Reference [40] itself shows how the function can be used to employ dynamic program-

ming with a couple of examples. The open-source MATLAB function has been used

for obtaining the results of dynamic programming.

Dynamic programming cannot be employed in a vehicle controller as the control

algorithm is not causal in nature. However, dynamic programming serves as a bench-

mark to which other power management controllers can be compared. So studying

the results of dynamic programming is a worthwhile effort.

4.2.1 Implementation

Solving the dynamic programming problem using the open source function pro-

vided in [40] involves two major steps. The first is to discretize and initialize the states

and inputs. As explained in the previous section, the state of charge (SOC) is a state

of our mathematical model of the vehicle and it can take any value between 0 and 100

as SOC is expressed as a percentage of the total battery capacity. So we must specify

the possible values between 0 and 100 which the SOC can take. In the case of the

optimal control problem of power management of a hybrid electric vehicle, the torque

split is the control law as the goal of the optimization problem is finding the torque

split time series that will minimize an objective function. Hence, the torque split must

also be discretized (between -1 and 1). There is a trade-off between computational

efficiency and accuracy in the discretization process. A coarser discretization is more

efficient computationally but might not result in an accurate control law due to the

finitely smaller number of values the states and the inputs can assume. On the other

hand, a finer discretization results in better accuracy due to the larger number of val-

ues the states and the inputs can assume but as the algorithm has to search through

a larger number of values, the computations become more involved. Furthermore,

the initial and final state constraints should also be specified. In our case, we wish to

operate our vehicle in the charge sustaining mode. Hence, the initial and final SOC

should be the same. If we do not provide any constraints on the state of charge, the
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dynamic programming will minimize the greenhouse gas emissions from the fuel by

consuming all charge from the battery. This is essentially the charge-depleting mode.

The dynamic programming function itself doesn’t recognize that the user wants to

employ the charge sustaining mode as the function just performs mathematical com-

putations. The user needs to set the charge sustaining mode by setting the initial

and final SOC values to be equal. All of the above initializations are performed in

the main MATLAB code.

The second major step involves computations so that the objective function is

minimized. A function is developed which takes the model inputs like speed, acceler-

ation and gear number time series and based on the vehicle model developed in the

last section, calculates the objective function. In the charge sustaining mode, we set

the total greenhouse gas emissions as the objective function.

After the initializations are set in the main function, we pass these initial param-

eters and the objective function (as a function handle) to the dpm function and it

calculates the control law to be followed so as to minimize greenhouse gas emissions

over the drive cycle as well as the variation of SOC over the drive cycle.

4.2.2 Results

The results of dynamic programming for the UDDS and the Highway FET drive

cycles are shown in Figure 4.4 to Figure 4.9. For each drive cycle, a total of three

plots are shown which depict the variations of the torque split, the SOC and the total

power over time [29].

The motor energy consumption for the UDDS drive cycle is 2.0490 × 106 J, the

engine energy consumption is 7.5592 × 106 J and the total energy consumption is

9.6082× 106 J.

The motor energy consumption for the HWFET drive cycle is 4.9428× 105 J, the

engine energy consumption is 1.1636 × 107 J and the total energy consumption is

1.2130× 107 J.
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Figure 4.4. Torque split generated by dynamic programming for the Urban

Dynamometer Driving Schedule drive cycle [29].

Figure 4.5. SOC variation generated by dynamic programming for the Urban

Dynamometer Driving Schedule drive cycle [29].
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Figure 4.6. Dynamic programming power required for the Urban Dynamometer

Driving Schedule drive cycle [29].

Figure 4.7. Torque split generated by dynamic programming for the Highway Fuel

Economy Test drive cycle [29].
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Figure 4.8. SOC variation generated by dynamic programming for the Highway Fuel

Economy Test drive cycle [29].

Figure 4.9. Dynamic programming power required for the Highway Fuel Economy

Test drive cycle [29].

The torque split is, in theory, a continuous function of time. In Figure 4.4 and

Figure 4.7, the torque split plots are divided into 3 regions each. The values indicated
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by blue lines are representative of the blended mode, in which the total power is

supplied by both the engine and the motor. The values indicated by red lines are

representative of the regeneration mode in which the total torque demand is negative

and thus is used to charge the battery. In this mode, the engine is idle and the motor

acts as a generator. Lastly, the yellow line represents the charging mode, in which

the torque provided by the vehicle is more than what is required by the vehicle and

the surplus torque is used to charge the battery through the motor which acts as a

generator.

The SOC is also, in theory, a continuous function of time. Figure 4.5 and Figure

4.8 show the SOC variation with time for the UDDS and HWFET drive cycles,

respectively. In both drive cycles, the SOC is maintained over the entire duration

and the maximum deviation of the SOC from the target value of 0.55 does not exceed

0.006. Every drop in an SOC plot indicates that the battery charge is being consumed

for powering the vehicle. The battery charge should be replenished later by either

operating the vehicle in the regeneration mode or in the charging mode, which is

reflected in the SOC plot by a rise in the SOC value.

Like the torque split and the SOC, the required power is also a continuous function

of time. In Figure 4.6 and Figure 4.9, the power plots are divided into 3 regions each.

The values indicated by blue lines represent the total power demand of the vehicle

fulfilled by the motor and the values indicated by red lines represent the total power

demand of the vehicle fulfilled by the engine. The plots are indicative of the fact

that most of the power demand is fulfilled by the engine and any additional power

demand is fulfilled by the motor. This can also be corroborated by the total motor

energy consumption and the total engine energy consumption values for both drive

cycles mentioned previously.
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4.3 Equivalent Consumption Minimization Strategy (ECMS)

While dynamic programming attempts to optimize the torque split for minimizing

an objective function (fuel consumption or net emissions), the Equivalent Consump-

tion Minimization Strategy (ECMS) performs instantaneous optimization. Hence,

the optimization is performed with respect to vehicle features that are measured in

real time like engine torque and motor torque, among others. The following equation

is a general representation of the ECMS strategy,

τ opte , τ optm = arg min Jt. (4.19)

Here, the term Jt is the instantaneous cost and not the cost accumulated over the

time period up to the current time.

4.3.1 Implementation

For power management of a hybrid electric vehicle, there are several choices for

Jt based on the driving mode of the vehicle and/or the goal of the optimization.

The following equation describes a suitable cost function that minimizes the net

greenhouse gas emissions due to the engine and the motor operation,

Jt = GHGWTW,fuel + ζ ∗ pen ∗GHGWTW,electricity (4.20)

GHGWTW,fuel = f(τe, ωe) (4.21)

GHGWTW,electricity = f(τm, ωm), (4.22)

where GHGWTW,fuel and GHGWTW,electricity are the amount of emissions at that par-

ticular time instant due to engine and motor operation, respectively. Reference [6]

describes how these emissions are calculated.

The equivalence factor ζ plays an important role in the ECMS and is used to

convert electrical power into equivalent fuel consumption. ζ is a measure of the

future efficiency of the engine and the energy storage device. A higher value of the
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equivalence factor makes the controller reduce battery usage to power the vehicle as

it implies that using electrical energy will result in higher value of Jt and vice versa.

Since the vehicle is aimed to be operated in the charge sustaining mode, the initial

and final SOC are equal. Hence, the battery discharge that results during lower ζ

should be compensated by recharging the battery using the fuel in the engine during

lower ζ. In this work, ζ is taken to be the same for both charging and discharging

modes.

The equivalence factor ζ is different for different drive cycles. If the drive cycle

is known in advance, ζ can be calculated by a numerical optimization procedure.

The approach used by Gupta [6] for finding ζ for the UDDS drive cycle was running

a Design of Experiments (DOE) with varying equivalence factors and choosing the

value that satisfies the constraint of maintaining the SOC. Based on this DOE, an

equivalence factor of 2.24 was found to maintain the SOC over the UDDS drive cycle.

The penalty function pen depends on the deviation from the target SOC and is

plotted in Figure 4.10 [6].

Figure 4.10. The plot of the penalty function.
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Following is the ECMS algorithm employed to solve the local minimization prob-

lem:

1. Find the maximum and minimum motor torques available at the current motor

speed.

2. Find all the corresponding possible motor and engine torques.

3. For all combinations of motor and engine torques, calculate Jt.

4. Find the combination with the minimum value of Jt that satisfies all vehicle

constraints.

4.3.2 Results

The results of ECMS algorithm for the UDDS and the Highway FET drive cycle

are shown in Figure 4.11 - Figure 4.16. For each drive cycle, a total of three plots

are shown that depict the variations of the torque split, the SOC and the total power

over time [29].

The motor energy consumption for the UDDS drive cycle is 5.3856× 106(J), the

engine energy consumption is 7.8520 × 106(J) and the total energy consumption is

1.3238× 107(J).

The motor energy consumption for the HWFET drive cycle is 3.5721 × 106(J),

the engine energy consumption is 1.1636× 107(J) and the total energy consumption

is 1.2130× 107(J).
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Figure 4.11. Torque split generated by Equivalent Consumption Minimization

Strategy for the Urban Dynamometer Driving Schedule drive cycle [29].

Figure 4.12. SOC variation generated by Equivalent Consumption Minimization

Strategy for the Urban Dynamometer Driving Schedule drive cycle [29].
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Figure 4.13. Equivalent Consumption Minimization Strategy power required for the

Urban Dynamometer Driving Schedule drive cycle [29].

Figure 4.14. Torque split generated by Equivalent Consumption Minimization

Strategy for the Highway Fuel Economy Test drive cycle [29].
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Figure 4.15. SOC variation generated by Equivalent Consumption Minimization

Strategy for the Highway Fuel Economy Test drive cycle [29].

Figure 4.16. Equivalent Consumption Minimization Strategy power required for the

Highway Fuel Economy Test drive cycle [29].

The torque split is, in theory, a continuous function of time. In Figure 4.11

and Figure 4.14, the torque split plots are divided into 3 regions each. The values

indicated by blue lines are representative of the blended mode, in which the total

power is supplied by both the engine and the motor. The values indicated by red
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lines are representative of the regeneration mode in which the total torque demand

is negative and thus is used to charge the battery. In this mode, the engine is idle

and the motor acts as a generator. Lastly, the yellow line represents the charging

mode, in which the torque provided by the vehicle is more than what is required by

the vehicle and the surplus torque is used to charge the battery through the motor

which acts as a generator. As compared to the DP strategy, the number of times the

vehicle operates in the charging mode is higher in the ECMS strategy as indicated

by the higher number of yellow lines.

The SOC is also, in theory, a continuous function of time. Figure 4.12 and Figure

4.15 show the SOC variation with time for the UDDS and HWFET drive cycles,

respectively. These plots show that the ECMS algorithm prefers depleting the battery

state of charge as indicated by the fact that the SOC values hardly rise above the

target value of 0.55 and the final SOC values are less than the initial SOC values for

both drive cycles. Proper tuning of the equivalence factor by more extensive numerical

optimization or DOE will make the vehicle operate as close to the charge-sustaining

mode as possible.

Like the torque split and the SOC, the required power is also a continuous function

of time. In Figure 4.13 and Figure 4.16, the power plots are divided into 3 regions

each. The values indicated by blue lines represent the total power demand of the

vehicle fulfilled by the motor and the values indicated by red lines represent the total

power demand of the vehicle fulfilled by the engine. The plots are indicative of the

fact that most of the power demand is fulfilled by the engine and any additional power

demand is fulfilled by the motor. This can also be corroborated by the total motor

energy consumption and the total engine energy consumption values for both drive

cycles mentioned previously.
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4.4 Proportional State of Charge (pSOC) Algorithm

The proportional State of Charge (pSOC) algorithm [6] is another power manage-

ment strategy. Equations 4.23 and 4.24 encapsulate the pSOC algorithm well,

Split = K(SOCpresent − SOCtarget), (4.23)

K =
1

100(SOCUB − SOCLB)
. (4.24)

The highest value of split (1) is associated with SOCUB and the lowest value of split

(-1) is associated with SOCLB.

The pSOC algorithm shares some characteristics with a feedback control strategy

and the different range of values that SOCpresent can take with respect to SOCtarget,

SOCUB and SOCLB decides the mode of operation of the vehicle. These different

modes of operation are described below:

1. SOCpresent > SOCtarget implies that the vehicle will be powered by the motor.

2. SOCpresent < SOCtarget implies that the battery in the vehicle will be charged

by the engine.

3. SOCpresent < SOCUB implies that the vehicle will operate in electric-motor-only

mode.

4. SOCpresent < SOCLB implies that the vehicle will operate in IC-engine-only

mode.

4.4.1 Results

The results of pSOC algorithm for the UDDS and the Highway FET drive cycle

are shown in Figure 4.17 - Figure 4.22. For each drive cycle, a total of three plots

are shown that depict the variations of the torque split, the SOC and the total power

over time [29].
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The motor energy consumption for the UDDS drive cycle is 1.8109× 106(J), the

engine energy consumption is 7.9455 × 106(J) and the total energy consumption is

9.7474× 106(J).

The motor energy consumption for the HWFET drive cycle is 4.0145 × 105(J),

the engine energy consumption is 1.1703× 107(J) and the total energy consumption

is 1.2104× 107(J).

Figure 4.17. Torque split generated by the proportional SOC algorithm for the

Urban Dynamometer Driving Schedule drive cycle [29].

Figure 4.18. SOC variation generated by the proportional SOC algorithm for the

Urban Dynamometer Driving Schedule drive cycle [29].
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Figure 4.19. The proportional SOC algorithm power required for the Urban

Dynamometer Driving Schedule drive cycle [29].

Figure 4.20. Torque split generated by the proportional SOC algorithm for the

Highway Fuel Economy Test drive cycle [29].
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Figure 4.21. SOC variation generated by the proportional SOC algorithm for the

Highway Fuel Economy Test drive cycle [29].

Figure 4.22. The proportional SOC algorithm power required for the Highway Fuel

Economy Test drive cycle [29].

The torque split is, in theory, a continuous function of time. In Figure 4.17

and Figure 4.20, the torque split plots are divided into 3 regions each. The values

indicated by blue lines are representative of the blended mode, in which the total
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power is supplied by both the engine and the motor. The values indicated by red

lines are representative of the regeneration mode in which the total torque demand

is negative and thus is used to charge the battery. In this model, the engine is idle

and the motor acts as a generator. Lastly, the yellow line represents the charging

mode, in which the torque provided by the vehicle is more than what is required by

the vehicle and the surplus torque is used to charge the battery through the motor

which acts as a generator. With pSOC algorithm, the vehicle never operates in the

charging mode; the battery gets charged through the regeneration mode.

The SOC is also, in theory, a continuous function of time. Figure 4.18 and Fig-

ure 4.21 show the SOC variation with time for the UDDS and HWFET drive cycles,

respectively. Compared with the ECMS algorithm, the pSOC algorithm prefers charg-

ing the battery as indicated by the fact that the SOC values never go below the target

value of 0.55 and the final SOC values are higher than the initial SOC values for both

drive cycles.

Like the torque split and the SOC, the required power is also a continuous function

of time. In Figure 4.19 and Figure 4.22, the power plots are divided into 3 regions

each. The values indicated by blue lines represent the total power demand of the

vehicle fulfilled by the motor and the values indicated by red lines represent the total

power demand of the vehicle fulfilled by the engine. The plots are indicative of the

fact that most of the power demand is fulfilled by the engine and any additional power

demand is fulfilled by the motor. This can also be corroborated by the total motor

energy consumption and the total engine energy consumption values for both drive

cycles mentioned previously.

4.5 Regression Modeling

Regression is a rule-based power management strategy rather than an optimization-

based strategy. As the name suggests, regression modeling involves estimating the

relationship between the input and the output variables associated with the problem
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of power management using data. In the context of this problem, the torque split is

the output variable as we’re trying to estimate it for minimum fuel consumption. The

aforementioned data is generated by running simulations of dynamic programming

for several drive cycles for the charge sustaining mode for reasons explained in the

dynamic programming section. Then, formal regression techniques are applied to find

out the equation of the curve that estimates the relationship between the input and

the output most accurately.

The advantages of regression modeling over traditional optimization techniques

are twofold. Firstly, the regression control algorithm is causal in nature and thus can

be implemented in a real vehicle controller as we do not require the drive cycle of the

vehicle to be known in advance. Secondly, this technique is computationally more

efficient than optimization-based techniques. On the flip side, though, the torque

split results obtained from regression techniques are not as optimal as optimization-

based techniques. The primary reason for the suboptimal nature of regression-based

controllers is that the trend lines are generated over all drive cycles considered in the

obtained data and not just for a particular drive cycle.

4.5.1 Implementation

The feature variables in this regression modeling are the ones that can be measured

and/or estimated by the vehicle’s controller and are listed below.

Before directly applying linear regression on these variables, it’s important to

determine whether we require all of the above listed variables for our analysis or

whether a subset of these variables would give better results. If some of these features

are related to each other, modeling with all features would give us low values of R-

squared due to overfitting and hence is undesirable. Feature selection is a branch

of statistics and machine learning that attempts to reduce the dimensions of a data

set by selecting a subset of the features or transforming the set of features into a

set of features with lower dimensions. Popular methods of feature transformation
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are Principal Component Analysis (PCA), Factor Analysis and Nonnegative Matrix

Factorization. Popular methods of feature selection techniques are regularization and

correlation analysis. The regression modeling performed by Gupta [6] uses correlation

analysis.

Using the data obtained by running dynamic programming simulations on 36 drive

cycles mentioned in [6], a correlation matrix is developed that showcases the degree

of linear relationship between the features mentioned in Table 4.1.

Table 4.1. The correlation coefficients between different observable features in the

vehicle’s controller.

τv τe ωe τm ωm v a SOC Ng

τv 1 0.34 0.37 0.26 0.13 0.13 0.99 -0.01 0.07

τe 0.34 1 0.67 0.20 0.73 0.73 0.20 -0.10 0.66

ωe 0.37 0.67 1 0.27 0.74 0.74 0.39 -0.08 0.72

τm 0.26 0.20 0.27 1 0.25 0.25 0.24 -0.02 0.27

ωm 0.13 0.73 0.74 0.25 1 1 0.02 -0.17 0.96

a 0.13 0.73 0.74 0.25 1 1 0.02 -0.17 0.96

a 0.99 0.20 0.39 0.24 0.02 0.02 1 0.01 -0.02

SOC -0.01 -0.10 -0.08 -0.02 -0.17 -0.17 0.01 1 -0.17

Ng 0.07 0.66 0.72 0.27 0.96 0.96 -0.02 -0.17 1

We can see in Table 4.1 that some features have a very high degree of correlation

and hence not all of those features should be included in our regression analysis.

The features that have a low degree of correlation are relatively independent of each

other as far as linear relationships is concerned and only those features should be

selected for better model performance. Hence, the variables chosen on the basis of

the correlation matrix for the regression model are τv, τe, ωe, τm, v and SOC.

Due to the complex nonlinear relationships between the selected features, a model

that is just linear in the features would have a low R-squared value. Hence, nonlinear
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relationships between the selected features should also be considered in the regres-

sion model. The nonlinear relationships between the features that were used in the

regression model developed by Gupta [6] are listed in Table 4.2.

Table 4.2. The nonlinear terms used in the regression model.

Nonlinear relationship used Symbolic representation

Quadratic X2
i

Cross-quadratic XiXj

Exponential eXi and 1
1+e−Xi

Square root
√
|Xi|

Using a least-squares fit, a relationship between the features and the output

(torque split) was obtained. Due to the large number of linear and non-linear re-

lationships involved, the coefficients of the regression model have been included in

Table 4.3 instead of including the whole equation here.

Table 4.3. Coefficients of all terms used in the regression model.

Variable Coefficient

1 -8619.33

ωe -4007.67

SOC 68.97

τv 480.74

v -1032.45

τe -0.3584

τm -443.66

ωeSOC -2.80

ωeτv -0.489

ωeτm 5.63
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Table 4.3. Coefficients of all terms used in the regression model.

Variable Coefficient

1 -8619.33

SOCτe 3.60

SOCv 0.3273

SOCτm 0.8816

τvv 2.10

τvτe 1.36

τvτm -1.93

vτe 1.25

vτm 1.84

τeτm -1.77

ωeωm 100.59

SOCSOC 31.68

vv -37.66

τeτe -0.7911

τmτm -68.38

eωe 428.42

eSOC -68.62

eτv -92.33

ev 163.71

eτm 132.59√
|ωe| 226.83√
|v| 9.6√
|τe| -0.7679√
|τv| -1.69√
|τm| 0.5784
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Table 4.3. Coefficients of all terms used in the regression model.

Variable Coefficient

1 -8619.33

1
1+e−ωe

12936.26

1
1+e−τe

-1532.453

1
1+e−v

3376.72

1
1+e−τm

1241.87

The disadvantage of using correlation analysis for linear regression is that it only

gauges the linear relationship between the involved variables. If two variables have a

nonlinear relationship, then their correlation coefficient will be low. Yet, for better

model performance, only one of them should be included in the list of predictor vari-

ables if the regression model is nonlinear in the features. Hence, advanced techniques

like regularization will give better results than a simple correlation analysis.

4.5.2 Results

The results of regression modeling for the UDDS and the Highway FET drive

cycle are shown in Figure 4.23 - Figure 4.28. For each drive cycle, a total of three

plots are shown that depict the variations of the torque split, the SOC and the total

power over time [29].

The motor energy consumption for the UDDS drive cycle is 2.2270× 106(J), the

engine energy consumption is 7.4058 × 106(J) and the total energy consumption is

9.6828× 106(J).

The motor energy consumption for the HWFET drive cycle is 7.5568 × 107(J),

the engine energy consumption is 1.1247× 107(J) and the total energy consumption

is 1.2003× 107(J).
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Figure 4.23. Torque split generated by the regression model for the Urban

Dynamometer Driving Schedule drive cycle [29].

Figure 4.24. SOC variation generated by the regression model for the Urban

Dynamometer Driving Schedule drive cycle [29].
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Figure 4.25. Regression model power required for the Urban Dynamometer Driving

Schedule drive cycle [29].

Figure 4.26. Torque split generated by the regression model for the Highway Fuel

Economy Test drive cycle [29].
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Figure 4.27. SOC variation generated by the regression model for the Highway Fuel

Economy Test drive cycle [29].

Figure 4.28. Regression model power required for the Highway Fuel Economy Test

drive cycle [29].

The torque split is, in theory, a continuous function of time. In Figure 4.23

and Figure 4.26, the torque split plots are divided into 3 regions each. The values

indicated by blue lines are representative of the blended mode, in which the total
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power is supplied by both the engine and the motor. The values indicated by red

lines are representative of the regeneration mode in which the total torque demand

is negative and thus is used to charge the battery. In this mode, the engine is idle

and the motor acts as a generator. Lastly, the yellow line represents the charging

mode, in which the torque provided by the vehicle is more than what is required by

the vehicle and the surplus torque is used to charge the battery through the motor

which acts as a generator.

The SOC is also, in theory, a continuous function of time. Figure 4.24 and Figure

4.27 show the SOC variation with time for the UDDS and HWFET drive cycles,

respectively. In both drive cycles, the SOC is maintained over the entire duration

and the maximum deviation of the SOC from the target value of 0.55 does not exceed

0.006. Every drop in an SOC plot indicates that the battery charge is being consumed

for powering the vehicle. The battery charge should be replenished later by either

operating the vehicle in the regeneration mode or in the charging mode, which is

reflected in the SOC plot by a rise in the SOC value.

Like the torque split and the SOC, the required power is also a continuous function

of time. In Figure 4.25 and Figure 4.28, the power plots are divided into 3 regions

each. The values indicated by blue lines represent the total power demand of the

vehicle fulfilled by the motor and the values indicated by red lines represent the total

power demand of the vehicle fulfilled by the engine. The plots are indicative of the

fact that most of the power demand is fulfilled by the engine and any additional power

demand is fulfilled by the motor. This can also be corroborated by the total motor

energy consumption and the total engine energy consumption values for both drive

cycles mentioned previously.

The plots described in this section depend exclusively on the regression equation.

The coefficients of the regression equation depend on the number and nature of the

drive cycles used for generating the equation. With reference to the theory of sta-

tistical learning, the DP results of these drive cycles are referred to as the training

data. As mentioned before, the trend lines generated by regression analysis attempt
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to make a least squares fit for all drive cycles used for its training and hence the

results of testing the regression equation on any drive cycle will not exactly match

the DP results of the same drive cycle. This is quite evident by comparing the plots

in this section with the corresponding plots in the DP section. For the UDDS drive

cycle, the shapes of the SOC plots for DP and regression are somewhat similar up to

the first major dip at around 200 seconds, following which the SOC plots are signif-

icantly different. For the HWFET drive cycle, the shapes of the SOC plots for DP

and regression are significantly different. The SOC plot for DP consists of a big crest

whereas the SOC plot for regression consists of a big trough.

The plots in this section will change if the number of drive cycles used for training

the regression model changes as doing that will change the regression equation. The

plots will also change with the way in which the model is trained. A popular method

of training a regression model is using k-fold cross validation, in which the training

data is split into k groups. The model is trained k times. For each time, one group

is considered as the test data and the remaining k − 1 groups are considered as the

test data. This way, each group works as testing data once and training data k − 1

times. The regression analysis described in [6] doesn’t describe whether the model

was trained using k-fold cross validation, though.

4.6 Long Short Term Memory (LSTM) Modeling

A Recurrent Neural Network (RNN) is an artificial neural network that has the

ability to classify, process and/or make predictions of sequential data. RNNs, how-

ever, suffer from the vanishing gradient problem, which makes it pretty challenging

and time-consuming to train them [42] [43]. LSTM networks solve the vanishing gra-

dient problem because they contain special units in their architecture that implement

constant error flow due to which the networks can learn to bridge minimal time lags

greater than 1000 time steps [44]. As time series data can contain lags of unknown

duration, LSTM networks are useful in modeling them.
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Figure 4.29 shows the structure of an LSTM cell [45].

Figure 4.29. Structure of a long memory term memory cell [45].

The function of each gate in the LSTM cell works as follows [46]:

1. The cell gate ct is the memory of the network and it transfers relative informa-

tion all the way down to the sequence chain.

2. The job of the sigmoid activation function, which squishes values between 0

and 1, is to quantify the amount of information that should be discarded or

forgotten. 0 implies that all the information should be forgotten and 1 implies

that all the information should be retained.

3. The forget gate ft decides what information should be thrown away or kept.

4. The job of the input gate is to update the state of the LSTM cell by processing

the previous hidden state and current input.

5. The job of the output state is to decide what the next hidden state should be.
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4.6.1 Implementation

The PHEV power management deep learning model was developed by Sun [29]

and implemented using PyTorch, an open-source machine learning library developed

by Facebook. The inputs to this model are the same vehicle features that were used in

regression modeling based on their correlation analysis and the output of this network

is a scalar of torque split. As these inputs themselves can be considered as features,

there is no need for using convolutional neural networks to extract features from input

data. Hence, the deep learning model consisted of only LSTM and fully connected

layers as shown in Figure 4.30 [29]. The LSTM layer accepts the inputs and the fully

connected (FC) layer outputs the torque split.

Figure 4.30. Deep learning model used for torque split prediction [29].

The data set for training and testing the deep learning model was generated by

running the dynamic programming code [40] on 33 drive cycles mentioned in the

Appendix. The Japan 10 Mode, Japan 15 Mode and Japan 1015 Mode drive cycles
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did not have enough data points for the dynamic programming code to run. Of the

remaining 33, the Economic Commission of Europe Drive Cycle and the West Virginia

University Suburban Drive Cycle were used for model validation and the rest were

used for training the model.

The results of training and validating any deep learning model depend on how

its hyperparameters are initialized. Significant research is being conducted all over

the world on effective algorithmic tuning of hyperparameters. Currently, however,

the most common way of tuning a model’s hyperparameters is trial-and-error. The

hyperparameters of the PHEV power management deep learning model are the hidden

dimensions, learning rate, momentum and epoch number. Also, a central part of

training a deep learning model is the choice of a loss function whose gradient is used to

tune the model’s features such as weights and thresholds. The mean squared error loss

and the L1 norm loss are the most commonly used loss functions. Several experiments

were run for different values of these hyperparameters and different loss function [29].

Based on the results of these experiments, the values of the hyperparameters were

initialized as shown in Table 4.4.

Table 4.4. Hyperparameter initializations in the deep learning model.

Hyperparameter Initialized value

Hidden Dimension 64

Loss function Mean squared error loss

Learning rate 0.01

Momentum 0.9

Epoch number 160

4.6.2 Results

The results of the LSTM model for the UDDS and the Highway FET drive cycle

are shown in Figure 4.31 - Figure 4.36. For each drive cycle, a total of three plots are
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shown which depict the variations of the torque split, the SOC and the total power

over time [29].

The total energy consumption for the UDDS drive cycle is 7.6167 × 106(J) and

that for the HWFET drive cycle is 1.2192× 107(J).

Figure 4.31. Torque split generated by the neural network model for the Urban

Dynamometer Driving Schedule drive cycle [29].
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Figure 4.32. SOC variation generated by the neural network model for the Urban

Dynamometer Driving Schedule drive cycle [29].

Figure 4.33. Neural network model power required for the Urban Dynamometer

Driving Schedule drive cycle [29].
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Figure 4.34. Torque split generated by the neural network model for the Highway

Fuel Economy Test drive cycle [29].

Figure 4.35. SOC variation generated by the neural network model for the Highway

Fuel Economy Test drive cycle [29].
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Figure 4.36. Neural network model power required for the Highway Fuel Economy

Test drive cycle [29].

Similar to regression analysis, the results of the LSTM model depend on the drive

cycles used for training the model. Due to the larger number of parameters involved,

the LSTM can model nonlinear relationships between the input variables and the

torque split values better than regression analysis, in general. This fact is evident

from the plots described in this section. The SOC plot for the UDDS drive cycle

in Figure 4.32 resembles the DP plot in Figure 4.5 more than the regression plot

in Figure 4.24 does. These results also depend on the hyperparameters mentioned

in Table 4.4. Different values of the hyperparameters will lead to different plots.

Training deep learning models takes a lot of time. If time is not a constraint, the

performance of this model can be improved by stopping the training process when

the average change in the value of the objective function over certain epochs is less

than some tolerance value, rather than manually stopping training after some fixed

number of epochs. Better performance means closer resemblance to DP results.

Furthermore, reference [29] states that the LSTM model was tested on EPA LA92

drive cycle and West Virginia University Suburban drive cycle and the rest of the
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33 drive cycles were used for training. The UDDS and the HWFET drive cycles are

also a part of these 33 drive cycles. Therefore, the results of the LSTM model for

the UDDS and HWFET drive cycles as described in [29] and plotted in this section

are not true indicators of the model’s performance as comparing the results of LSTM

model with the DP model for these drive cycles is merely akin to validating the model.

For finding out how the model actually performs, either of the following two methods

should have been employed. Firstly, the UDDS and HWFET drive cycle data should

have been a part of the testing data and not the training data. Or secondly, with

the training data used in [29], the DP results of the EPA LA92 drive cycle and West

Virginia University Suburban drive cycle should be compared with the LSTM results

of the same drive cycles.
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5. GENETIC ALGORITHM CONTROL STRATEGY

This chapter describes the Genetic Algorithm (GA) control strategy, which is the

subject of this thesis. Some of the initialization strategies in genetic algorithms,

like the types of penalty functions and the choice of population size, were borrowed

from the AAE 550 course offered by the School of Aeronautics and Astronautics,

Purdue University, and taught by Professor William Crossley. The theory of genetic

algorithms has been used by the author of this thesis to develop a power management

strategy for a PHEV.

5.1 Development and Implementation

The Global Optimization Toolbox in MATLAB provides a set of functions for

selection, initialization, crossover and mutation to solve standard optimization prob-

lems using genetic algorithms. The Toolbox also has a provision for defining custom

data type optimization problems where the population can be of any data structure

such as an array or a cell. MATLAB does not provide the essential functions for

solving such custom optimization problems; the user has to develop these functions

from scratch. MATLAB uses these functions to solve custom genetic algorithm opti-

mization problems using the ga function. The rest of this section explains how the

theory of genetic algorithms was used for developing a power management strategy

for a PHEV.

The most important aspect of solving an optimization problem using genetic al-

gorithms is the way the input variables are represented so that the corresponding

mutation and crossover functions can be developed accordingly. The binary equiva-
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lent is one of the most common representations. For instance, suppose we’re trying to

solve the following one-dimensional optimization problem using genetic algorithms,

x∗ = min f(x). (5.1)

If the binary representation has been chosen for this problem and one of the genomes

in a certain population is, say, 45, then this genome is represented as follows,

x = 4510 = 001011012. (5.2)

The number of zeros preceding the most significant 1 in the binary representation

depends on the genomes in earlier generations. In general, larger number of zeros

preceding the most significant 1 implies that a larger input space is being searched

for finding the optimal solution. This is beneficial for the algorithm’s performance as

it promotes diversity in the population.

With reference to genetic algorithms, the usage of binary representation essentially

means that a potential solution is transformed into a vector whose entries can only

be 0 or 1. Each entry of this vector is called a gene and the crossover and mutation

operations are performed on these genes. Due to the nature of these crossover and

mutation operations, it’s convenient to represent each potential solution in terms of

a vector.

In the case of developing a power management strategy for a PHEV, the goal is

to find the time variation of torque split for minimizing an objective function. As

the optimal control problem is to be solved on a computer, it has been discretized in

time, states and inputs. Thus, for a particular drive cycle, a potential solution π of

this optimal control problem is a vector of torque split values u whose length is equal

to the number of time steps of that drive cycle. For instance, the UDDS drive cycle

lasts for 1384 seconds. If the time discretization is 1 second, the UDDS drive cycle

data set is an array of 1384 entries of speed. Thus, a potential solution of the optimal

control problem for the UDDS drive cycle can be represented as follows,

π = {u0, u1, u2, ..., u1384}, (5.3)
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where u0, u1, u2, ..., u1384 ∈ [−1, 1].

Comparing with the binary representation in Equation 5.2 π is a genome and

u0, u1, u2, ..., u1384 are its genes which can take any value between -1 and +1 (as

opposed to the binary representation where the array entries can only take 0 or 1).

In MATLAB, the genome can be represented using a vector.

Now that we have established how genomes will be represented in this optimization

problem, the next step is establishing a population of candidate genomes. There is a

trade-off between the number of genomes in a population, also called population size,

and the run time of the genetic algorithm. If the population size is high, a larger input

space is covered in each generation which leads to better potential solutions in each

generation. However, the run time of the algorithm also increases as it has to calculate

the objective function for each genome in the population. As a rule of thumb, the

population size should be at least four times the number of genes in a genome of that

population. In the case of UDDS drive cycle, for instance, the population size should

be at least 1384× 4 = 5536. Thus, the population consists of 5536 vectors of torque

split values each of length 1384.

In MATLAB, an intuitive way of representating a population is by using a matrix

of size 4N × N where each row represents a genome of length N and the number

of rows 4N represents the number of genomes in the population. For instance, the

population matrix in case of the UDDS drive cycle will be of size 5536×1384. However,

developing the essential functions that drive the genetic algorithm becomes complex

due to the simple but cumbersome indexing scheme of a matrix. A cell array is a

better data structure for representing the population. A cell array is a data type with

indexed data containers called cells, where each cell can hold any type of data. A

population in MATLAB can be a cell array of size 4N , where each of these 4N cells

holds a genome/vector of N torque split values.

While the genetic algorithm will generate a population of genomes every genera-

tion, it is important to initialize a population for the first generation. The algorithm

for initializing a population is simple. Firstly, we create a vector a of values that
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the torque split can take. This vector is simply a discretization of input space of the

optimal control problem and thus contains values between -1 and 1. Secondly, we

create an empty cell array of size 4N . In each cell of this array, we enter a vector

of length N that randomly takes values from a. The MATLAB function datasample

can randomly sample N values from a with replacement. Among other factors, the

number of values between -1 and +1 that a contains decides the performance of the

genetic algorithm. Larger number of values implies finer discretization of the gene

space and better performance of the algorithm in terms of accuracy. On the other

hand, the number of generations required for the algorithm to converge also increases

with finer discretization. Hence, there is a trade-off between accuracy and run time

of the genetic algorithm.

Another important step in designing this genetic algorithm is developing an appro-

priate fitness function to be optimized. In MATLAB, this fitness function is developed

as a separate MATLAB function and passed to the ga function as a function handle.

A function handle is a data type that stores an association to a MATLAB function.

Typical uses of function handles are passing mathematical functions to operation

functions like differentiation, integration or optimization (like ga).

This technique works well if the optimization problem is unconstrained as a ge-

netic algorithm is primarily meant for solving unconstrained optimization problems.

Constraints in an optimization problem, if any, should be handled separately us-

ing some novel techniques. For standard optimization problems, the ga function in

MATLAB automatically takes care of these constraints by passing a separate function

handle that contains these constraints. For custom data type optimization problems,

however, MATLAB doesn’t handle input constraints and it’s the responsibility of the

user to handle them. The task of handling constraints in an optimization problem is

what makes the process of developing the fitness function challenging. While some

progress has been made in this area, there is still a long way to go.

The most popular method of handling constraints in an optimization problem

is adding them to the objective function as penalty functions. By doing this, the
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constrained optimization problem is effectively converted into an unconstrained one.

Hence, the pseudo-unconstrained objective function φ(x) can be expressed as follows,

φ(x) = f(x) + rp

ncon∑
j=1

Pj(x), (5.4)

where f(x) is the unconstrained objective function, Pj(x), j = 1, 2, 3, ..., ncon are the

constraints on the input and rp is the penalty multiplier.

Calculus-based optimization techniques use exterior quadratic penalty functions

of the form

Pj(x) = cj(max[0, gj])
2 (5.5)

because the quadratic form is first-order continuous which makes it differentiable.

Here, gj(x) is the value of the constraint violation. However, as there are no deriva-

tives involved in a genetic algorithm, we have freedom to use other forms of penalty

functions like linear or piecewise linear. The advantage of these penalty functions is

the ease of computation, especially when the constraint violations are extremely large

or extremely small.

The most commonly used penalty functions in a genetic algorithm-based opti-

mization are exterior quadratic as shown in Equation 5.5, exterior linear and exterior

step-linear. The exterior linear penalty function is of the form

Pj(x) = cj(max[0, gj]) (5.6)

and the exterior step-linear penalty function is of the form

Pj(x) =

0, gj(x) ≤ 0

cj[1 + gj(x)], else.

(5.7)

Figure 5.1 shows the different types of penalties as functions of constraint violation,

defined as the departure from a limiting value. For instance, if a variable x is supposed

to be less than 5, then the constraint violation is x− 5 if x is greater than 5 and zero

otherwise. The slopes of all curves depend on the constraint coefficient cj. Higher cj
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leads to more penalty for a particular value of constraint violation. It is clear from

the figure that exterior step-linear is the best of the three because of its robustness in

penalizing very small constraint violations. For very small values of g(x) (or very small

values of constraint violation), the corresponding penalty function values are greater

than 2. The value of the step depends on how much we want to penalize constraint

violations. For critical optimization problems where even a small constraint violation

would be detrimental to the design, the step size should be larger.

Figure 5.1. Different types of penalty functions.

Setting the values of the penalty multiplier rp and the constraint coefficients cj is a

challenging task. There is no algorithmic way of setting the values of these parame-

ters; it’s a trial-and-error process and intimately dependent on the problem domain.
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Having engineering experience and intuition can help in making a calculated guess

but it can only take the user so far.

For developing a power management strategy of a PHEV, the total quantity of

greenhouse gas emissions due to burning the fuel is the function to be minimized if

the vehicle is operating in the charge-sustaining mode. Unlike dynamic programming,

however, some constraints in the form of penalty functions should be added to the

objective function. Dynamic programming attempts to minimize the objective func-

tion in a reverse sequential fashion using Bellman’s principle of optimality. There is

provision in the algorithm for setting the initial and the final SOC, and constraints

on the SOC over the entire drive cycle. Genetic algorithm, on the other hand, at-

tempts to minimize the objective function by considering the entire drive cycle all at

once and there is no provision to set any sort of constraints in the algorithm. As far

as genetic algorithm is concerned, the goal is to minimize the total greenhouse gas

emissions which is possible only if the battery SOC is depleted. Hence, the SOC con-

straints must be manually set in the form of penalty functions in genetic algorithm.

The initial SOC can be included in the objective function itself. Penalty functions

should be externally added to the objective function for penalizing the deviation of

SOC from the target value during the duration of the drive cycle and deviation from

the final SOC. Thus, the general form of the fitness function of the genetic algorithm

is given by

f(π) =
n∑
i=1

(J(ui) + ci|SOCi − SOCtarget|) + P (SOCn), (5.8)

P (SOCn) =

0, SOCn = SOCtarget

rp(1 + |SOCn − SOCtarget|), SOCn 6= SOCtarget

(5.9)

where π is given by Equation 5.3, J(ui) is the greenhouse gas emission at time step

i and
∑n

i=1(J(ui)) is the total greenhouse gas emission over the entire drive cycle

of time duration n. SOCi is the value of the SOC at time step i, SOCtarget is the

target value of the SOC for the charge-sustaining mode and ci|SOCi − SOCtarget| is

the penalty function which penalizes the deviation of the SOC from the target value
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at time step i. As we wish to maintain the value of the SOC near the target value at

all time steps, we add the deviation penalty function for all time steps.

It was found after extensive experimentation with many penalty functions and

constraint coefficients cj that the genetic algorithm tries very hard to deplete the

battery SOC, especially during the later stages of the drive cycle. A possible way to

counter this situation, which is implemented in this thesis, is to make ci an increasing

function of the time step instead of a constant value so that the penalty for SOC

deviation in the later stages of the drive cycle also increases in value. Additionally,

as the final SOC value should be equal to the initial SOC value, it is also prudent to

heavily penalize the deviation of the final SOC value from the target value using the

exterior step-linear penalty function P (SOCn). These ideas are explored in Section

5.2.

After a suitable fitness function is defined for the optimization problem, the next

step is choosing a selection function, which selects parents from the current population

based on the fitness values of the population’s genomes. Of the several selection

functions available in the literature and described in Section 2.3, the tournament

selection is considered to be the best selection function. In this thesis, the tournament

selection function has been used for selecting parents. Any type of selection function

depends only on the fitness values of a population’s genomes which, irrespective of

the data structure of the genome, is a real number. Hence, the tournament selection

function (or any selection function, for that matter) available in MATLAB can be

used for custom data type optimization.

Child genomes are produced from parent genomes by mutation and crossover func-

tions. The crossover phenomenon involves combining the genes of a pair of parents.

Of the various crossover functions mentioned in section 2.3, the uniform crossover and

single point crossover are popular. For creating a uniform crossover torque split child,

we initialize the child torque split vector of gene length equal to the gene lengths of

the parent torque split vectors. Let’s name the parent genomes as p1 and p2. We it-

erate over each element of this child vector. In every iteration, we generate a random
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number between 0 and 1. If the random number generated is greater than 0.5, the

gene from p1 is passed to the child at the current index. If it’s less than 0.5, the gene

from p2 is passed to the child at the current index. This random number generation

is akin to flipping a fair coin where any value greater than 0.5 can be considered

as heads and any value less than 0.5 can be considered as tails (or the other way

round). Thus, we can see that in uniform generation, there is randomness involved

in generation of every gene of the child genome.

For creating a single point crossover torque split child, on the other hand, we

generate a random number M between 1 and the length of the parent genomes.

Then, we select the first M genes from p1 and the last N −M genes from p2 and

combine them sequentially to form a child genome.

For creating a population of child genomes using crossover in MATLAB, we ini-

tialize a cell array of size equal to the number of children we wish to generate using

crossover. We iterate over each cell of this cell array. For every iteration of the cell

array, we select two parents from the parent pool generated using the tournament

selection function, apply the uniform or single point crossover function described in

the last paragraph to generate the crossover genome, and store it in the cell.

To promote diversity in the search process and to avoid local minima, it’s also

recommended to use a mutation function that changes a parent’s gene at random

to generate a mutated child genome. Two ways of mutating a genome are discussed

in this thesis. To create a mutated torque split child, we first choose a torque split

parent to be mutated from the parent pool generated by the tournament selection

function. The first technique involves using the MATLAB function randi to generate

a random integer between 1 and the length of the parent genome. The generated

random integer is the index of the parent genome that will be mutated. The gene

at this index is replaced by a random torque split value. From the discretization

vector a described during the development of the population initialization function,

the MATLAB function datasample can be used to sample a torque split value that

replaces the original number at the randomly generated index. The second technique
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involves generating a random number M between 1 and the length of the genome to

be mutated. Then, we swap the first M genes and last N −M genes to generate the

mutated child.

5.2 Results

The genetic algorithm power management control strategy of the vehicle model

developed in Section 4.1 was implemented in MATLAB. Separate functions for pop-

ulation initialization, crossover and mutation were developed as described in the last

section, which were then passed as function handles to the main ga function. Addi-

tionally, a function was developed that plots the best SOC results for a given popula-

tion. These plots change with each generation and the user sees the population evolve

towards the optimal solution like an animated video. All experiments were conducted

on a standard Windows computer that contains an 8th Generation Intel Core i5 Pro-

cessor. This processor has 4 cores and only one core is employed for computations

by default. The Parallel Computing Toolbox from MATLAB was used for speed-

ing up computations. In the standard method of computation, only one genome’s

fitness value is computed at a time. Using parallel processing, several fitness value

computations can be performed simultaneously. For a processor containing 4 cores,

a maximum of 12 workers can be generated in a parallel pool, thus decreasing the

computation time by 12 times.

Due to the high computing power required by the genetic algorithm, the power

management strategy was first tested on the first four cycles of the Central Business

District (CBD) drive cycle shown in Figure 5.2.
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Figure 5.2. Speed profile of a vehicle for the central business district drive cycle [47].

Figure 5.3 shows the SOC variation for the CBD drive cycle if no constraints pertain-

ing to the charge-sustaining mode are used in the genetic algorithm. The initial SOC

was set to be 0.55.

Figure 5.3. SOC plot for genetic algorithm without charge-sustaining constraints.
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Without the charge-sustaining constraints on the objective function, the battery SOC

is depleted for minimum greenhouse gas emissions. The decrease in SOC is not

significant in this drive cycle because of its smaller time duration, but it is significant

for larger duration drive cycles like UDDS.

Figure 5.4 shows the SOC variation for the CBD drive cycle with the constraints

as defined in Equation 5.8. To counteract the strength of genetic algorithm to deplete

the SOC in the later stages of the drive cycle, several non-decreasing functions for ci

were used. Figure 5.4 shows the effect of these ci’s on the SOC. In this experiment,

the value of rp was 5, 000, 000.

Figure 5.4. SOC plot for genetic algorithm with charge-sustaining constraints.
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The following set of equations describe the different ci’s used for this analysis:

ci,constant = 100, (5.10)

ci,linear = 100i, (5.11)

ci,quadratic = 100i2, (5.12)

ci,logarithmic = 100loge(i). (5.13)

From the results shown in Figure 5.4, it is hypothesized that using a constant value

of ci is the worst option among the lot because of the large amount of dip in the

SOC near the end of the drive cycle. Using an increasing function helps to improve

the algorithm’s performance. However, the rate of change of the increasing function

also plays an important role in the performance of the algorithm. A simple linear

or quadratic function doesn’t lead to any dip in the SOC but the final SOC ends up

being higher than the initial SOC, which means that more fuel is used to increase

the final SOC. The natural logarithmic function is a trade-off between the SOC dip

at the end of the drive cycle and the difference between the final and initial values

of the SOC. The rest of the experiments performed in this thesis used the natural

logarithmic function for ci.

The next set of experiments was performed for studying the effect of varying rp on

the SOC results. Figure 5.5 shows the results of this set. Here, the natural logarith-

mic function was used for ci, the crossover function used was uniform crossover, the

mutation function used was single point mutation and the crossover ratio, defined as

the ratio of the number of genomes in a parent pool that undergo crossover and the

number of genomes that undergo mutation, was 0.9.

Figure 5.5 shows that the plots for different sets of final value constraints are

almost the same, except for some shifts in the second crest and the final SOC value.

It seems that both of these plot characteristics slide down up to rp = 50, 000 and then

start sliding upwards for rp > 50, 000. For the rest of the experiments, though, the

value of rp being used was 5,000,000.
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Figure 5.5. SOC plot for genetic algorithm with different final SOC constraints.

The next set of experiments was performed on the choice of the crossover function.

Figure 5.6 shows the effect of the crossover function on the SOC. Here, the value of

the crossover ratio was 0.9, the mutation function used was single point mutation and

the value of rp was 5, 000, 000.

The choice of the crossover function doesn’t seem to make a major difference in

the SOC plot. In fact, the shapes of both plots are the same, with some minor vertical

shifts at some places. The difference in the plots is more noticeable in a relative sense

at the second crest of the general shape. Theoretically speaking, as the shape of the

drive cycle as shown in Figure 5.2 is the same at all crests, the shape of the SOC plot

should also be the same at all crests. By looking at this plot, it seems that single

point crossover is better than uniform crossover for this power management strategy
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because the crests in the SOC plot for the single point crossover are more similar

than those for the uniform crossover.

Figure 5.6. SOC plot for genetic algorithm with different crossover functions.

However, the difference in both plots is not large enough to discard uniform crossover

entirely. The rest of the experiments in this section were performed using uniform

crossover.

Figure 5.7 shows the effect of the choice of mutation function on the SOC. Here,

the value of the crossover ratio was 0.9 and the crossover function used was uniform

crossover.
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Figure 5.7. SOC plot for genetic algorithm with different mutation functions.

Similar to the crossover function, the choice of mutation function doesn’t seem to

make a major difference in the SOC plot. For the swap mutation function, however,

the final SOC ends up being higher than that for the single point mutation. As

the final SOC isn’t below the initial SOC and the difference in the final SOCs for

both plots is very small, either of the mutation function can work. The rest of the

experiments in this section were performed using single point mutation.

Figure 5.8 shows the effect of the choice of the crossover ratio on the SOC plots.

In these set of experiments, the crossover function used was uniform crossover and

the mutation function used was single point mutation.
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Figure 5.8. SOC plot for genetic algorithm with different crossover ratios.

There are several interesting observations in this plot. Firstly, the value of the

crossover ratio doesn’t change the overall shape of the plot. Secondly, the most

apparent differences in the plots are at the second crest and at the end of the drive

cycle. It seems that decreasing the crossover ratio leads to a higher second crest.

Theoretically speaking, as the shape of the drive cycle as shown in Figure 5.2 is the

same at all crests, the shape of the SOC plot should also be the same at all crests.

Also, for crossover ratio of 0.7, the final SOC is relatively much higher than the ini-

tial SOC. This phenomenon is not a problem technically but we would prefer the

initial and final SOC values to be closer to each other. Hence, we can infer from this

plot that mutation associated with crossover ratios less than 1 is detrimental to the

results of the genetic algorithm. This inference is in contrast with standard genetic

algorithm literature, which encourages mutation for promoting diversity in the pop-



90

ulation. However, all tunable factors and parameters depend on the problem itself

and for this particular problem of PHEV power management strategy, it’s better not

to introduce mutation in the algorithm.

Based on the above sets of experiments which studied the effects of various tunable

parameters and functions, the following were selected for testing the power manage-

ment strategy for several drive cycles:

ci = 100× loge(i), (5.14)

rp = 50, 000, (5.15)

crossoverratio = 0.9. (5.16)

Other sets of parameters include using the single point crossover function and single

point mutation.

Of the several stopping criteria described in section 2.3, the simplest one is stop-

ping the algorithm after a fixed number of generations. However, it is not a really

good criterion as it doesn’t guarantee convergence. The one in which the algorithm

stops when the average relative change in the fitness function value over a certain

fixed number of generations is less than the function tolerance can guarantee conver-

gence if diversity is maintained in the algorithm (so that the algorithm doesn’t get

stuck in a local minimum). In this project, the latter was chosen as the stopping

criterion.

Figure 5.9 shows the SOC results of the genetic algorithm using the aforementioned

functions and parameters for the CBD drive cycle and Figure 5.10 shows the torque

split results.
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Figure 5.9. SOC plot for genetic algorithm for the Central Business District drive

cycle.

Figure 5.10. Torque split plot for genetic algorithm for the Central Business District

drive cycle.
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The salient points of these plots are discussed in the next section.

5.3 Comparison and Inferences

Dynamic Programming (DP) and Genetic Algorithm (GA) both fall under the

category of Numerical Global Optimization Strategy. Hence, the results of both

algorithms have been compared for several drive cycles.

5.3.1 Central Business District Drive Cycle

Torque split results for dynamic programming and genetic algorithm for the Cen-

tral Business District drive cycle are shown in Figure 5.11 and their difference is

plotted in Figure 5.12.

Figure 5.11. Torque split plot for dynamic programming and genetic algorithm for

Central Business District drive cycle.
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Figure 5.12. Difference between torque split for dynamic programming and genetic

algorithm for Central Business District drive cycle.

While there are some time durations where the dynamic programming and genetic

algorithm plots for torque split coincide with time, the plots are mostly different else-

where. The torque split results for genetic algorithm are very oscillatory as compared

to dynamic programming. The genetic algorithm torque split oscillations are espe-

cially more prominent when there is a gradual decrease in the torque split value in

the dynamic programming plot. However, as the genetic algorithm oscillations take

place on both sides of the dynamic programming plot, the net effects of both torque

split values are similar as can be seen by looking at other plots in this section. This

is not a hard fact and some additional experiments should be conducted on this drive

cycle to yield more insightful results.

Figure 5.13 and Figure 5.14 show the comparison between the different powers

involved in the vehicle for both algorithms.



94

Figure 5.13. Engine power plot for dynamic programming and genetic algorithm for

Central Business District drive cycle.

Figure 5.14. Motor power plot for dynamic programming and genetic algorithm for

Central Business District drive cycle.
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Table 5.1 depicts the different energies supplied by both sources, along with the total

energy consumption, for both algorithms.

Table 5.1. Energy consumption comparison for Central Business District drive cycle.

Engine Motor Total

DPM 2.2140× 106 (J) 6.4283× 105 (J) 2.8569× 106 (J)

GA 2.1558× 106 (J) 7.2463× 105 (J) 2.8804× 106 (J)

The engine as well as motor power plots of dynamic programming are similar to

those of genetic algorithm. The similarities are probably indicative of the claim made

previously that the net effect of the oscillatory genetic algorithm plots and the non-

oscillatory dynamic programming plots are close to each other.

The maximum engine power in the drive cycle is 60.753 kW whereas the engine

in the real vehicle platform has a rating of 96 kW. The maximum motor power in

the drive cycle is 28.441 kW whereas the motor in the real vehicle platform has a

rating of 100 kW. Thus we can notice that the maximum powers from both engine

sources for this drive cycle are well below their peak values and thus the engine and

the motor won’t get damaged due to overloading. In fact, we could say that the

energy sources underperform for this drive cycle. One of the possible reasons for

this underperformance of the vehicle model is the implementation of the constraints

mentioned in Equations 4.12-4.15. In the vehicle model, the nature of functions f1 and

f2 might be too restrictive and those constraints could be relaxed a bit for achieving

peak performance.

Figure 5.15 shows the SOC results for both algorithms.
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Figure 5.15. SOC plot for dynamic programming and genetic algorithm for Central

Business District drive cycle.

The SOC results for both algorithms almost match each other except at the end of

the drive cycle. The high degree of similarity probably infers that the SOC is robust

to sudden changes in the torque split.

Figure 5.16 shows the fuel consumption results and Figure 5.17 shows theGHGWTW

results for both algorithms. The total fuel consumption and GHGWTW results are

summarized in Table 5.2.
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Figure 5.16. Fuel consumption plot for dynamic programming and genetic algorithm

for Central Business District drive cycle.

Figure 5.17. Greenhouse gas emissions plot for dynamic programming and genetic

algorithm for Central Business District drive cycle.
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Table 5.2. Fuel consumption and greenhouse gas emissions for Central Business

District drive cycle.

Fuel consumption GHG Emissions

DPM 0.2060 (L) 668.1023 (g/km)

GA 0.2024 (L) 656.3394 (g/km)

The shapes and the values of the fuel consumption and greenhouse gas emissions plots

for genetic algorithm are very similar to those for dynamic programming. This is also

evident in Table 5.2, where we can see that the total fuel consumption and total

greenhouse gas emissions values for dynamic programming and genetic algorithm are

very close to each other. In fact, genetic algorithm seems to perform slightly better

than DP as far as minimizing the total greenhouse gas emissions is concerned. The

closeness of these values can be attributed to the fact that the genetic algorithm

parameters were tuned with respect to this drive cycle. If the parameters were to be

tuned with respect to the UDDS or HWFET drive cycle, the genetic algorithm results

would have been different than the current results, although they would probably not

depart significantly from the DP results.

5.3.2 Urban Dynamometer Driving Schedule Drive Cycle

Torque split results for the dynamic programming and genetic algorithm for the

Urban Dynamometer Driving Schedule drive cycle are shown in Figure 5.18 and their

difference is plotted in Figure 5.19.
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Figure 5.18. Torque split plots for dynamic programming and genetic algorithm for

Urban Dynamometer Driving Schedule drive cycle.

Figure 5.19. Difference between torque split for dynamic programming and genetic

algorithm for Urban Dynamometer Driving Schedule drive cycle.
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The torque split values are quite different for dynamic programming and genetic

algorithm at several points. A strikingly noticeable difference is that the vehicle

hardly operates in the charging mode for genetic algorithm. The battery is charged

mostly in the regeneration mode.

The comparisons between the different powers involved in the vehicle for both

algorithms are shown in Figure 5.20 and Figure 5.21.

Figure 5.20. Engine power plot for dynamic programming and genetic algorithm for

Urban Dynamometer Driving Schedule drive cycle.
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Figure 5.21. Motor power plot for dynamic programming and genetic algorithm for

Urban Dynamometer Driving Schedule drive cycle.

Table 5.3 depicts the different energies supplied by both sources, along with the total

energy consumption, for both algorithms.

Table 5.3. Energy consumption comparison for Urban Dynamometer Driving

Schedule drive cycle.

Engine Motor Total

DPM 7.2082 ×106(J) 2.4105 ×106(J) 9.6187 ×106(J)

GA 7.6221 ×106(J) 2.3999 ×106(J) 10.0220 ×106(J)

From Figure 5.20, Figure 5.21 and Table 5.3, it seems that the total energy consump-

tion by the engine for dynamic programming is less than that for genetic algorithm

and the total energy consumption by the motor is higher for genetic algorithm than

for dynamic programming. However, the shapes of both plots in Figure 5.20 and

Figure 5.21 are similar.

The maximum engine power in the drive cycle is 22.077 kW whereas the engine

in the real vehicle platform has a rating of 96 kW. The maximum motor power in
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the drive cycle is 17.845 kW whereas the motor in the real vehicle platform has a

rating of 100 kW. Thus we can notice that the maximum powers from both engine

sources for this drive cycle are well below their peak values and thus the engine and

the motor won’t get damaged due to overloading. In fact, we could say that the

energy sources underperform for this drive cycle. One of the possible reasons for

this underperformance of the vehicle model is the implementation of the constraints

mentioned in Equations 4.12-4.15. In the vehicle model, the nature of functions f1 and

f2 might be too restrictive and those constraints could be relaxed a bit for achieving

peak performance.

Figure 5.22 shows the SOC results for both algorithms.

Figure 5.22. SOC plot for dynamic programming and genetic algorithm for Urban

Dynamometer Driving Schedule drive cycle.
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The shape of the SOC plots, especially the local crests and troughs, for both algo-

rithms are very similar. However, the SOC values never dip below the target value

for genetic algorithm. This is probably due to the fact that the tunable parameters

for genetic algorithm were set with respect to the CBD drive cycle. Unlike ECMS

or regression, though, the optimal tunable parameters for CBD drive cycle also give

plots for the UDDS drive cycle that are very similar to their dynamic programming

counterparts. This suggests the fact that a single set of tunable parameters can exist

which can give better results for all drive cycles.

Figure 5.23 shows the fuel consumption results and Figure 5.24 shows theGHGWTW

results for both algorithms. The total fuel consumption and GHGWTW results are

summarized in Table 5.4.

Figure 5.23. Fuel consumption plot for dynamic programming and genetic algorithm

for Urban Dynamometer Driving Schedule drive cycle.
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Figure 5.24. Greenhouse emissions plot for dynamic programming and genetic

algorithm for Urban Dynamometer Driving Schedule drive cycle.

Table 5.4. Fuel consumption and greenhouse gas emissions for Urban Dynamometer

Driving Schedule drive cycle.

Fuel consumption GHG Emissions

DPM 0.7558 (L) 2.4510× 103 (g/km)

GA 0.7945 (L) 2.5765× 103 (g/km)

The shapes of the fuel consumption plots and greenhouse gas emissions plots for

both genetic algorithm and dynamic programming are similar. The genetic algorithm

plots are kind of elongated vertically with respect to the dynamic programming plots.

This is also evident in Table 5.4, which shows that the total fuel consumption and

greenhouse gas emissions over the drive cycle for genetic algorithm are higher than

their dynamic programming counterparts. However, the corresponding values are

very close to each other, although the genetic algorithm parameters were tuned with

respect to the CBD drive cycle. This also corroborates the claim mentioned previously
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that there is probably a universal set of parameters for genetic algorithms which work

for all drive cycles.

5.3.3 Highway Fuel Economy Test Drive Cycle

Torque split results for the dynamic programming and genetic algorithm for the

Highway Fuel Economy Test drive cycle are shown in Figure 5.25 and their difference

is plotted in Figure 5.26.

Figure 5.25. Torque split plot for dynamic programming and genetic algorithm for

Highway Fuel Economy Test drive cycle.
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Figure 5.26. Difference between torque split for dynamic programming and genetic

algorithm for Highway Fuel Economy Test drive cycle.

Figure 5.27 and Figure 5.28 plot the comparison between the different powers involved

in the vehicle for both algorithms.

Figure 5.27. Engine power plot for dynamic programming and genetic algorithm for

Highway Fuel Economy Test drive cycle.
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Figure 5.28. Motor power plot for dynamic programming and genetic algorithm for

Highway Fuel Economy Test drive cycle.

Table 5.5 depicts the different energies supplied by both sources, along with the total

energy consumption, for both algorithms.

Table 5.5. Energy consumption comparison for Highway Fuel Economy Test drive

cycle.

Engine Motor Total

DPM 1.1612× 107 (J) 5× 105 (J) 1.2112× 107 (J)

GA 1.1598× 107 (J) 5.4134× 105 1.2139× 107 (J)

The maximum engine power in the drive cycle is 79.34 kW whereas the engine in

the real vehicle platform has a rating of 96 kW. The maximum motor power in

the drive cycle is 15.881 kW whereas the motor in the real vehicle platform has a

rating of 100 kW. Thus we can notice that the maximum powers from both engine

sources for this drive cycle are well below their peak values and thus the engine and

the motor won’t get damaged due to overloading. In fact, we could say that the

energy sources underperform for this drive cycle. One of the possible reasons for



108

this underperformance of the vehicle model is the implementation of the constraints

mentioned in Equations 4.12-4.15. In the vehicle model, the nature of functions f1 and

f2 might be too restrictive and those constraints could be relaxed a bit for achieving

peak performance.

Figure 5.29 shows the SOC results for both algorithms.

Figure 5.29. SOC plot for dynamic programming and genetic algorithm for Highway

Fuel Economy Test drive cycle.

Figure 5.30 shows the fuel consumption results and Figure 5.31 shows the GHGWTW

results for both algorithms. The total fuel consumption and GHGWTW results are

summarized in Table 5.6.
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Figure 5.30. Fuel consumption plot for dynamic programming and genetic algorithm

for Highway Fuel Economy Test drive cycle.

Figure 5.31. Greenhouse gas emissions plot for dynamic programming and genetic

algorithm for Highway Fuel Economy Test drive cycle.
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Table 5.6. Fuel consumption and greenhouse gas emissions for Highway Fuel

Economy Test drive cycle.

Fuel consumption GHG Emissions

DPM 0.9347 (L) 3.0312× 103 (g/km)

GA 0.9505 (L) 3.0827× 103 (g/km)

All dynamic programming plots for the HWFET drive cycle included in this section

are very similar to their genetic algorithm counterparts. The similarities are also evi-

dent in Table 5.5 and Table 5.6. In Table 5.6, we can see that the differences between

the total fuel consumption results as well as the total greenhouse gas emission results

for dynamic programming and genetic algorithm are very small. This further corrob-

orates the claim of the existence of a universal set of genetic algorithm parameters.

These universal parameters would most probably shift the genetic algorithm SOC

plot in Figure 5.29 upwards towards the dynamic programming SOC plot.

5.3.4 Strength of constraints

One peculiar observation about the results of both dynamic programming and

genetic algorithm is that the SOC values hardly deviate from their target values for

the charge-sustaining mode of the vehicle for both algorithms. This seems to suggest

that the algorithms are probably over-constraining the SOC deviation. This fact was

tested by running the vehicle model for all drive cycles with the condition that the

vehicle is powered purely by the engine (or in other words, the torque split value is

0) and comparing the total fuel consumption and greenhouse gas emissions for both

the charge-sustaining mode and the engine-only mode. The results are summarized

in Table 5.7, Table 5.8 and Table 5.9.
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Table 5.7. Comparison of engine-only (EO) mode and charge-sustaining (CS) mode

for the Central Business District drive cycle.

Fuel consumption GHG Emissions

DPM (CS) 0.2060 (L) 668.1023 (g/km)

GA (CS) 0.2024 (L) 656.3394 (g/km)

EO 0.2493 (L) 808.1023 (g/km)

Table 5.8. Comparison of engine-only (EO) mode and charge-sustaining (CS) mode

for the Urban Dynamometer Driving Schedule drive cycle.

Fuel consumption GHG Emissions

DPM (CS) 0.7558 (L) 2.4510× 103 (g/km)

GA (CS) 0.7945 (L) 2.5765× 103 (g/km)

EO 0.9559 (L) 3.1× 103 (g/km)

Table 5.9. Comparison of engine-only (EO) mode and charge-sustaining (CS) mode

for the Highway Fuel Economy Test drive cycle.

Fuel consumption GHG Emissions

DPM (CS) 0.9347 (L) 3.0312× 103 (g/km)

GA (CS) 0.9505 (L) 3.0827× 103 (g/km)

EO 0.9831 (L) 3.1884× 103 (g/km)

We notice that the fuel consumption and greenhouse gas emissions for the engine-only

mode for all three drive cycles are higher than their charge-sustaining counterparts,

which is obvious because no battery energy is being used in the engine-only mode.

For the Central Business District and the Highway Fuel Economy Test drive cycle,
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the increase in fuel consumption is not as significant as that for the Urban Dy-

namometer Driving Schedule drive cycle. However, the increase in the greenhouse

gas emissions for the engine-only mode for all drive cycles is significant compared to

the fuel consumption increase. This seems to suggest that a slight decrease in the fuel

consumption leads to significant reduction of greenhouse gas emissions. The larger

(and more realistic) the drive cycle is, the higher the reduction in fuel consumption

and consequently the greenhouse gas emissions will be. As the power management

strategy in this project is aimed to reduce the greenhouse gas emissions (and not

the fuel consumption, although the two are have some degree of positive correlation),

the charge-sustaining constraints on the vehicle are seemingly appropriately strong.

If the goal of the strategy is to reduce the fuel consumption, however, the results

might differ in terms of the proportional differences between the fuel consumption

and greenhouse gas emissions.

In other words, while the constraints on the SOC for implementing the charge-

sustaining mode can be relaxed, the constraints used in this thesis also result in

significant reduction of greenhouse gas emissions. In fact, the original constraints are

perfect for the blended mode. In this mode, the battery can be fully charged before

a trip. During the trip, the vehicle is operated in the charge-depleting mode up to a

certain pre-determined SOC level. Once the SOC reaches this target level, the vehicle

mode is switched to charge-sustaining mode until a charging station is found. The

seemingly strong constraints on the SOC for the charge-sustaining mode will ensure

that the SOC doesn’t fall below critical levels, the vehicle operates smoothly without

any issues until a charging station is found, and greenhouse gas emissions are still

significantly reduced compared to the engine-only mode.

5.3.5 Forward implementation

In this thesis, the objective function of the genetic algorithm included the vehicle

model, which is used to calculate the total greenhouse gas emissions over the drive
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cycle. The form in which the vehicle model was implemented assumed that we already

know the vehicle speed a priori and accordingly calculated other vehicle variables. It

is equally important to find out whether the optimal torque split control law obtained

using genetic algorithm results in a vehicle velocity that matches the original speed

profile of the drive cycle used. In other words, we need to find out whether the

forward model leads to a speed profile that matches the original speed profile used as

an input to the backward model. Figure 5.32, Figure 5.33, and Figure 5.34 show the

comparison between the original speed profile and the speed profile generated by the

forward vehicle model on the Central Business District, Urban Dynamometer Driving

Schedule and the Highway Fuel Economy Test drive cycles.

Figure 5.32. Speed profile of vehicle generated by genetic algorithm strategy for the

Central Business District drive cycle.
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Figure 5.33. Speed profile of vehicle generated by genetic algorithm strategy for the

Urban Dynamometer Driving Schedule drive cycle.

Figure 5.34. Speed profile of vehicle generated by genetic algorithm strategy for the

Highway Fuel Economy Test drive cycle.
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We notice that there are some differences between both speed profiles. Specifically,

the profile generated by the genetic algorithm has lower speeds than the original

speed profile. However, the difference between the speeds is not too large and also

the shapes of both speed profiles are the same for all drive cycles considered here.

5.3.6 Inferences

By comparing all plots and tables described in subsections 5.3.1-5.3.3, we can

observe that there are some similarities and differences between the results of dy-

namic programming (DP) and genetic algorithm (GA). A possible reason for the

discrepancies is the stochastic nature of a genetic algorithm. As there is randomness

involved in a genetic algorithm, some departure from dynamic programming is bound

to happen. Secondly, the charge-sustaining SOC constraints on the vehicle model are

implemented in the form of penalty functions in genetic algorithm. These penalty

functions and their coefficients were chosen based on a combination of trial-and-error

processes and some engineering intuition. As deciding the penalty functions is not

purely a deterministic process, there might be some other choice of penalty functions

that would make the results of genetic algorithm more similar to the results of DP.

Additionally, Figure 5.5 shows that the final state constraints influence the rest of

the plots in a manner that is not exactly known currently.

All discrepancies aside, there are striking similarities between the results of dy-

namic programming and genetic algorithm that can be attributed to the type of

problem that both algorithms attempt to solve (global optimization). Specifically,

the greenhouse gas emission and fuel consumption results are very close to each other.

These results are important as the goal of both algorithms is minimizing greenhouse

gas emissions. As long as the objective function is being minimized, the performances

of both algorithms are comparable to each other.

The genetic algorithm power management controller is non-causal in nature as it

assumes the vehicle drive cycle knowledge to be known in advance and hence it cannot
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be implemented in a real vehicle controller. However, as the control law obtained

using this technique is optimal over the drive cycle used for running the simulation,

its results can be used as a benchmark against which other real-time and/or rule

based controllers like regression or deep learning controllers can be compared.
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6. CONCLUSIONS AND FUTURE WORK

Genetic algorithm (GA) is a global search technique that can be used to solve op-

timization problems. By showing that the idea of transforming each input variable

of an optimization problem into vectors of numbers can be extended to variables

that are themselves vectors in nature, a new genetic algorithm based power manage-

ment strategy was developed. The results of genetic algorithm were compared with

dynamic programming for several drive cycles and many similarities were observed.

This genetic algorithm-based global optimization strategy can be extended to

any optimal control problem; it’s not restricted to the power management problem

of a hybrid electric vehicle. For solving an optimal control problem using genetic

algorithm, we should have a mathematical model of the dynamic system we wish

to control, the objective or cost function to be minimized, the constraints on the

inputs, outputs, and states, and the way they can be incorporated in the objective

function. The population initialization, crossover and mutation functions developed

in this thesis can be used for any optimal control problem. In a way, this thesis also

presents an original technique of solving an optimal control problem using genetic

algorithms.

Genetic algorithms, however, suffer from some disadvantages. Similar to dynamic

programming, the genetic algorithm controller is non-causal in nature as it requires

prior knowledge of how all input variables are going to change with time. In the

context of the power management strategy of a hybrid electric vehicle, the genetic

algorithm controller requires the knowledge of the vehicle drive cycle a priori. Thus,

the genetic algorithm controller cannot be implemented in a real vehicle. However,

similar to dynamic programming, the results of the genetic algorithm controller serve

as a benchmark against which other causal and real-time controllers can be compared.

Additionally, compared to dynamic programming, a genetic algorithm takes a very
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long time to run. The major reason for the long run time of genetic algorithm is

the vast number of fitness function computations performed per generation, which is

defined by the population size, which in turn depends on the number of genes in each

genome. As discussed previously in the thesis, there is a trade-off between the popu-

lation size and performance of genetic algorithm. As we prefer setting the population

size to be at least four times the genome size, an optimal control problem spanning

a longer time duration will take a longer time to execute. While significant progress

has been made in the field of computational technology like computer clusters, cloud

computing, and graphics processing units, dynamic programming takes a significantly

shorter time for execution. Thirdly, solving a constrained optimal control problem us-

ing genetic algorithm requires significantly more engineering intuition than dynamic

programming as there is provision in dynamic programming for explicitly including

constraints.

This naturally begs the question of the utility of genetic algorithms as dynamic

programming provides similar results in less amount of time. There are several reasons

why genetic algorithms shouldn’t be discarded as a workable power management

strategy. Firstly, it was observed that the performance of dynamic programming

suffers for short-time optimal control problems. For instance, Japan 10, 15 and 1015

Mode drive cycles [39] are very short as far as time duration is concerned (13, 17 and

54 seconds, respectively). For such short-time problems, the open source dynamic

programming function that was used in this thesis gives errors. On the other hand,

genetic algorithm works for such short-time optimal control problems. Figure 6.1

shows the SOC results of genetic algorithm for Japan 10 Mode drive cycle.

Secondly, genetic algorithm can work as a sanity check to system modeling and

control. Developing models of dynamic systems that emulate real-life conditions is a

complicated process and there are several ways for committing syntactical and logical

errors. These errors are often not evident because all system constraints are being

followed. To check the accuracy of a model, both genetic algorithm and dynamic

programming simulations can be run on the model and the results can be compared.
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If there are significant discrepancies in the results, we can conclude that there are

errors in the model.

Figure 6.1. SOC results for genetic algorithm for Japan 10 drive cycle.

There are several avenues for future research in this area. Currently, the only

known method of solving constrained optimization problems using genetic algorithm

is including the constraints in the fitness function in the form of penalty functions. It

was claimed in the previous chapter that a universal set of GA parameters exist for

all drive cycles. One possible path of future research involves finding this universal

set of parameters using more extensive experimenting with different types of penalty

functions and their coefficients. Also, deciding the form of penalty functions is a

problem-dependent process and requires some intuition whereas tuning the penalty

coefficients is a trial-and-error process. Future work involves finding out techniques
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to automate these processes and applying them to develop a problem-independent

optimal control solution strategy. Alternatively, some modifications can be made

in the algorithm itself so as to introduce provisions for explicitly including model

constraints.
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