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ABSTRACT

Luo, Yonggang. PhD, Purdue University, May 2020. Radiative Processes in Rela-
tivistic Astrophysical Plasmas. Major Professor: Maxim Lyutikov.

Synchrotron radiation and inverse Compton (IC) scattering are the two most

essential radiation mechanisms in high energy astrophysics. Synchrotron radiation

typically dominates lower energy emission, up to GeV, and IC scattering dominates

higher energy gamma-ray emission. In this work, radiation codes are developed to

calculate broadband synchrotron and IC spectra for relativistic astrophysical sources:

Pulsar Wind Nebulae (PWNe) and Gamma-Ray Bursts (GRBs). Our robust radia-

tion code takes into account varying intrinsic plasma properties (e.g., magnetic field

evolution), various inverse Compton processes (synchrotron self-Compton and exter-

nal Compton) while accounting for Klein-Nishina effects, as well as relativistic bulk

motion of the emitting plasma.

First, we develop a turbulent model of the most important higher energy astro-

physical source, the Crab Nebula. The model aims to resolve several long-standing

problems of (PWNe): (i) the sigma problem; (ii) the hard spectrum of radio electrons;

(iii) the high peak energy of gamma-ray flares; (iv) and the spatial evolution of the

infrared (IR) emission. The Nebula contains two populations of injected particles:

Component-I accelerated at the wind termination shock via Fermi-I mechanism, and

Component-II accelerated in reconnecting turbulence in highly magnetized (sigma

� 1) plasma in the central part of the Crab Nebula. The reconnecting turbulence

Component-II extends from radio to gamma rays. In essence, it accelerates radio elec-

trons with a hard spectrum, destroying in the process the large scale magnetic flux

(and thus resolves the sigma-problem), and occasionally produces gamma-ray flares

(from the largest scale reconnection events). The model reproduces the broadband
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spectrum of the Crab Nebula, from low-frequency synchrotron emission in radio to

inverse-Compton emission at TeV energies, as well as spatially resolved evolution of

the spectral indices in IR and optical bands.

Second, we study the afterglows of GRBs, concentrating on the unusual temporal

features observed in some GRBs (e.g., GRB 070110): flares, plateaus, and sudden

drops in intensity. These variations are hard to explain with the standard model that

associates the afterglow emission with the forward shock. We advance the model of

afterglows of GRBs with a dominant contribution from the reverse shock propagating

in an ultra-relativistic, highly-magnetized long-lasting wind produced by the central

engine, presumably a powerful pulsar. We demonstrate that mild variations in the

wind luminosity can produce afterglow flares, while sudden steep decay is due to the

sudden termination of wind (e.g., due to the collapse of the central object into the

black hole).

Finally, we study the first gravitational wave observation accompanied by the elec-

tromagnetic signal, GW/GRB 170817. In this event, the LIGO and Virgo detectors

observed a gravitational wave signal followed by a short gamma-ray burst. We calcu-

lated the afterglow emission within a cocoon-jet paradigm and predicted the second

bump in the afterglow of GRB 170817.
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1. INTRODUCTION

Various astrophysical high energy sources, such as Pulsar Wind Nebulae (PWNe)

and Gamma-Ray Bursts (GRBs), produce relativistic outflows - winds. Non-thermal

particles are accelerated within the winds and eventually produce broad-band emis-

sion, observed from radio to very high energy gamma-rays. The observed properties

then depend on the overall dynamics of relativistic magnetized flows, relativistic kine-

matics (e.g., photons’ time of flight effects), and a combination of various radiative

processes.

The work of the dissertation focus on the properties of astrophysical relativistic

winds, with applications to Pulsar Wind Nebulae and Gamma-Ray Bursts. I develop

a systematic method to calculate the synchrotron radiation and IC emission produced

within the relativistic winds. In the following sections, I will first go over the prop-

erties of plasma and radiation processes in §4.13. Then the observational properties

and theories of the Crab nebula and GRBs will be reviewed in §1.2 and §1.3, and

finally, give the outlines of this dissertation in §1.4.

The following introduction is standard and relies heavily on existing reviews

and standard textbooks [1]; [2]; [3]; [4]; [5]. The text of this dissertation includes

reprints of previously publications: ”Prediction of the second peak in the after-

glow of GW170817” (reprints in §5) with Maxim Barkov, Adithan Kathirgamaraju,

Maxim Lyutikov, and Dimitrios Giannios (arXiv: 1805.08338), ”Turbulent model of

Crab nebula radiation” (reprints in §3) with Maxim Lyutikov, Tea Temim, and Luca

Comisso (submitted to The Astrophysical Journal), and ”Wind-powered afterglows

of gamma-ray bursts: flares, plateaus and steep decays” (reprints in §4) with Maxim

Lyutikov (in preparation). Maxim Lyutikov has supervised these research projects

used in this dissertation. Maxim Barkov, who is the first author of the publication



2

”Prediction of the second peak in the afterglow of GW170817” (arXiv: 1805.08338),

permits the texts and the plots in this article to be reprinted here.

1.1 Properties of plasma and radiation processes

1.1.1 Particle motion in an electromagnetic field and adiabatic invariants

The simplest case of a particle moving in an electromagnetic field is that a single

charged particle is moving in a uniform static magnetic field without an electric field.

The motion is given by E‖ = constant and E⊥ = constant, where E‖ is the parallel

component of velocity to the magnetic field and E⊥ is the perpendicular component

of velocity to the magnetic field. When an orthogonal electric field is added into

the uniform static magnetic field (any parallel electric field will separate opposite

charge particles, and the new electric field produced by the separation of opposite

charge particles will cancel the original electric field. Thus there is no parallel electric

in the plasma), the particle will experience an additional drifting motion, which is

perpendicular to the plane of the electric field and the magnetic field.

More frequent and complex cases of the electromagnetic fields are slowly variable

magnetic fields. Even though the trajectories of charged particles in a slowly variable

magnetic field are much more complicated, three adiabatic invariants could help us

better analyze the plasma system.

The first adiabatic invariant is the magnetic moment defined as ` =
<E2⊥
2� . Thus,

for a slowly variable magnetic field, the perpendicular component of the velocity of a

particle is proportional to the square root of the magnitude of the magnetic field.

The second adiabatic invariant is the longitudinal invariant defined as � =
∫ B2

B1
E‖dB,

where B1 and B2 are the reflection points for the parallel motion in a magnetic mirror.

The longitudinal invariant plays an important role in Fermi acceleration mechanisms

(I will discuss the Fermi acceleration mechanism in §1.1.3), which is used to explain

the acceleration of cosmic rays.
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The third adiabatic invariant is the total magnetic flux Φ enclosed by a drifting

surface. Thus, for a slowing variable magnetic field, if a charged particle moves around

a magnetic tube, the radius of the orbits will always be equal to the radius of the

magnetic tube.

1.1.2 Shock waves

Shocks are generated by supersonic motions and can be described as a transition

zone. The region of undisturbed flow is called upstream, and the region of disturbed

by the action of shock is called downstream. The relation between the plasma prop-

erties on upstream and downstream of a shock (the jump conditions) can be obtained

from the conservative form of the magnetohydrodynamic (MHD) equations.

Denote [-] ≡ -2 − -1, where the -2 is the variables in the downstream, and the

-1 is the variables in the upstream. From the conservation of mass, we have the jump

condition:

[d (U · n)] = 0 (1.1)

From the conservation of momentum, we have the jump condition:

[dU (U · n) +
(
% + �

2

8c

)
n − B

4c
(B · n)] = 0 (1.2)

From the conservation of energy, we have the jump condition:

[
(
d*2

2
+ W%

W − 1

)
(U · n) + 2

4c
(E × B) · n] = 0 (1.3)

From the conservation of the normal component of the magnetic field, we have the

jump condition:

[B=] = 0 (1.4)

From the conservation of the tangential component of the electric field, we have the

jump condition:

[EC] = 0 (1.5)
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Here, d is the mass density of the flow, U is the velocity of the flow, n is the unit

vector normal to the surface, % is the pressure, B is the magnetic field, E is the

electric field, and W is the specific heat ratio. These relations above constitute the

jump conditions or Rankine–Hugoniot conditions of the shocks.

In the case of � = 0, the ratios of the values of the parameters upstream and

downstream of the shock are given by

d2

d1
=
*1

*2
=
(W + 1) "2

2 + (W − 1) "2
(1.6)

and

%2

%1
=

2W"2 − (W − 1)
W + 1

(1.7)

Here, " is the Mach number, defined as " = *1/2B1, of the upstream flow, and 2B1

is the sound speed, defined as 2B1 = (W%/d)1/2, of the upstream flow.

For a more general case, the ratios of the values of the parameters upstream and

downstream of the shock are given by

*2G

*1G
=
d1

d2
= -−10 (1.8)

*2I

*1I
=

*2
1 − 2

2
0

*2
1 − -02

2
0

(1.9)

�2G

�1G
= 1 (1.10)

�2I

�1I
=

(
*2
1 − 2

2
0

)
-0

*2
1 − -02

2
0

(1.11)

%2

%1
= -0

2B2

2B1
= -0

(
1 + W − 1

2

*2
1 −*

2
2

22
B1

)
(1.12)

Here, 20 is the Alfven speed defined as 20 ≡ �√
4cd

, x-axis is the direction of n, z-axis

is the tangential direction, -0 is a positive solution of the third degree equation(
*2
1 − -2

2
0

)2
[-22B1 +

1

2
*2
1 cos2 \ (- (W − 1) − (W + 1))]

+1

2
220*

2
1- sin2 \ [(W + - (2 − W))*2

1

+- (- (W − 1) − (W + 1))] = 0 (1.13)
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and \ is the angle between B and the normal to the shock plane.

1.1.3 Acceleration mechanisms

There are many types of acceleration mechanisms, such as the first-order Fermi

acceleration (Fermi-I mechanism) and the second-order Fermi acceleration (Fermi-II

mechanism), and the energization of particles in reconnection events.

The Fermi-II acceleration mechanism

The Fermi-II mechanism was first proposed by Enrico Fermi in 1949 [6], to explain

the origin of cosmic rays. In the case of a particle collides with a magnetized cloud,

the energy after collision is given by

�0 5 C4A

�14 5 >A4
≈ 1 + 2 (D/2) (E/2) cos \ + 2 (D/2)2 (1.14)

Here, �0 5 C4A is the energy of particles after the collision, �14 5 >A4 is the energy of

particles before the collision, D is the speed of magnetized cloud, E is the speed of

particles, and \ ∈ [0, c] is the angle between the direction of the particle trajectory

and the direction of the magnetized cloud trajectory.

The intuitionistic knowledge tells us the probability of the head-on collisions

(\ = 0) is larger than the probability of the head-tail collisions (\ = c). The more

convictive explanation is that the probability of collisions is proportional to the in-

tensity of the relative velocity of the particles and the magnetized cloud. Thus, we

can average the collision angle and express the ratio of the energy differences of the

particles to the energy of particles before collisions as

〈Δ�
�
〉 = 8

3

(D
2

)2
(1.15)

This acceleration mechanism is called the second-order Fermi acceleration because

the energy gain depends on the square of the speed of the magnetized cloud D2.
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The Fermi-I acceleration mechanism

The Fermi-I mechanism was proposed by [7]; [8]; [9]; [10] independently in 1977-

1978, to make acceleration processes more efficiently. In the case of that the high

energy particle crosses a shock, the particle always gains the energy, no matter which

it goes to upstream from downstream or it goes to downstream from upstream. The

energy of particle increased is given by Δ�/� = (D1 − D2) /2. The particles can

experience multiple crossing between the upstream and downstream. Thus, the energy

gained in the Fermi-I mechanism is much higher than the energy gained in the Fermi-

II mechanism. This acceleration mechanism is called the first-order Fermi acceleration

because the energy gain depends on the speed of the shock D.

The energization of particles in reconnection events

Magnetic reconnection is a physical process in which the oppositely directed mag-

netic field is breaking and reconnecting in a plasma. In the magnetic reconnection,

magnetic field energy is converted to plasma kinetic and thermal energy and particle

acceleration. It is a violation of Alfvén’s theorem, which states that the magnetic field

is frozen and move along with the fluid. Magnetic reconnection provides a solution

for many problems, such as the solar corona.

The illustration of the magnetic reconnection is showed in FIG. 1.1. When mag-

netic field lines of opposite directions get close together, they reconnect, and the

configuration of the magnetic field lines changes and releases the magnetic energy

into plasma. A current sheet is confined to a thin layer between the opposite mag-

netic field lines.

The first theoretical description is given by Peter Sweet and Eugene Parker in 1956,

thus it’s so-called Sweet-Parker model [11]. In Sweet-Parker model, the dimensionless

reconnection rate ' is defined as the ratio of the inward velocity Ein to the outward

velocity Eout. Based on the resistive MHD, ' can be derived as

' = (−1/2 (1.16)
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Figure 1.1. A cartoon of the magnetic reconnection event. Initially,
the magnetic field lines are running in the opposite direction. Then,
the magnetic field lines and fluid are moving inward, and the two
opposite magnetic field lines get closer to each other. Finally, the
magnetic field line reconnect and change its configuration.
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where ( is the dimensionless Lundquist number and is defined as ( = !20
[

, ! is the

length of the current sheet, 20 is the speed of the Alfven wave, and [ is the plasma

magnetic diffusivity.

The problem of the Sweet-Parker model is that it cannot explain the fast reconnec-

tion event, according to Eqn. 1.16. In 1964, Harry Petscheck proposed an alternative

model (it is a so-called Petscheck model) to solve the problem [12]. In Petscheck

model, the fast reconnection events take place along a small fraction of the current

sheet length made by slow mode shocks. The maximum reconnection rate can be

estimated as

'4 (max) ∝ (ln (4)−1 (1.17)

which implies (1) the reconnection rate of the Petscheck model is much larger than

the reconnection rate of the Sweet-Parker model; (2) the reconnection rate of the

Petscheck model is much less sensitive to the variation of the Lundquist number (

than the Sweet-Parker model.

1.1.4 Synchrotron and IC emission

Radiation emitted when charge particles are accelerated radially by a magnetic

field. If the the particles are non-relativistic, we call the radiation as cyclotron emis-

sion. If the particles are relativistic, we call the radiation as synchrotron emission.

The total emitted power for a charge particle moving in a constant magnetic field is

given by

% =
4

3
f)2V

2W2*� (1.18)

where f) is the Thomson cross section, and *� is the magnetic energy density. The

emitted power spectrum for a charge particle moving in a constant magnetic field is

given by

%(l) =
√

3

2c

@3� sinU

<22
�

(
l

l2

)
(1.19)
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where @ is the charge, U is the pitch angle, and � is a dimensionless function, which

we will discuss more details in §2.

In astrophysics, people often consider the particles distribution as an approxi-

mately power-law distribution # ∝ �−B. For the many charge particles system with

power-law distribution accelerated by a magnetic field, the emitted power spectrum

is given by

%(l) ∝ �
?+1
2 a−

?−1
2 (1.20)

Compton scattering is the scattering between photons and electrons. If the pho-

tons transfer energy to the electrons, we call the process as Compton scattering. If

the electrons transfer energy to the photons, we call the process as inverse Compton

scattering. A specific process called synchrotron self-Compton scattering (SSC) if the

photons are produced from synchrotron emission. In astrophysics, inverse Compton

scattering boosts the energy of photons and plays an essential role in producing X-ray

and gamma-ray emission. For inverse Compton scattering, if the energy of photons is

less than the rest energy of electrons in the rest electron frame, we call that the pro-

cess is in the Thomson regime. If the energy of photons is greater than the rest energy

of electrons in the rest electron frame, we call that this process is in the Klein-Nishina

regime.

The Thomson cross section is given by

f) =
8c

3
A0 = 6.65 × 10252<2 (1.21)

and the Klein-Nishina cross section is given by

3f #

3Ω
=

3

16c

f)

(1 + G (1 − cos \))

(
G (1 − cos \) + 1

1 + G (1 − cos \) + cos2 \

)
(1.22)

Here G is the initial photon energy, and \ is the angle between the incoming photons

and outgoing photons. The power spectrum of IC are derived in [13]; [14]; [15]; [16]

under different treatments. More detail analysis on different aspects of synchrotron

radiation and IC can be found in the reviews [17]; [18].
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1.2 Observational properties and theories of the Crab nebula

1.2.1 Observational properties of the Crab nebula

Pulsars are highly magnetized rotating neutron stars, and their radiation point to

the direction of the magnetic pole, so we can see pulsational signals from pulsars (we

can only see the signals when the magnetic pole is pointing toward us). PWNe are

nothing but a type of nebulae associated with supernovae (SNRe) explosion that are

powered by pulsar winds generated by their central pulsars.

The Crab nebula is a widely known pulsar wind nebula at a distance of about

2000 pc. It is the only PWN, who was the first astronomical object identified with

a historical supernova explosion. Four components constitute the Crab [19]: (1) the

Crab pulsar is at the center of the Crab nebula and has a spin-down luminosity ∼ 105

times larger than the Sun. (2) the shocked pulsar wind fills the Crab nebula. (3)

filaments, which produce thermal emission, are around the Crab nebula. (4) the freely

expanding ejecta beyond the easily visible Crab.

The first observation of Crab nebula is the observation of its progenitor SN 1054,

which produced the Crab nebula, and it was first recorded on July 4th, 1054 by

Chinese astronomers. The SN 1054 was so bright, so Chinese astronomers could even

observe it during the daytime for 23 days. After about three more years, the SN 1054

was dim enough and disappeared in the sky due to the limitation of the observation

equipment.

There is no evidence connecting Crab nebula and pulsar until David Staelin and

Edward Reifenstein III observed two pulsational radio sources near Crab nebula

in 1968 [20]. Shortly after the discovery of two pulsational radio sources, Richard

Lovelace discovered the period and location of the Crab Nebula pulsar [21].

Since then, many experiments covering multi-wavelength from radio to high en-

ergy gamma-ray have been conducted to observe Crab nebula and Crab pulsar. For

example, The Spitzer Space Telescope (SST) is an infrared space telescope launched

in 2003 and observes infrared emission. Fermi observes X-ray emission. Major Atmo-
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Figure 1.2. The broad-band spectrum of the Crab nebula via multi-
wavelength observations, taken from [23].

spheric Gamma Imaging Cherenkov Telescopes (MAGIC), High Energy Stereoscopic

System (H.E.S.S.), and Very Energetic Radiation Imaging Telescope Array System

(VERITAS) are Imaging Atmospheric Cherenkov Telescopes and observes high energy

gamma rays.

The most recent and surprising observation was from Tibet ASW experiment,

which is an air shower observation array located in Tibet, China. AsW collaboration

observed the gamma-ray photons over 100 TeV from Crab nebula in 2019, and it

is the first detection of photons with energy beyond 100 TeV from an astrophysical

source [22].

The spectrum of the Crab nebula is shown as Fig 6.7 in [23] via multi-wavelength

observations. Here the result of the spectrum of the Crab nebula is reprinted as

Fig. 1.2. There are two peaks in the broad-band spectrum. The one around 1015

Hz is a synchrotron emission peak, and the other one around 1026 Hz is an IC peak

(I will discuss more detail about synchrotron emission and IC in §1.1.4). The little

bump around 1013 Hz is believed as the thermal component satisfies the black body

radiation formula.
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1.2.2 Kennel-Coroniti prescription

Following the work of [24], Kennel-Coroniti developed a standard one-dimensional

spherically symmetric steady MHD model of Crab nebula [25]; [26]. The idea of the

Kennel-Coroniti model is that the pulsar generates a highly relativistic wind, and a

strong shock terminates the wind.

They then assumed the particle distribution obeys power-law and followed the

MHD solutions to find the best-fit result of the pulsar luminosity, !; the shock radius,

AB; and the ratio, f, of the Poynting to particle energy fluxes in the upstream wind

to match the flow and pressure boundary conditions at the nebula-remnant interface.

The best-fit solution they found is ! = 5 × 1038 ergs s−1, AB = 3 × 1017 cm, and

f = 0.003.

Fig 13 in [26] presents the comparison of the best-fit Crab nebula spectra and

observation data. The parameter, which fits the hard X-ray and W-ray, can also

reproduce the observed intensity and spectra slope of the optical-UV band. Thus, they

have succeeded in linking the different independent observations over the different

frequency ranges by using the one MHD flow model.

However, their stead MHD model only accounts for the synchrotron spectrum

from infrared to X-ray emissions, not for the radio emission. More drawbacks of the

Kennel-Coroniti model and the attempt to build the model of Crab nebula radiation,

which can account for a broad range of emission from radio to highest W-ray are

discussed in §3.

1.3 Observational properties and theories of GRBs

1.3.1 Observational properties of GRBs

GRBs are the most energetic astronomical events in the universe [27]; [28] with

duration from few ten millisecond to several hundred seconds. The observed fluences

of GRBs are from 10−4 to 10−7 erg/cm2. The redshift and flux implies that GRBs
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can produce isotropic luminosity from 1048 to 1055 ergs. However in reality, GRBs

are narrowly beamed as a jet outflow [29]; [30], which reduces the corresponding real

energy release in GRBs from 1048 to 1052 erg [31]; [32]; [33]; [34]; [35]; [36]; [37]; [38].

Even though people have observed GRBs for about sixty years, there are many puzzles

people still don’t understand in GRBs events.

GRBs could be detected a few times a day at the random direction in the sky [39];

[40]; [41], even though the rate of GRBs event in a galactic is estimated only from

10−6 to 10−5 yr−1 [42]; [43]; [44], The first GRBs signal was detected in 1967 by the

Vela satellites, which were designed to detect gamma-ray emitted by nuclear weapons

in early years of Cold War, and the discovery was published in 1973 when the solar

origins were ruled out completely [45].

The origin of GRBs had puzzled people for a long time, and many models were

proposed to explain the existence of GRBs. However, due to the GRBs’ short dura-

tion, the first Vela observation was not able to provide too much information, such

as redshift, distance, localization, and luminosity. Following the Vela’s discovery,

Compton-Gamma-Ray-Observatory (CGRO) was launched in 1991. CGRO was a

space observatory detecting photons with energies from 20 KeV to 30 GeV, and it

carries four instruments: The Burst and Transient Source Experiment (BATSE),

The Oriented Scintillation Spectrometer Experiment (OSSE), The Imaging Comp-

ton Telescope (COMPTEL), and The Energetic Gamma Ray Experiment Telescope

(EGRET). CGRO discovered that GRBs are isotropically distributed, which indi-

cates that GRBs are located at a cosmological distance. CGRO also found that there

are two classes of GRBs (see Fig.1 in [40]): short GRBs with duration less than two

seconds (see Fig.1 in [46] as a typical light curve of short GRBs), and long GRBs

with duration more than two seconds (see Fig.1 in [47] as a typical light curve of long

GRBs).

Following CGRO, BeppoSAX was launched in 1996. BeppoSAX was a space

satellite detecting photons with energies from 0.1 KeV to 300 KeV with relatively

larger area and better angular resolution, and it carries five instruments: Low En-
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ergy Concentrator Spectrometer (LECS), Medium Energy Concentrator Spectrometer

(MECS), Medium Energy Concentrator Spectrometer (MECS), Phoswich Detector

System (PDS), and Wide Field Camera (WFC). BeppoSAX made the first accurate

distance measurement and determined a faint, distant host galaxy in 1997, thus con-

vinced that GRBs are located a cosmological distance [41]; [48]; [49]; [50]; [51]; [52];

[53]; [54]; [55]; [56]. In 1997, satellites BeppoSAX, along with 4.2-m William Herschel

Telescope (WHT) on La Palma, discovered the first X-ray and optical afterglow after

the gamma-ray burst event GRB 970228 [53]; [54]. In 1998, [57] found that the Type

Ib/c event supernova (SN) GRB 980425/SN 1998bw represents the general mecha-

nism for GRBs by analyzing BeppoSAX data. The relationship between GRBs and

SNs are confirmed later by High Energy Transient Explorer (HETE-2) via observing

GRB 030329/SN 2003dh in 2003 [58]; [59]. In 1999, BeppoSAX, along with Robotic

Optical Transient Search Experiment (ROTSE), observed a very bright optical flash

from GBR 990123 while gamma-ray burst was still active [60]; [61], which can be

explained by standard fireball model [62]; [63]; [64], see §1.3.2.

The GRBs emission themselves are usually called GRBs prompt emission. The

properties of GRB prompt emission could be summarized as the following [65]: (1)

GRB light curves are very diverse. (2) GRB prompt emission is non-thermal, and

a band function [39] could describe most of the GRB spectra. (3) The peak energy

ranges from 10 KeV to 10 MeV. (4) The prompt gamma-ray emission is linearly

polarized with a large degree of polarization. The possible radiation mechanisms

are synchrotron emission, Inverse Compton emission (IC), synchrotron self-Compton

(SSC), and hadronic cascade. However, the origin of GRB prompt emission is still

an unsolved problem, and many aspects of GRBs prompt emission are still mysteries,

such as jet composition, energy dissipation mechanism, particle acceleration mecha-

nism.

Many theoretical GRBs models predicted that GRBs are produced in relativistic

explosion [66]; [1]. The observational evidences are from radio scintillation measure-

ment for GRB 970508 [67]; [68] and superluminal motion of the radio afterglow of
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GRB 030329 [69], where the blast wave was found to be relativistically for a couple

of weeks after the explosion. It was expected under much theoretical consideration

that a long-lasting fading emission in the X-ray, optical, and radio band, which is

also called afterglow, will be produced when the highly relativistic jet interacts with

the interstellar gas and should be following the GRBs prompt emission [70]; [71]; [63].

In the same year, Very Large Array (VLA) at the National Radio Astronomy Ob-

servatory observed the first radio afterglow after the gamma-ray burst event GRB

970508 [68]. The general behaviors of GRB afterglow emission could be summarized

as the following: (1) GRB afterglow starts as an early time steep decay with a power-

law index steeper than -2. (2) Following the early steep decay, there is a shallow decay

or plateau with a power-law index -0.5 or larger. (3) In most GRBs, the plateau is

followed by a normal decay with a typical power-law index -1. (4) In the end, there

is a late steep decay with a power-law index -2 or steeper. (5) About half of GRBs

have one or more X-ray flares.

Short GRBs are perhaps from the merger of two compact objects because (1)

short GRBs were found to be associated with older stellar population and low star

forming regions, (2) short GRBs were found to be on average less energetic and

at a lower redshift [72]; [73]; [74]. Long GRBs are perhaps from the collapse of

massive stars because (1) long GRBs were found to be on average larger energetic

and larger time scale. (2) long GRBs were found to be in star forming regions of

their host galaxies. (3) type Ic supernovae were detected associated with several long

GRBs [57]; [28]; [75]; [76]; [77]; [78]; [79]; [80]; [81]; [82]; [83]; [84]; [85]; [86].

In 2004, The Neil Gehrels Swift Observatory (Swift) [87] was launched, and we

enter the new era of studying GRBs. Swift is a multi-wavelength space observa-

tory detecting photons with energies from 0.02 KeV to 150 KeV, and it carries three

instruments: Burst Alert Telescope (BAT), X-ray Telescope (XRT), and Ultravio-

let/Optical Telescope (UVOT). When BAT detects a burst, XRT and UVOT can

quickly point to the GRB position within 60-100 seconds and observe its X-ray and

lower frequency afterglow emission. In other words, the three instruments of Swift can
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work together to observe GRBs and afterglows in the gamma-ray, X-ray, ultraviolet,

and optical wavebands. Swift has several notable detections, such as the first accu-

rate location of short GRBs was identified, and the first X-ray afterglow in a short

GRB was detected on May 9, 2005 [88]; [80]; the most distant cosmic explosion ever

seen GRB 090429B was observed on April 29, 2009 [89]; the most powerful observed

gamma-ray burst GRB 190114C was observed on January 19, 2019 [90].

The Fermi Gamma-ray Space Telescope (Fermi) [91] was launched in 2008. Fermi

is a space observatory detecting photons with energies from 8 KeV to 300 GeV, and

it carries two instruments: the Large Area Telescope (LAT) and the Gamma-ray

Burst Monitor (GBM). Fermi has several discoveries associated with GRBs, such

as some GRBs were found having an additional spectra component in their prompt

emission [92]; [93]; the maximum photon energy 94 GeV was detected from GRB

130427A on April 27, 2013 [94]; GRB 170817A was identified after its gravitational

wave was detected by LIGO detector [95].

Many more new satellites, such as Ultra-Fast Flash Observatory (UFFO) [96]; [97]

and Hard X-ray Modulation Telescope (HXMT) [98], and ground-based observato-

ries, such as The Expanded Very Large Array (EVLA) [99], Atacama Large Millime-

ters/submillimeter Array (ALMA) [100] and Low-Frequency Array (LOFAR) [101],

have been used to investigate the nature of GRBs. Some future detectors, such as

Space Variable Objects Monitor (SVOM) [102], have been proposed to give us more

information from the observations.

1.3.2 Hot fireball model

Since [41] found that GRBs are located in cosmological distance, the isotropic

photon energies can be estimated as �8B> ∼ 1051 erg. Even consider the beaming

effect, the jet photon energies can be estimated as � 9 4C ∼ 1048 erg. Such high energies

concentrated on a scale of the size of a star will produce a fireball naturally.
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The first process within the fireball is the adiabatic expansion. During the first

process, the energy of photons and electrons are converted into the kinetic energies

of protons, so that the fireball undergoes a relativistic expansion with Lorentz factor

Γ ≥ 103 [103].

The second process within the fireball is the deceleration when the relativistic

fireball interacts with the external medium. During the second process, the kinetic

energies of protons are converted into the thermal energies, which can be radiated

away as photons [104]; [62]; [105]. In the meantime, a reverse shock formed and

accelerated electrons, which produced non-thermal photons via synchrotron radiation

and IC.

There are four critical radii in the fireball model [106]: '8 is the initial radius

of the fireball, where a large mount of energy is released. '[ ∼ '8[ is the radius

of radiation/matter dominated phase transition. Behind '8[, all the energy is in

the kinetic energy of the matter. '?08A ∼
(

�

c'3
8
0

) 1
4 '8
)?

is the radius of optically thin

to pairs. Behind '?08A , the pair-production become small enough, and the fireball

become optically thin to pairs. '4 ∼
(

) �

4c<?22[

) 1
2

is the radius of optically thin to

electrons associated with protons. Behind '4, the scattering between the photons and

the electrons are sufficient small, and the fireball become optically thin to electrons

associated with protons. Here we denote [ = �

"22
as the ratio of the initial energy to

the mass of the fireball.

Two critical values for [ can be derived [106]; [103]. [?08A is the value of the [

when '?08A = '4

[?08A ∼
(
f2
)
�U)4

?

c<2
?2

4'8

) 1
2

(1.23)

[1 is the value of the [ when '4 = '[

[1 ∼
(

f)�

2c<?2
2'2

8

) 1
3

(1.24)

Here U is the fine structure constant, and f) is the Thomson scattering cross section.
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There are four different types of fireballs [106]. The case of [?08A < [ is called pure

radiation fireball. In this case, '?08A > '4, so the explosion energy escapes as radiation

when the fireball becomes optically thin to pair-production. The case of [1 < [ < [?08A

is called electron dominated opacity. In this case, the part of the explosion energy is

converted to the kinetic energy of matter, but since the photons decouple with the

electrons before the fireball enters into the matter-dominated phase, the fireball is still

in radiation dominated regime. The case of 1 < [ < [1 is called relativistic baryonic

fireball. In this case, the fireball becomes matter-dominated before it becomes optical

thin to electrons. So most of the explosion energy is converted into the kinetic energy

of matters. This case is the most suitable situation for GRBs. The case of [ < 1

is called a Newtonian fireball. In this case, the rest mass energy is larger than the

radiation energy, and the explosion energy is not able to produce a relativistic fireball.

1.3.3 The external shock model of afterglows

While we are still not able to explain all the features in GRBs observation, there

is a standard agreement that Reverse Shock (RS) and Forward Shock (FS) play an

essential role in GRBs prompt emission and afterglow emission. The RS-FS system

could be explained as follows: there are four regions, which include unshocked jet,

shocked jet, shocked ejecta, and unshocked ejecta. FS, which satisfies Blandford

& Mckee self-similar solution [107], separates shocked ejecta and unshocked ejecta,

contact discontinuity (CD) separates shocked ejecta and shocked jet, and RS separates

unshocked jet and shocked jet. Once a collimated jet is launched, the jet hits the

interstellar medium (ISM) and produces a forward shock that moves outward into

the ISM and a reverse shock that back into the unshocked jet. Between the shocked

medium and the shocked jet, a density-discontinuity surface will be formed. This

structure is shown as FIG.1.3.

Conventionally, GRBs prompt emissions and afterglow emission are explained by

the standard fireball model [104]; [108]; [106]; [109]; [2], which is the following: when a
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Figure 1.3. RS-FS structure as viewed from the observer frame. RS
and FS are produced from the interaction between a relativistic jet
and ISM. The shocked jet and shocked ejecta are on the different
sides of CD and move with the same velocity, and they have the same
pressure but different density.
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massive star collapse, gravitational energy is transformed to thermal energy, and then

most of the thermal energy is transformed to the kinetic energy of outflow jet. When

the jet is slowed down by surrounding ISM, the kinetic energy of the outflow jet is

dissipated in the FS and RS. Then the prompt emission is produced by the internal

collision of matter-dominated shells within the flow, and afterglows are generated in

the relativistic blast wave after the flow is slowed down by shocks with the surrounding

circumstance medium.

For the cooling process, we introduce three characteristic frequencies: the typical

synchrotron frequency of the accelerated electrons with the minimum Lorentz fac-

tor a0, the typical synchrotron frequency of the cooled electrons with the minimum

Lorentz factor a<8=, and the cooling frequency a2. It’s for sure that a<8= is the lowest

one among three characteristic frequencies. If a0 > a2, we call the corresponding spec-

trum as fast cooling. If a0 < a2, we call the corresponding spectrum as slow cooling.

With a power law electrons distribution (power law index = ?), for fast cooling, the

flux at the observer is given by [110]

�a =


(a/a2)1/3 �a,max, a2 > a

(a/a2)−1/2 �a,max, a0 > a > a2

(a0/a2)−1/2 (a/a0)−?/2 �a,max a > a0

(1.25)

and for slow cooling, the flux at the observer is given by [110]

�a =


(a/a0)1/3 �a,max, a0 > a

(a/a0)−(?−1)/2 �a,max, a2 > a > a0

(a2/a0)−(?−1)/2 (a/a2)−?/2 �a,max a > a2

(1.26)

where �a,max is the observed peak flux. The typical synchrotron spectrum of slow

cooling and fast cooling are showed as Fig. 1 in [110], here I reprint the result as Fig.

1.4.

Readers should be aware of three-time variables I will use throughout this dis-

sertation. They are fluid time, lab time, and observe time. In this dissertation, the

fluid times are denoted as C′ (I also denote all quantities measured in the fluid frame
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Figure 1.4. Synchrotron spectrum of fast cooling and slow cooling
with a power law electron distribution. Taken from [110].
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Figure 1.5. The relation between lab time and observe time in 1-
dimension condition. Firstly, the emission source emit a photon at
location 1 at time t1. At time C2 = C1 + XC, the emission source move
to the location 2, and emit a photon. At the same time, the first
photon has travelled 2XC. So the distance between these two photon
is (2 − E)XC, and the time interval that observer will see these two
photons is 2−E

2
XC.

as variable-plus-prime), lab time as C (I also denote all quantities measured in lab

frame as just-variables) and observe time as ) or )>1. The illustration of three-time

variables in 1-dimension condition is as FIG.4.20. Fluid time is the time measured in

the fluid frame. Lab time is the time measured in the lab frame. According to special

relativistic, C = C′Γ, where Γ is the Lorentz factor of fluid. Observe time is the time

interval measured by an observer in the lab frame. From the FIG.4.20, the time in-

terval between emission 1 and emission 2 in lab frame is XC = C2− C1. But for observer,

the time interval between emission 1 and emission 2 is X) = 2−E
2
XC = (1 − V)XC = C

2Γ2

since the emission location move toward observer with distance EXC, where I assume

the fluid has relativistic movement.

1.4 The Outline of the Dissertation

In the rest of this dissertation, I will focus on my previous works to apply a

powerful program, which can calculate the synchrotron spectrum and IC spectrum for

a broad range of relativistic processes, to several astrophysical objects: PWNs, GRBs,

GWs. In chapter §2, I present the analytical work of calculating the synchrotron

spectrum. Chapter §2 provides the calculation tool for the works in §3, §4, and §5. In
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chapter §3, I calculate the broad-band spectrum and spectra index map of the two-

component Crab nebula model. In chapter §4, I present an alternative GRB model in

which the emission is from the long-lived terminate shock. Radiation loss, adiabatic

expansion, and the effect of opening angle are considered in this section. By applying

this model, I explain the steep drop, the flares, and the plateau within the GRB

afterglow light curve. In chapter §5, I present a study in which FS emission is included

in the GRB/GW 170817 event. I calculate the light curve of GRB/GW 170817 and

predict the second bump at a later time. Finally, I summarize my dissertation and

present some work I will do in the future in chapter §6.
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2. SYNCHROTRON EMISSION IN AN EVOLVING

MAGNETIC FIELD

2.1 Introduction

Synchrotron emission is one of the most common radiation mechanism in astro-

physics. Thus, a systematic way of calculating the synchrotron spectrum is needed

for a broad range of topics: such as GRBs, AGNs, and other relativistic processes.

In this chapter, I will derive the basic analytical method of calculating synchrotron

emission. I will start my calculations from the case of a constant magnetic field

without an expansion process in §2.2. Then, I will dive into the process of adiabatic

expansion in §2.3. Both radiative losses and adiabatic expansion are considered in

§2.3. Finally, I will extend my calculation into a more general situation (we consider a

self-similar dynamic expansion for a demonstration, but the scope of solvable problems

are any expansion processes, whose bulk Lorentz factors is the power-law of time t.

Thus, the applicable power much beyond the self-similar dynamic expansion case) in

§2.4.

2.2 Synchrotron Emission in a constant magnetic field

Let us consider the evolution of the distribution function of accelerated particles

taking into account only radiative losses.

First, we want to find the Green’s function. For a pure power-law distribution,

this was done by Kardashev (1962) [111]. We will include the effect of Wmin, which is

the minimum Lorentz factor of the injected electrons, in my calculations.
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For completeness, let us first re-derive the Green’s function for synchrotron-cooling

particles in a constant magnetic field. We need to solve Boltzmann’s (Liouville’s)

equation with energy losses,
m 5

mC
+ m ( ¤W 5 )

mW
= 58= 9 (2.1)

where 5 is the distribution function of the injected particles, 5inj is the particle injec-

tion spectrum, and W is the Lorentz factor of injected electrons.

We assume that at time C = C8, a distribution 5inj ∝ W−?Θ(W − Wmin) ( Θ(G) is the

Heavyside function) is injected. The Green’s function is given by the solution of Eqn.

(2.1) with injection ∝ W−?X(C − C8)Θ(W − Wmin), where ? is the power law index, C8 is

the injection time, and C is the time after injection, thus C ≥ C8.

In constant magnetic field the energy of particle experiencing synchrotron losses

evolves according to

3W

3C
= −�1�

2W2

�1 =
f)

6cmc
(2.2)

and the solution is

W =
W0

1 + �1�
2W0 (C − C0)

(2.3)

where f) is the Thomson cross section (we have separated magnetic field from the

universal constants), C0 is the initial time, � is the magnetic field, and W0 is the initial

Lorentz factor of the particles. I plot how does Lorentz factor evolve with time as

Fig.2.1 and Fig.2.2.

Thus, the Green’s function becomes the solution of partial differential equation

m 5

mC
− �1�

2 m ( 5 W2)
mW

= 50W
−?X(C − C8)Θ(W − Wmin) (2.4)

with initial condition � (W, C8, C8) = 50W
−?Θ(W − Wmin), where 50 is a normalization

constant, which satisfies !8= 9 =
∫ ∞
Wmin

50W
1−?<22 3W and !8= 9 is the injection power.

The solution of (2.4) is Eqn. (5) in [111] as

� (W, C, C8) =

50
(1−�1�

2W(C−C8)) ?−2
W?

,
Wmin

�1�
2Wmin (C−C8)+1

< W < 1
�1�

2 (C−C8)

0, else
(2.5)
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Figure 2.1. The typical evolution of the Lorentz factors in radiation-
only energy loss processes. The initial Lorentz factor are 5 × 105,
1 × 106, 2 × 106 from red to orange. The initial time is 1 × 105B.
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Figure 2.2. The typical evolution of the Lorentz factor in radiation-
only energy loss processes. Two curves have same initial Lorentz
factor but correspond to two different initial time 1×105B and 2×105B
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Figure 2.3. The evolution of the typical Green’s Function for instan-
taneous injection at C = C0. We use Wmin = 5×105, � = 5.5G, C0 = 105B,
time = C0, 1.0001 × C0, 1.00012 × C0 from blue to green.

The evolution of the typical Green’s function is showed as FIG. 2.3.

The Green’s function is a special distribution function for instantaneous injection

at time C8. In order to find the distribution function for constant injection rate, we

need to integrate over the duration of injection from the injection starting time to now,

i.e. # (W, C) =
∫ C

C0
� (W, C, C8)3C8, where C0 is the initial injection time. The calculation is

very tricky, as we describe below.

We consider two cases: (i) Wmin

�1�
2Wmin (C−C0)+1

< 1
�1�

2 (C−C0)
< Wmin, and (ii) Wmin

�1�
2Wmin (C−C0)+1

<

Wmin <
1

�1�
2 (C−C0)

. Notice that Wmin is a constant but 1
�1�

2 (C−C0)
is decreasing as time

goes, so case (ii) is at the early time of the evolution, and case (i) is at the later time

of the evolution.

Let us consider about case (i) firstly. All injected particles have contribution

to the distribution function. In terms of their Lorentz factor W, we can divide the

distribution function into four regions, which are W < Wmin

�1�
2Wmin (C−C0)+1

, Wmin

�1�
2Wmin (C−C0)+1

<

W < 1
�1�

2 (C−C0)
, 1
�1�

2 (C−C0)
< W < Wmin, and Wmin < W. Now we can do integration over

each region separately.
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For the case of W < Wmin

�1�
2Wmin (C0)+1

, W is less than Wmin

�1�
2Wmin (C−C8)+1

for any positive

number C8 > C0, so the Green’s function � (W, C, C8) is always zero for the all duration

of injection. Thus, the contribution from this part simply becomes

#1(W, C) =
∫ C

C0

� (W, C, C8)3C8 = 0 (2.6)

For the case of Wmin

�1�
2Wmin (C−C0)+1

< W < 1
�1�

2 (C−C0)
, W is less than 1

�1�
2 (C−C8)

for any

positive number C8 > C0, but is not necessary larger than Wmin

�1�
2Wmin (C−C8)+1

. More specif-

ically, when C8 is larger than C − Wmin−W
�1�

2WWmin
, W is less than Wmin

�1�
2Wmin (C−C8)+1

, which means

the Green’s function is 0. So the Green function is non-zero only for duration of

injection C0 < C8 < C − Wmin−W
�1�

2WWmin
. Thus, the contribution to the distribution function

from this part becomes

#2(W, C) =
∫ C

C0

� (W, C, C8)3C8 =
∫ C− Wmin−W

�1�
2WWmin

C0

� (W, C, C8)3C8 (2.7)

For the case of 1
�1�

2 (C−C0)
< W < Wmin, W is neither necessary less than 1

�1�
2 (C−C8)

,

nor necessary larger than Wmin

�1�
2Wmin (C−C8)+1

. More specifically, when C8 is larger than

C − Wmin−W
�1�

2WWmin
, W is less than Wmin

�1�
2Wmin (C−C8)+1

, which means the Green’s function is 0.

And when C8 is smaller than C − 1
�1�

2W
, W is larger than W < 1

�1�
2 (C−C8)

, which also

means the Green’s function is 0. So the Green function is non-zero only for duration

of injection C − 1
�1�

2W
< C8 < C − Wmin−W

�1�
2WWmin

. Thus, the contribution to the distribution

function from this part becomes

#3(W, C) =
∫ C

C0

� (W, C, C8)3C8 =
∫ C− Wmin−W

�1�
2WWmin

C− 1
�1�

2W

� (W, C, C8)3C8 (2.8)

Finally, for the case of Wmin < W, W is not necessary less than 1
�1�

2 (C−C8)
, but W is

always larger than Wmin

�1�
2Wmin (C−C8)+1

for any positive number C8 > C0. More specifically,

when C8 is smaller than C − 1
�1�

2W
, W is larger than W < 1

�1�
2 (C−C8)

, which means the

Green’s function is 0. So the Green function is non-zero only for duration of injection

C − 1
�1�

2W
< C8 < C. Thus, the contribution to the distribution function from this part

becomes

#4(W, C) =
∫ C

C0

� (W, C, C8)3C8 =
∫ C

C− 1
�1�

2W

� (W, C, C8)3C8 (2.9)
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Then let us consider case (ii). we want to divide the distribution function into four

regions again. But this time, the four parts are W < Wmin

�1�
2Wmin (C−C0)+1

, Wmin

�1�
2Wmin (C−C0)+1

<

W < Wmin, Wmin < W <
1

�1�
2 (C−C0)

, and 1
�1�

2 (C−C0)
< W. Now we can do integration over

each region separately.

For the case of W < Wmin

�1�
2Wmin (C−C0)+1

, W is less than Wmin

�1�
2Wmin (C−C8)+1

for any positive

number C8 > C0, so the Green’s function is always zero for the all duration of injection.

Thus, the contribution from this part simply becomes

#1(W, C) =
∫ C

C0

� (W, C, C8)3C8 = 0 (2.10)

For the case of Wmin

�1�
2Wmin (C−C0)+1

< W < Wmin, W is less than 1
�1�

2 (C−C8)
for any positive

number C8 > C0, but is not necessary larger than Wmin

�1�
2Wmin (C−C8)+1

. More specifically,

when C8 is larger than C − Wmin−W
�1�

2WWmin
, W is less than Wmin

�1�
2Wmin (C−C8)+1

, which means the

Green’s function is 0. So the Green’s function is non-zero only for duration of injection

C0 < C8 < C − Wmin−W
�1�

2WWmin
. Thus, the contribution to the distribution function from this

part becomes

#2(W, C) =
∫ C

C0

� (W, C, C8)3C8 =
∫ C− Wmin−W

�1�
2WWmin

C0

� (W, C, C8)3C8 (2.11)

For the case of Wmin < W < 1
�1�

2 (C−C0)
, W is always less than 1

�1�
2 (C−C8)

for any

positive number C8 > C0, and W is also always larger than Wmin

�1�
2Wmin (C−C8)+1

for any

positive number C8 > C0. So the Greens function is non-zero for whole duration of

injection C − 1
�1�

2W
< C8 < C − Wmin−W

�1�
2WWmin

. Thus, the contribution to the distribution

function from this part is simply

#3(W, C) =
∫ C

C0

� (W, C, C8)3C8 (2.12)

Finally, for the case of 1
�1�

2 (C−C0)
< W, W is not necessary less than 1

�1�
2 (C−C8)

,

but W is always larger than Wmin

�1�
2Wmin (C−C8)+1

for any positive number C8 > C0. More

specifically, when C8 is smaller than C − 1
�1�

2W
, W is larger than W < 1

�1�
2 (C−C8)

, which

means the Green’s function is 0. So the Green’s function is non-zero only for duration
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Figure 2.4. The evolution of the distribution function for radiation-
only energy loss processes. We use Wmin = 5 × 105, B = 5.5G, C0 =
105s. Time increase 12B, 25B, 38B, 91B, 143B, 195B after C0 from blue
to brown. The red circle are cooling break and the grey circle are
injection break due to Wmin We can see the transition when cooling
break cross the injection break from yellow curve to red curve.

of injection C − 1
�1�

2W
< C8 < C. Thus, the contribution to the distribution function

from this part becomes

#4(W, C) =
∫ C

C0

� (W, C, C8)3C8 =
∫ C

C− 1
�1�

2W

� (W, C, C8)3C8 (2.13)

By adding these four regions’ contribution (either case (i), or case (II)), we will

have the distribution function as

# (W, C) = #1(W, C) + #2(W, C) + #3(W, C) + #4(W, C) (2.14)

See Fig. 2.4 as a demonstration of the evolution of the distribution function for the

radiation-only energy losses processes.

Next, we calculate the synchrotron spectrum. Single particle emissivity is

%(l) =
√

3

2c

�243

<22
� ( l
l2
) (2.15)
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l2 =
3�W24

2<2
(2.16)

The luminosity is

! (l, C) =
∫

# (W, C)%(l) 3W =
∫ ∞

Wmin

# (W, C)
√

3

2c

�243

<22
� ( l
l2
)3W (2.17)

where l is the frequency of the emitted photons, and � (G) is defined as:

� (G) ≡ G
∫ ∞

G

 5
3
(b) 3b (2.18)

where  5
3
(b) is a Bessel function of the second kind.

So luminosity becomes

! (l) =
∫ ∞

Wmin

# (W, C)
√

3

2c

�243

<22
G

∫ ∞

G

 5
3
(b)3b3W (2.19)

where we define G ≡ l
l2

. By substituting equation (2.6), (2.7), (2.8), (2.9) (for the

case (ii)) or (2.10), (2.11), (2.12), (2.13) (for the case (i)), and (2.14) into equation

(2.19), we can calculate the luminosity from the radiation-only energy loss processes.

Also we want to calculate flux in the unit of Jy as below

� (a) = 1023
! (a)
4cA2

= 1023
2c! (l)

4cA2
= 1023

! (l)
2A2

(2.20)

where r is the distance between the object and the observer.

FIG. 2.5 shows the evolution of the spectra in the radiation-only energy loss

processes with the full integration calculation. There are clearly two breaks and

three regions in the FIG. 2.5. We measures the slope of each region, and the results

are � ∝ �0.33 in the low energy region, � ∝ �−0.52 in the middle energy region, and �

∝ �−1.04 in the high energy region, which are consistent with the classical analytical

results, where � ∝ � 1
3 in the low energy region, � ∝ �

1−?
2 in the middle energy region,

and � ∝ �
?

2 in the high energy region. Here we use ? = 2.2 for the calculations.

2.3 Synchrotron emission taking into account adiabatic and radiative

losses

In the §2.2, we considered the radiation-only energy loss processes. In this section,

we will add the energy losses due to adiabatic expansion, which is important for slowly
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Figure 2.5. The evolution of the spectra in the radiation-only energy
loss processes with the full integration. We use Wmin = 5 × 105, mag-
netic field B = 5.5G, power law index p=2.2, distance d=3.35×109pc,
initial time C0 = 105s, the time in fluid are C′ = 2 × 105B, 106B, 5 ×
106B, 2.5 × 107B from red to purple.
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cooled particles (e.g., weak radio emission in GRBs [112]). We denote that non-primed

variables are variables in the lab frame, and primed variables are in the frame of the

fluid for the rest of the section.

In order to understand the effect of the adiabatic losses better, we first let mag-

netic field � approaches 0 (which means we consider the adiabatic-only energy loss

processes), then we need to solve the partial differential equation

m 5

mC′
− 1

2C′
m (W′ 5 (W′, C′))

mW′
= 50W

′−?X(C′ − C′8)Θ(W′ − W′min) (2.21)

with the initial condition

5
(
W′, C′0

)
= 50W

′−?Θ(W′ − W′min) (2.22)

where the Lorentz factor of the injected electrons satisfies

3W′

3C′
= − W

′

2C′
(2.23)

Then we can calculate the Green’s function

� (W′, C′, C′8) =


50W
′−?

(
C ′
8

C ′

) ?−1
2
, W′min

√
C ′
8

C ′ < W
′ < ∞

0, else
(2.24)

and W′ evolves as

W′ = W′8

√
C′
8

C′
(2.25)

The evolution of the typical Green’s function and the distribution function of the

adiabatic-only energy losses processes are showed as FIG. 2.6 and FIG. 2.7

To take into account adiabatic and radiative losses together, we assume that the

emitting plasma is permeated by spatially constant but temporarily slowly changing

magnetic field �I (C). This adiabatic expansion will lead to two effects. First, the

decreasing magnetic field will slow down radiative losses (for which ¤W ∝ �2). Second,

plasma expansion will lead to adiabatic losses.

Conservation of the first adiabatic invariant (constant magnetic flux though the

cyclotron orbit) gives

m′C ln W′ =
1

2
m′C ln �′ (2.26)
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Figure 2.6. The evolution of the Green’s function for adiabatic expan-
sion without radiation losses. We use W′min = 1440, C′0 = 105s. They

correspond to time C0s, C0 + 1.00 × 104s, C0 + 2.1 × 104s from red to
yellow.

5000 1×104 5×104 1×105
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Figure 2.7. The evolution of the distribution function for adiabatic
expansion without radiation losses. We use W′min = 1440, C′0 = 105s.

They correspond to time C0+5.00×102s, C0+5.53×103s, C0+1.08×104s,
C0 + 1.64 × 104s, C0 + 2.22 × 104s, C0 + 2.83 × 194s from red to brown.
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We assume that the magnetic field decreasing ∝ 1/C′,

�′ = �′0
C′0
C′

(2.27)

Then, we take account adiabatic process, thus we need to solve the partial differ-

ential equation:

m 5 (W′, C′)
mC′

−
�̃1�

′
0
2

C′2

m

(
W′2 5 (W′, C′)

)
mW′

− 1

2C′
m (W′ 5 (W′, C′))

mW′
= 5inj (2.28)

with the injection function

5inj = 50W
′−?X(C′ − C′8)Θ(W′ − W′min) (2.29)

and the initial condition

5
(
W′, C′0

)
= 50W

′−?Θ(W′ − W′min) (2.30)

where the Lorentz factor of the injected electrons satisfies

3W′

3C′
= −

�̃1�
′
0
2W′2

C′2
− W′

2C′
(2.31)

and

�̃1 =
f) C
′2
0

6cmc
(2.32)

is a constant.

Then the Green’s function is given by

� (W′, C′, C′8) =


50W
′−?

(
C ′
8

C ′

) ?−1
2

(
1 − 2

3�̃1�
′
0
2W′
√
C′

(
1

C ′
8
3/2 − 1

C ′3/2

)) ?−2
, W′

low
< W′ < W′up

0, else

(2.33)

and

1

W′
=

2�̃1�
′
0
2

3C′

((
C′

C′
8

)3/2
− 1

)
+ 1

W′
8

√
C′

C′
8

(2.34)

where W′
low

is the lower bound of the Lorentz factor due to the minimum Lorentz

factor of the injection and satisfies

1

W′
low

=
2�̃1�

′
0
2

3C′

((
C′

C′
8

)3/2
− 1

)
+ 1

W′
<8=

√
C′

C′
8

(2.35)
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Figure 2.8. The evolution of the typical Green’s function for adiabatic
and radiative losses with an instantaneous injection at C = C0. We use
Wmin = 1440, B = 5.5 G, C′0 = 105s, time = C′0, 1.1 × C

′
0, 1.1

2 × C′0 from
blue to green.

and W′up is the upper bound of the Lorentz factor due to the cooling break and satisfies

1

W′up
=

2�̃1�
′
0
2

3C′

((
C′

C′
8

)3/2
− 1

)
(2.36)

The evolution of the typical Green’s function for adiabatic and radiative losses is

showed as FIG. 2.8. The evolution of the Lorentz factor for adiabatic and radiation

losses is showed as FIG.2.9.

Use the similar method as before, we can divide the contribution into four parts

and calculate the distribution function for each part by doing integration to the

Green’s function. Again, we need to find the time of period, whose the corresponding

Green’s function is non-zero. There are three breaks: (1) the break due to evolved

minimum injection Lorentz factor W′<. (2) the cooling break W′2. (3) the minimum

injection Lorentz factor W′0. Thus there will be two cases: (i) fast cooling: W′< <

W′2 < W′0. (ii) slow cooling: W′< < W′0 < W′2. We denote C′D as the solution of the
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Figure 2.9. The evolution of the Lorentz factor for adiabatic and
radiative losses. The initial Lorentz factor are 1.44×103B, 2.88×103B,
5.76 × 103B, 1.15 × 104B, 2.30 × 104B from orange to blue for above
curves with the initial time is 2 × 105B, and from red to purple for
below curves with the initial time 1 × 105B.
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equation
2�̃1�

′
0
2

3C ′

((
C ′

C ′
8

)3/2
− 1

)
+ 1
W′
min

√
C ′
C ′
8
= 1

W′ , and C; as the solution of the equation

1
W′ =

2
3C ′

(
�̃1�

′
0
2

((
C ′

C ′
8

)3/2
− 1

))
.

Let’s consider the case (i) firstly. In terms of the Lorentz factor of the injected

electrons, We can divide the distribution function into four regions, which are W′ < W′<,

W′< < W
′ < W′2, W

′
2 < W

′ < W′0, and W′0 < W
′. Now we can calculate the contribution from

each region by doing integration. The general idea is very similar as we discussed in

radiative-only energy loss processes, so I will skip the discussion here, and only show

the results of the integration.

For the case of W′ < W′<, no particles has been cooled enough to reach this region,

so the Green’s function is always 0. Thus the distribution function is

#1(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 = 0 (2.37)

For the case of W′< < W
′ < W′2, the Green’s function is non-zero when C′0 < C

′
8
< C′D.

So the distribution function is

#2(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 =
∫ C ′D

C ′0

� (W′, C′, C′8) 3C′8 (2.38)

For the case of W′2 < W < W
′
0, the Green’s function is non-zero when C′

;
< C′

8
< C′D. So

the distribution function is

#3(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 =
∫ C ′D

C ′
;

� (W′, C′, C′8) 3C′8 (2.39)

For the case of W′0 < W′, the Green’s function is non-zero when C′
;
< C′

8
. So the

distribution function is

#4(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 =
∫ C ′

C ′
;

� (W′, C′, C′8) 3C′8 (2.40)

Then Let’s consider the case (ii). In terms of the Lorentz factor of the injected

electrons, We can divide the distribution function into four regions, which are W′ < W′<,

W′< < W
′ < W′0, W

′
0 < W

′ < W′2, and W′2 < W
′. Now we can calculate the contribution from

each region by doing integration. Again I will skip the discussion here, and only show

the results of the integration.
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For the case of W′ < W′<, no particles has been cooled enough to reach this region,

so the Green’s function is always 0. Thus the distribution function is

#1(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 = 0 (2.41)

For the case of W′< < W
′ < W′0, the Green’s function is non-zero when C′0 < C

′
8
< C′D.

So the distribution function is

#2(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 =
∫ C ′D

C ′0

� (W′, C′, C′8) 3C′8 (2.42)

For the case of W′0 < W < W′2, the Green’s function is non-zero any time C′
8
, which

satisfies C′0 < C
′
8
. So the distribution function is

#3(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 (2.43)

For the case of W′2 < W′, the Green’s function is non-zero when C′
;
< C′

8
. So the

distribution function is

#4(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 =
∫ C ′

C ′
;

� (W′, C′, C′8) 3C′8 (2.44)

Finally, we add the contribution from these four regions # = #1 + #2 + #3 + #4 as

our total distribution function. The evolution of the distribution function is showed

as FIG.2.10.

Since we are considering an expansion process, we need to take account angle

dependence, i.e., Doppler factor, which is defined as

X =
1

Γ (1 − cos \V) (2.45)

where Γ is the Lorentz factor of the bulk motion, V is the velocity of the bulk motion,

and \ is the angle respected to the line of sight.

Then we have the relation for the frequency as

l = Xl′ (2.46)

and the relation for the luminosity as

!l (l) = X2!′l′ (l′) (2.47)
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Figure 2.10. The evolution of the distribution function for adiabatic
expansion without dynamic process. We use W′min = 1440, �′ = 5.5G,

C′0 = 105s. The time increase 7.18 × 103s, 1.25 × 104s, 1.82 × 104s,
2.41 × 104s, 3.03 × 104s, 3.68 × 196s after C0 from red to brown. The
red circle are cooling break and the grey circle are injection break
due to W′min. We can see the transition when cooling break cross the
injection break from yellow to red.
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Figure 2.11. The evolution of the synchrotron spectrum in the case
of the viewing angle is 0, and the Lorentz factor of RS is about 90,
Wmin=5557, initial magnetic field �0=2.14G, power law index p=2.2,
redshift z=1. The observe time is C>1 = 1 × 103B, 2 × 103B, 4 × 103B,
8 × 103B from red to purple.

Combine these two relation, the luminosity in the observer’s frame is given by

! (l, X) = X2!′(l
X
) (2.48)

Consider the jet is toward us, or the viewing angle is 0, and the Lorentz factor of

RS is about 90. We calculate the numerical result as FIG.2.11.

2.4 Synchrotron emission from relativistically expanding sources

Let us first consider the model with a general dynamic expansion with the power

law decreasing Lorentz factor of CD, as

Γ'( ∝ Γ�� ∝ C−< ∝ C′−
<

1+< (2.49)

and

AB ∝ C ∝ C′
1

1+< (2.50)
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so

W′min ∝
WF8=3

2Γ'(
∝ C< ∝ C′

<
1+< (2.51)

where prime is in fluid frame and un-primed is in coordinate frame.

And we also assume that the wind is magnetized with luminosity

!F = 4cW2F

(
=F<42

2 +
12F

4c

)
A22 (2.52)

where =F and 1F are density and magnetic field measured in the wind frame. So

1F =

√
!F

√
fF
fF+1

√
2AWF

(2.53)

where fF is the wind magnetization parameter. In the post-RS region, the magnetic

field is

�′ =
WF

ΓCD
1F =

√
!F

√
fF
fF+1

√
2AΓCD

∝ C<−1 ∝ C′
<−1
<+1 (2.54)

.

Thus, the Green’s function becomes the solution of the partial differential equation

m 5 (W′, C′)
mC

−
�̃2�

2
0

C′
2−2<
1+<

m

(
W′2 5 (W′, C′)

)
mW′

− 1 − <
2C′ (1 + <)

m (W′ 5 (W′, C′))
mW′

= 58= 9 (2.55)

with the initial condition

58= 9 = 50W
′−?Θ(W′ − W′min) (2.56)

where the Lorentz factor of the injected electron satisfies

3W′

3C′
= −

�̃2�
2
0W
′2

C′
2−2<
1+<

− (1 − <) W
′

2C′ (1 + <) (2.57)

and

�̃2 =
f) C
′
0

2−2<
1+<

6cmc
(2.58)

is a constant.
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In the previous two sections, we have the injection function 5inj = 50W
′−?Θ

(
W′ − W′min

)
.

In this section, Γ decrease with time, and Wmin ∝ Wwind
Γ

increase with time. Thus, the

injection function 5inj = 50W
′−?Θ

(
W′ − W′min

)
is not a constant anymore.

In the case of that the energy rate injected is still a constant, we need to derive a

new normalization parameter, which is expected to be the function of time. Consider

that the power deposited by the wind in the shocked medium scale as

!F

Γ2
��

∝
(
C

C0

)2<
∝

(
C′

C′0

) 2<
1+<

(2.59)

and assume the injection function satisfies

58= 9
(
W′, C′8

)
=  50W

′−?Θ(W′ − W′min(C
′
8)) (2.60)

where  is the normalization parameter we are looking for. The injection at time C′0

and C′
8

have relation(
C′
8

C′0

) 2<
1+<

∫ ∞

W′
min
(0)
50W
′1−? 3W′ =  50

∫ ∞

W′
min
(C ′
8
)
W′1−? 3W′ (2.61)

and the definite integral gives(
C′
8

C′0

) 2<
1+<

W′min (0)
2−? =  W′min(C

′)2−? =  W′min (0)
2−?

(
C′
8

C0

) (2−?)<
1+<

(2.62)

Then we can calculate the normalization parameter

 =

(
C′
8

C′0

) <?

1+<
(2.63)

and the injection function

5inj (W′, C8) = 50

(
C′
8

C′0

) <?

1+<
W′−?Θ(W′ − W′min(C

′
8)) (2.64)

Substitute the injection function into equation (2.55) and (2.57), the Green’s func-

tion can be solved, and the result is

� =


50(

C ′
8

C ′0
)
<?

1+< W′−?
(
C ′
8

C ′

) (?−1) (1−<)
2+2<

(
1 − 2+2<

7<−3�̃2�
2
0W
′C′

1−<
2+2<

(
C′

7<−3
2+2< − C′

8

7<−3
2+2<

)) ?−2
, W′

low
< W′ < W′up

0, else
(2.65)
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and the Lorentz factor evolves with time as

1

W′
= C′

1−<
2+2<

(
2 + 2<

7< − 3
�̃2�

2
0

(
C′

7<−3
2+2< − C′8

7<−3
2+2<

)
+ 1

W′
8
C′
8

1−<
2+2<

)
(2.66)

where W′
low

is the lower bound of the Lorentz factor due to the minimum Lorentz

factor of the injection and satisfies

1

W′
low

= C′
1−<
2+2<

(
2 + 2<

7< − 3
�̃2�

2
0

(
C′

7<−3
2+2< − C′8

7<−3
2+2<

)
+ 1

W′minC
′
8

1−<
2+2<

)
(2.67)

and W′up is the upper bound of the Lorentz factor due to the cooling break and satisfies

1

W′up
= C′

1−<
2+2<

(
2 + 2<

7< − 3
�̃2�

2
0

(
C′

7<−3
2+2< − C′8

7<−3
2+2<

))
(2.68)

We then adopt the value of < = 39
58 from [113], where Γ�� ∝ C′−

38
58 by assuming the

motion of the CD is expected to be self-similar before it catches up with the primary

FS. Then we plot the evolution of the typical Green’s function for instantaneous

injection at time C′0 as FIG.2.12

Again, we can use the same analysis before to divide the contribution into four

regions with three break points: W′<, W′2, and W′0. There are will be two cases, which

are case (i) fast cooling: W′< < W
′
2 < W

′
0, and case (ii) slow cooling: W′< < W

′
0 < W

′
2. We

denote C′D as the solution of the equation

C′
1−<
2+2<

(
2 + 2<

7< − 3
�̃2�

2
0

(
C′

7<−3
2+2< − C′8

7<−3
2+2<

)
+ 1

W′minC
′
8

1−<
2+2<

)
=

1

W′
(2.69)

and we denote C′
;

as the solution of the equation

C′
1−<
2+2<

(
2 + 2<

7< − 3
�̃2�

2
0

(
C′

7<−3
2+2< − C′8

7<−3
2+2<

))
=

1

W′
(2.70)

Let us consider case (i) firstly. The four regions are: W′ < W′<, W′< < W′ < W′2,

W′2 < W
′ < W′0 and W′0 < W

′. Now we can calculate the contribution from each region by

doing integration. The general idea is very similar as we discussed in the radiative-

only energy loss processes, so I will skip the discussion here, and only show the results

of the integration
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Figure 2.12. The evolution of the typical Green’s function for a self-
similar dynamic expansion. Consider the instantaneous injection at
time C′0 = 105s. W′min=1440, �′0=5.5 G, p=2.2. The time in fluid frame

are C′0, 1.05C′0, 1.052C′0 from red to orange.
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For the case of W′ < W′<, no particles has been cooled enough to reach this region,

so the Green’s function is always 0. Thus the distribution function is

#1(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 = 0 (2.71)

For the case of W′< < W
′ < W′2, the Green’s function is non-zero when C′0 < C

′
8
< C′D.

So the distribution function is

#2(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 =
∫ C ′D

C ′0

� (W′, C′, C′8) 3C′8 (2.72)

For the case of W′2 < W′ < W′0, the Green’s function is non-zero when C′
;
< C′

8
< C′D.

So the distribution function is

#3(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 =
∫ C ′D

C ′
;

� (W′, C′, C′8) 3C′8 (2.73)

For the case of W′0 < W′, the Green function is non-zero when C′
;
< C′

8
. So the

distribution function is

#4(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 =
∫ C ′

C ′
;

� (W′, C′, C′8) 3C′8 (2.74)

Then Let’s consider the case (ii). In terms of the Lorentz factor of the injected

electrons, We can divide the distribution function into four regions, which are W′ < W′<,

W′< < W
′ < W′0, W

′
0 < W

′ < W′2, and W′2 < W
′. Now we can calculate the contribution from

each region by doing integration. Again I will skip the discussion here, and only show

the results of the integration.

For the case of W′ < W′<, no particles has been cooled enough to reach this region,

so the Green’s function is always 0. Thus the distribution function is

#1(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 = 0 (2.75)

For the case of W′< < W
′ < W′0, the Green’s function is non-zero when C′0 < C

′
8
< C′D.

So the distribution function is

#2(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 =
∫ C ′D

C ′0

� (W′, C′, C′8) 3C′8 (2.76)
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For the case of W′0 < W′ < W′2, the Green’s function is non-zero for any C8, which

satisfies C8 > C0. So the distribution function is

#3(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 (2.77)

For the case of W′2 < W′, the Green’s function is non-zero when C′
;
< C′

8
. So the

distribution function is

#4(W′, C′) =
∫ C ′

C ′0

� (W′, C′, C′8) 3C′8 =
∫ C ′

C ′
;

� (W′, C′, C′8) 3C′8 (2.78)

Finally, we add the contribution from these four regions # = #1 + #2 + #3 + #4 as

our total distribution function. The evolution of the distribution function is shown

as FIG. 2.13. Furthermore, we calculate the luminosity by using Eqn. 2.19. See FIG.

2.14.

For dynamic process, the relation between the time in fluid frame and observe

time is slightly different as below

C>1 =
C′ (1 + <)

2 (1 + 2<) Γ��
(2.79)

We also plot the light curve at 1 eV as FIG.2.15 and 100 KeV as FIG.2.16. We

can also prove that the light curve simply satisfies the approximate relation

� ∝ C
<?− ?2 −3<+1

1+2<
>1

(2.80)

at high energy region (please see Appendix for more detail of proof). For our case at

100 KeV with parameters < = 39
58 , ? = 2.2, the numerical result gives � ∝ C−0.2718

>1
and

the approximate relation gives � ∝ C−0.2721
>1

, which are consistent with each other.

2.5 Conclusions

In this section, we calculated synchrotron emission from a relativistically expand-

ing magnetized wind. In the next three chapters, I will apply this calculation tool to

the relevant works, such as (1) turbulent model of Crab nebula radiation, (2) Pulsar

winds in GRBs afterglows: flares, plateaus, and steep decays, and (3) Prediction of

the second peak in the afterglow of GW170817.
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Figure 2.13. The evolution of the distribution function for the adia-
batic expansion with dynamic process. In our model, the luminosity
of wind is 10484A6/B. W′min=1440, �′0=5.5 G, p=2.2, C′0 = 105s. The

time in fluid frame increase 500s, 5.52× 103s, 1.08× 104s, 1.63× 104s,
2.27 × 104s, 2.88 × 104s after initial time C′0 from red to brown. The
red circle are cooling break and the grey circle are injection break due
to W′min. We can see the transition when cooling break cross injection
break from yellow curve to green curve.
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Figure 2.14. The evolution of the synchrotron spectrum in a self-
similar dynamic expansion. Consider the viewing angle is 0, and the
luminosity of wind is 10484A6/B. W′min=1440, �′0=5.5 G, p=2.2, z=1.
The observe time is C>1 = 200B, 1000B, 5000B, 25000B from red to
purple.
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Figure 2.15. The light curve of synchrotron emission in a self-similar
expansion < = 39

58 at 1 eV. Consider the viewing angle is 0, and the
luminosity of wind is 10484A6/B. W′min=1440, �′0=5.5 G, p=2.2, z=1.
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Figure 2.16. The light curve of synchrotron emission in a self-similar
expansion < = 39

58 at 100 keV. Consider the viewing angle is 0, and
the luminosity of wind is 10484A6/B. W′min=1440, �′0=5.5 G, p=2.2,

z=1. The light curve is power-law and scale as ∝ C
<?− ?2 −3<+1

1+2<
>1
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3. TURBULENT MODEL OF CRAB NEBULA

RADIATION

3.1 Introduction

The Crab Nebula is the paragon of high energy astrophysical sources - under-

standing particle acceleration in the Crab Nebula has implications for other sources,

like active galactic nuclei and gamma-ray bursts. Conventionally, particles in the

pulsar wind nebulae (PWNe) are assumed to be accelerated at the pulsar wind ter-

mination shock [24]; [25]; [26]; [114]. The inferred particle spectral index ? = 2.2,

derived from the non-thermal X-ray synchrotron spectrum, matches the expectations

for the Fermi-I mechanism, e.g. [115]. In addition, numerical Magnetohydrodynamics

(MHD) simulations [116]; [117]; [118]; [119], with the assumed particle acceleration

at the termination shock, reproduce well the overall X-ray morphology of the PWNe.

However, there are clear drawbacks of the Kennel & Coroniti model [25]; [26].

The origin of the radio emitting particles is not addressed. The radio spectrum of

Crab PWN has a spectral index U = 0.3 [120]; [121], which implies a particle spectral

index of ? = 1.6 for an isotropic distribution of non-thermal electrons. Such hard

radio emission is not consistent with the Fermi-I acceleration mechanism (assumed

to be operational at the terminate shock), which typically gives p > 2, e.g. [115].

In addition, the lowest observed radio emission from the Crab Nebula, down to 100

MHz, requires Lorentz factors of only 102, well below the typically expected wind

Lorentz factor of WF ∼ 104 − 106, e.g. [122]; [123].

The second major problem in modeling the Crab Nebula’s emission, identified

by [24]; [25], is the so-called sigma-problem: models of pulsar magnetospheres [124];

[125]; [126] predict f � 1, where sigma is the conventional magnetization parameter,

[25]. Supersonic flows with f � 1 (carrying large-scale magnetic field) cannot be
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accommodated with the non-relativistically expanding nebula. The resolution to the

sigma-problem is the destruction of the large-scale magnetic flux, either in the wind

[127] (but see [128]), or in the turbulent post-shock flow [129]; [130]; [131]; [132]; [133].

We accept the latter interpretation, see Section 3.2.

The third problem of the Kennel & Coroniti model [25] is related to Crab Nebula’s

gamma-ray flares [134]; [135]; [136]. As discussed by [137] (before the discovery of the

flares) and [138] (see also [139]), the peak energy of flares - as high as 400 MeV- violates

the synchrotron limit, and is inconsistent with the slow Fermi-I-type acceleration at

the shock front. Reconnection in magnetically dominated plasma may accelerate

particles at a much faster rate, resolving the problem of the high-peak energy of

flares [140]; [141]; [142]; [137]; [138]; [143]; [144]; [145]; [146]; [147]; [148]; [149].

The fourth problem of the Kennel-Coroniti model is that it is in significant con-

flict with the observed radial-spectral dependence of the PWNe [150]; [121]. Models

predict a drop in size of the PWN by at least a factor two between radio and X-ray

wavelengths, but observed PWNe do not show this behavior.

We suggest a common resolution to all the problems mentioned above (the spec-

trum of radio electrons, the sigma problem, the high peak energy of gamma-ray flares,

and the resolved spectral evolution). We foresee that there are two non-thermally-

emitting components in the Nebula: one (Component-I) is accelerated at the termi-

nation shock, and another (Component-II) is accelerated in relativistic reconnection

events in the bulk of the Nebula, as argued by [151], see also [152]. Component-I

abides by the rules of the Kennel & Coroniti model [25]; [26], with low magnetization

in the equatorial part of the wind. Component-II results from the highly magne-

tized plasma turbulence, which increase the rate of reconnection [153], in the bulk

of the nebula and destroys the magnetic flux in reconnection events. The largest

reconnection events result in gamma-ray flares [138].

In §3.2, we discuss the sigma-problem from the point of view of the conservation

of large-scale magnetic flux. In §3.3, we construct a turbulent model of PWNe. In

§3.4, we consider the evolution of particles in a changing magnetic field of the Nebula.
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In §3.5, we discuss the particle acceleration mechanisms in magnetically-dominated

reconnecting turbulence. In §3.6, we construct the turbulent model of the Crab

Nebula radiation. In §3.7, we construct the corresponding spectral maps in the IR

and optical and compare them with observational data.

3.2 The sigma-problem - the problem of the magnetic flux

To clarify the sigma-problem, and to highlight its resolution [129]; [130], let us

consider a central source (a neutron star) that injects into the Crab Nebula a highly

magnetized, f ∼ 1, relativistic (supersonic - hence causally disconnected from the

source) flow that carries a large-scale toroidal magnetic field. If at the injection

radius A8= (∼ light cylinder), the magnetic field is �8=, then the magnetic energy is

injected with the rate
3��

3C
∼ �28=A28=2 (3.1)

(for f ∼ 1, 3�/3C is of the order of the spin-down luminosity). The total injected

energy is then

�� = �
2
8=A

2
8=2C (3.2)

At the same time, the central source injects magnetic flux, integrated over half cross-

section of the Nebula, at a rate

3Φ

3C
∼ �8=A8=2 (3.3)

(the total injected flux, integrated over the whole cross-section of the Nebula, is

zero, with two opposite contributions of the value (3.4) through two east-west cross-

sections.). The total flux, integrated over half cross-section, stored in the nebula

is

ΦC>C ∼ �8=A8=2C (3.4)
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If the cavity expands with velocity +%,# , the magnetic field and the energy in the

bulk are

� ∼ ΦC>C

(+%,# C)2
=
2�8=A8=

C+2
%,#

�BC>A43 ∼ �2(+%,# C)3 =
�2
8=
A2
8=
22C

+%,#
(3.5)

Comparing (3.2) and (3.5), the injected and the stored energy, it is then required

that +%,# ∼ 2 - only relativistically expanding nebula can accommodate the injected

flux. Since PWNe expand non-relativistically, our assumption that a central source

injects a highly magnetized relativistic flow leads to an inconsistency - this is the sigma

paradox. Only weakly magnetized flows, with magnetic energy flux much smaller than

the total wind luminosity by f ∼ +%,#/2, can be matched to the non-relativistically

expanding boundary [25].

This exercise also suggest a resolution of the sigma paradox: what is needed is the

destruction of the large scale magnetic flux (but not necessarily of the magnetic field!).

Consider a large scale magnetic loop, which has zero total toroidal flux composed of

two opposite contributions in the two east-west cross-sections. If the loop is broken

into small loops, the total flux remains zero, but also now the flux is zero through any

east-west cross-sections. Relation (3.3) is then not valid any longer - there is then no

sigma paradox.

Thus, if the magnetic field is converted into small scale structures, it would behave

as a fluid with some specific equation of state. For example, if a “fluid” is composed

of magnetic bubbles, then the conservation of flux within a bubble would produce

magnetic pressure

�2 ∝ +−4/3
1

(3.6)

where +1 is the volume of a bubble. This scaling is reminiscent of the relativistic

fluid with adiabatic index of 4/3. [131] indeed demonstrated numerically that devel-

opment of current-driven instabilities in the post-termination shock region leads to

the resolution of the sigma problem.
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Given the above arguments, we conclude that instead of smooth flow imagined by

[25], the PWNe must be highly turbulent. Below we develop a magnetohydrodynamic

and radiation model of a PWN, assuming it is dominated by turbulence. Previously,

a number of models took into account turbulence and ensuing diffusion on top of the

Kennel-Coroniti flow e.g. [154]; [155]; [156] [157]. Here we take an extreme position

that magnetohydrodynamic turbulence dominates the flow. This is surely an extreme

assumption: in reality the flow is partially magnetic flux conserving (as demonstrated

by large-scale polarization structures that imply toroidal magnetic field [158]) and

partially turbulent. Yet, as we argue, this extreme 1D model does reproduce various

observational phenomena and resolve the problems of the Kennel-Coroniti model.

3.3 Confinement of the turbulent Crab Nebula PWN by its supernova

remnant

As we argued above, destruction of the magnetic flux is needed to resolve the

sigma-problem. This is achieved via reconnecting turbulence in the post-shock flow.

In this section, we construct a turbulent model of PWNe, whereby the post-shock flow

quickly becomes highly turbulent, thus losing the extra requirement of magnetic flux

conservation. We consider an extreme case of complete destruction of the magnetic

flux. Naturally, this is an approximation - the real PWN does keep some toroidal

magnetic flux, as illustrated by polarized emission from high energy [158]; [159]; [160];

[161] to microwaves [162]; [163], to the radio [164].

3.3.1 Overall expansion

Consider a central source producing a relativistic supersonic wind with luminosity

!F, confined within a homologously expanding stellar envelope. Let us first estimate

the overall dynamics of the bubble in the early stages of expansion, when the reverse

shock in the ejecta has not yet reached the expanding PWN.



56

The stellar envelope ejected during the supernova explosion expands homolo-

gously, so that its density evolves according to

d =
3

4c

"4 9

(+4 9 C)3

�4 9 =
3

10
"4 9+

2
4 9 ,

EA =
A

C
, A ≤ +4 9 C (3.7)

where "4 9 is ejecta mass and +4 9 is the maximal velocity; a more general scaling of

d can also be used, d ∝ C−3 5 (A/C), EA ∝ (A/C) 5 (A/C).

Conventionally (e.g. [165]) the dynamics of the PWN is treated in what could be

called a Sedov approximation, whereby the internal pressure of the nebular drives

supersonic expansion into the supernova ejecta. (Roughly speaking, Sedov approxi-

mation is applicable if the size of the termination shock in the pulsar wind is much

smaller than the size of for the PWN.) In this case the mass, momentum and energy

conservation equations are

mC" = 4c'2d

(
+ − '

C

)
"mC+ = 4c'2

(
? − d

(
+ − '

C

)2)
mC (4c?'3) = !F − 4c'2+?

+ = mC' (3.8)

(? and d are pressure and density internal to the expanding PWN, !F is wind lumi-

nosity, V is overall velocity of expansion.).
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The wind luminosity is given by the pulsar spin-down power:

!F =
�#(gΩ

4
0

2(1 + CgΩ2
0)2

g = 2
�2
#(
'6
#(

�#(2
3

Ω =
Ω0√

1 + CgΩ2
0

=
Ω0√

1 + C/C0

C0 =
23�#(

2�2
#(
'6
#(
Ω2
0

(3.9)

where �#( is the moment of inertia of the neutron star, Ω0 is the initial spin, Ω is the

current spin, �#( = 4 × 1012 G is surface magnetic field and '#( = 106 cm is radius

of the neutron star.

When can we neglect Ω0 in the evolution of Ω? Estimating when C0 = C064, the

current age, neglect of Ω0 requires

Ω0 �
23/2
√
�#(√

2�#('
3
#(

√
C064

= 130rads−1. (3.10)

which corresponds to the initial period %0 < 46 msec. This is just somewhat longer

than the present spin period of the Crab pulsar, 34 msec. Thus, for Crab, as a first

approximation we can neglect the evolution of the wind luminosity, assuming !F ∼

constant.

Assuming constant wind power the corresponding scaling are

'%,# = 0.38

(
!F+

5
0

�4 9

)1/5
C6/5 = '%,#,=>F

(
C

C=>F

)6/5
" = 22.4

(
�2
4 9
!3F

+10
0

)1/5
C3/5

? = 0.064

(
�3
4 9
!2F

+3
0

)1/5
C−13/5 (3.11)

where '%,# is the radius of the PWN, " is the swept-up mass and ? is the pressure.
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3.3.2 Internal velocity structure of turbulent PWN flow

Let us adopt a limiting case, where instead of smooth flow envisioned by [25] the

requirement of magnetic flux destruction leads to a completely turbulent flow in the

nebula. The turbulent magnetic field behaves as a fluid, with some specific equation

of state, Eq.(3.6). The post-shock plasma is relativistically hot, with the sound speed

2B ∼ 2/
√

3. The post-shock evolution of the fluid (mixture of relativistic plasmas and

turbulent magnetic field) will then quickly reach sub-relativistic velocities and, hence,

an incompressible limit.

Consider incompressible flow within a sphere expanding according to (3.11). Look-

ing for the flow velocity of the incompressible fluid in the form E(A, C) = +4 9 (C) 5 (G)

with G = A/'%,# (C), we find

E =
6

5

'3
%,#,=>F

C13/5

A2C
18/5
=>F

(3.12)

(this satisfies the condition div v = 0 and matches to the boundary expansion).

Eq. (3.12) gives the velocity of fluid element located at time C at a distance A; it is

parameterized to the size '%,#,=>F and age C=>F of the Crab Nebula now.

The flow should also match the post-termination-shock conditions (e.g., EC4A<.Bℎ>2: =

2/3 in the purely fluid regime). Clearly this cannot be done in a mathematically mean-

ingful sense - the system becomes over-determined. Still, the estimate of the location

of the termination-shock,

AC4A<.Bℎ>2:

'%,#,=>F
≈

√
'%,#,=>F

2C=>F
≈ 0.1 (3.13)

is a reasonable estimate of the relative size of the termination shock with respect to

the overall Nebula. Recall, that one of the effects of the sigma-problem within the

model of [25] was that the size of the termination shock becomes too small for f → 1.

The turbulent model avoids that problem. We consider this as a major advantage of

the model.
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Consider next a shell ejected at time C4 9 from the termination shock of radius '4 9 .

Integrating equation of motion (3.12) with E = 3A/3C, the location of the shell at time

C is

ABℎ4;;

'%,#,=>F
=

((
'4 9

'%,#,=>F

)3
+

(
C

C=>F

)18/5
−

(
C4 9

C=>F

)18/5)1/3
→((

'4 9

'%,#,=>F

)3
+ 1 −

(
C4 9

C=>F

)18/5)1/3
(3.14)

(As a check, for C4 9 = 0 and '4 9 = 0 Eq. (3.14) reproduces (3.11)). The last equality

in (3.14) refers to the present time, C = C=>F.)

A shell located at ABℎ4;;,=>F at present time has been ejected at time

C4 9

C=>F
=

(
1 +

(
'4 9

'%,#,=>F

)3
−

(
ABℎ4;;,=>F

'%,#,=>F

)3)5/18
(3.15)

3.3.3 Magnetic field within the shell

At each moment the amount of the energy injected by the pulsar should balance

nebula pressure, given by the sum of magnetic and kinetic pressures ?: . (Plasma

within the Nebula is relativistically hot, hence we can neglect the energy of the bulk

motion which is smaller by a factor (E/2)2 than the combined enthalpy.)

Using (3.11) with total pressure given by the sum of kinetic and magnetic pressure,

?C>C =
�2

8c
+ ?: =

�2

8c
(1 + V) (3.16)

where V is the plasma beta parameter, the magnetic field within a nebula at time C

is then

�(C) = �=>F
(
C

C=>F

)−13/10
�=>F = 16.4

�
3/10
4 9

!
1/5
F

+
3/2
0

√
1 + V

C
−13/10
=>F =

√
6!FC=>F

'
3/2
%,#,=>F

≈ 6 × 10−4 G (3.17)

where the last estimate assumes ejecta energy �4 9 = 1051 ergs, maximum velocity

+0 = 7500 km s−1 and V = 102.
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Given the nature of the order-of-magnitude estimates, the above values is very

close to the estimates of the magnetic field in the Nebula (e.g. [121]). We consider

this as another major advantage of the model.

3.4 Particle distribution within the nebula

Above, we constructed a fluid-like turbulent model of PWN, composed of shells

of material injected at different times. Magnetic field in each shells evolves with

time according to (3.17). In this Section we calculate the radiation signatures of such

turbulent PWN. In §3.4.1 we consider the evolution of the particle distribution within

each injected shell, taking into account radiative losses (there are no adiabatic losses

in the incompressible approximation).

In subsection 3.4.1, we find the Green’s function for particles injected at some mo-

ment and an experiencing radiative decay in an evolving magnetic field. The Green’s

function, multiplied by the injection rate, gives the particle distribution function

within each shell. Next, in subsection 3.4.2, we integrate the Green’s function over

the injection time to find the total particle distribution within the Nebula.

Qualitatively, the evolution of the energy of a given particle in decreasing magnetic

field proceeds as follows. At high injected energies, and early times, a given particle

loses most energy to synchrotron radiation. With time, efficiency of synchrotron

losses decreases both due to the decrease of particles’ energy and due to the decrease

in the overall magnetic field.

3.4.1 Evolution of the particle distribution in a changing magnetic field

We assume that particles are injected into the inner regions of the PWN with some

given distribution and seek to find the particle distribution within each injected shell,
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taking into account radiative losses and a changing magnetic field within each shell.

We need to solve the Boltzmann’s (Liouville’s) equation for the Green’s function �

m�

mC
=
m ( ¤W�)
mW

+ 58= 9X(C − C8= 9 ) (3.18)

for an injected spectrum with a power-law particle distribution

58= 9 ∝ W−?8= 9 , W > W8= 9 ,<8=, (3.19)

where C8= 9 is the moment of injection and W8= 9 ,<8= is a minimum injection Lorentz

factor.

Consider first the evolution of the Lorentz factor of the particles experiencing

radiative losses in an evolving magnetic field,

¤W = −4

9

42

<42
3
W2l2

�

l� =
4�

<42

� = �0

(
C

C0

)−X
(3.20)

with X > 1/2. (In our case, X = 13/10, see Eq.(3.17).) For definiteness we can set

C0 = C=>F, so that C < C0.

Introducing

g2 =
9

4

<3
42

5

44�=>F
2

W" =
g2

C=>F
, (3.21)

Eq. (3.20) can be written as

¤W = −
( C=>F
C

)2X W2

C=>FW"
(3.22)

If at time C8= 9 a particle was injected with Lorentz factor W8= 9 , then the Lorentz factor

evolves according to

W

W8= 9
=

(
1 + 1

2X − 1

((
C=>F

C8= 9

)2X−1
−

( C=>F
C

)2X−1) W8= 9
W"

)−1
W8= 9

W
=

(
1 − 1

2X − 1

((
C=>F

C8= 9

)2X−1
−

( C=>F
C

)2X−1) W

W"

)−1
(3.23)
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For a given time C the Lorentz factor must be smaller than

W<0G (C) = (2X − 1)
((
C=>F

C8= 9

)2X−1
−

( C=>F
C

)2X−1)−1
W" (3.24)

and larger than

W<8= (C) =
(
1 + 1

2X − 1

((
C=>F

C8= 9

)2X−1
−

( C=>F
C

)2X−1) W8= 9 ,<8=
W"

)−1
W8= 9 ,<8= (3.25)

Thus, at any time C, the distribution function for particles injected at C8= 9 is given

by

� (C, C8= 9 ) ∝ W−?
(
1 − 1

2X − 1

((
C=>F

C8= 9

)2X−1
−

( C=>F
C

)2X−1) W

W"

) ?−2
Θ (W − W<8= (C)) Θ (W<0G (C) − W) ,

(3.26)

see Fig. 3.1. Eq. (3.26) gives the Green’s function for the evolution of the particle

distribution function.

There is a special injection time C8= 9 , 5 D;; so that now, at C = C=>F, for C8= 9 <

C8= 9 , 5 D;; the highest possible Lorentz factor becomes smaller than the minimal in-

jection Lorentz factor W8= 9 ,<8=: in this regime all the particles enter the fast cooling

regime:
C8= 9 , 5 D;;

C=>F
=

(
1 + (2X − 1) W"

W8= 9 ,<8=

)−1/(2X−1)
→

(
1 + W"

W8= 9 ,<8=

)−1
(3.27)

If C8= 9 < C8= 9 , 5 D;; , then all the particles within a shell cool below W8= 9 ,<8=. Since W" ≤

W8= 9 ,<8= most of the particles that have been accelerated above W8= 9 ,<8= over the lifetime

of the Nebula had time to cool down below W8= 9 ,<8=.

The ratio W<0G/W<8= is

W<0G

W<8=
= 1 + (2X − 1)

((
C=>F

C8= 9

)2X−1
−

( C=>F
C

)2X−1)−1 W"

W8= 9 ,<8=
(3.28)

For earlier C8= 9 → 0 the ratio W<0G/W<8= → 1. Thus, with time all the particles injected

at some C8= 9 occupy a narrower and narrower range of 3W - there is an effective pile-up

of the distribution.
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Figure 3.1. Evolution of the distribution function within one shell.
Each line has injection time C8= 9 as C=>F/C8= 9 =1.1, 1.2, 1.3, 1.4, 1.5
(from green to red) with the same minimum injection Lorentz factor
W8= 9 ,<8= and normalization factor. As the particle distribution function
evolves with time, particles are cooled due to synchrotron emission
and shifted to lower energy. Here power-law index p = 2.2 and the
minimum injection Lorentz factor W8= 9 ,<8= = 1.9 × 105.
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Figure 3.2. Total particle distribution function within the Nebular for
different present-time magnetic fields: 2.0 × 10−4G (red), 2.5 × 10−4G
(blue), 3.0 × 10−4G (orange), 3.5 × 10−4G (purple) and 4.0 × 10−4G
(green) at C=>F. We keep injecting power-law particle distribution
from injection time C8= 9 = 0.1 × C=>F with p = 2.2 and same minimum
Lorentz factor W8= 9 ,<8= = 1.9×105 and let all particles evolve with time.
All curves are normalized to unity at the injection break.

3.4.2 The overall particle distribution in the Crab Nebula

Eqn. (3.26) describes the evolution of the distribution function for the parti-

cles injected at time C8= 9 . To find the total distribution function in the Nebula, the

Green’s function (3.26) should be integrated over injection times C8= 9 ≤ C=>F. Results

of numerical integration are plotted in Fig. 3.2 (constant injection parameters are

assumed).

In Fig. 3.2, there is one injection break at W8= 9 ,<8= for all curves since they all

have same minimum injection Lorentz factor. For large magnetic fields (e.g. purple

and green curves), particles cool quickly, so that the distribution increases below the

injection break towards smaller Lorentz factors and has relatively higher number of

particles at lower energy. For small magnetic fields (e.g. red, blue and orange curves),

the distribution is nearly constant and has a relatively lower number of particles at
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lower energies, which are the particles cooled quickly early-on when the magnetic field

was strong.

3.5 Acceleration in relativistic turbulent reconnection

In addition to providing a satisfactory solution of the sigma-problem, magnetized

turbulence in the bulk of the Crab Nebula is expected to accelerate particles far out

of thermal equilibrium. 1 Particle acceleration can occur due to a combination of

turbulence fluctuations and magnetic reconnection events that are self-consistently

produced by the turbulent motions in the plasma. Indeed, in magnetized turbulence,

contrary to hydrodynamic turbulence, the presence of the magnetic field gives rise to

turbulence eddies that becomes progressively more anisotropic towards small scales

within the inertial range, producing current-sheet-like structures that are prone to

magnetic reconnection [167]; [168]; [169]; [170] due to the plasmoid instability that

kicks in while current sheets are forming [171]; [172]; [173].

Recent first-principle kinetic simulations [152]; [174] have shown that in a strongly

magnetized plasma (f � 1), such as the case for the central part of the Crab Nebula,

the interplay between turbulence fluctuations and magnetic reconnection leads to the

generation of a large fraction of non-thermal particles. The resulting particle energy

distribution had been shown to display a power-law energy tail 3=/3W ∝ W−? that

extends well beyond the Lorentz factor

W ∼ (1 + f) W0 , (3.29)

which takes into account the fact that most of the magnetic energy is converted to

particle energy by the time the particle energy spectrum has saturated [152]; [174].

The slope ? of the particle energy spectrum was found to depend on the plasma

magnetization f and the amplitude of the turbulence fluctuations X�rms with respect

1To be clear, our model is different from ”turbulent reconnection” of [166], in that case ”turbulent
reconnection” is understood as turbulence inside a reconnecting current sheet. In contrast, what we
envision can be described as turbulence with reconnection occurring in various current sheets inside
the turbulence itself.
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to the mean magnetic field �0. In particular, the power-law slope ? is harder for

larger magnetizations and stronger turbulence fluctuations [175]; [152]; [174]. For

f � 1 and large turbulent fluctuations (X�2rms/�20 ∼ 6 in some regions of the Crab

Nebula, as discussed in [151]), the power-law slope was found to be ? < 2 [152]; [174],

but generally not as hard as the slope generated by reconnection alone with the same

parameters, which can approach ? → 1 for f � 1 [140]; [176]; [177]; [178]; [148]; [147].

Therefore, it is conceivable to assume a space-averaged spectrum with a slope ? ∼ 1.6,

as can be inferred from the radio spectrum of the Crab Nebula.

More specifically, [152]; [174] have shown that plasmoid-mediated reconnection

controls the initial acceleration of particles from the thermal bath at W0 up to the

Lorentz factor W0 (1 + f). In our model, W0 corresponds to the wind Lorentz factor

in the absence of dissipation. Then, some particles are further accelerated to much

higher energies by stochastic interactions with turbulent fluctuations, with the most

energetic particles reaching

Wmax ∼
4�rmsℓ

<42
2
, (3.30)

where ℓ indicates the size of the largest turbulent eddies and �rms is the space-averaged

root-mean-square value of the magnetic field. This two-stage acceleration process

is characterized by a combination of systematic (Fermi-I) and stochastic (Fermi-II)

particle acceleration mechanisms.

At small scales, the non-ideal reconnection electric fields, whose magnitude is

|�‖ | ' V'X�rms, accelerate particles according to

3〈W〉
3C

=
4

<42
V'X�rms , (3.31)

where V' is the average reconnection rate, which is an $ (0.1) quantity for relativistic

collisionless plasmas [179]; [180]; [181]; [177]; [182]; [183]; [184]; [185]; [186]; [148]. The

fast reconnection rate V' ∼ 0.1 guarantees that magnetic reconnection can process

large volumes of plasma in few outer-scale eddy turnover times, in addition to enabling

particle acceleration on a fast timescale C022 ∼ V−1' d!/2, where ! is the particle Larmor

radius.
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After the initial acceleration due to plasmoid-mediated reconnection, particles are

further accelerated by stochastic scattering off turbulent fluctuations in the inertial

range of the turbulent energy cascade. The mean particle energy gain due to stochas-

tic acceleration is related to the diffusion coefficient in energy space as

3〈W〉
3C

=
1

W2

m

mW

(
W2�WW

)
, (3.32)

with an energy diffusion coefficient �WW that depends on the instantaneous plasma

magnetization and the particle Lorentz factor as [174]

�WW ∼ 0.1f
(2
;

)
W2 , (3.33)

akin to the original Fermi-II mechanism (e.g. [115]; [187]). Note that the timescale

C022 of the stochastic acceleration process is comparable to that of fast plasmoid-

mediated reconnection in the strong turbulence scenario considered here. Indeed,

the stochastic acceleration timescale is C022 ∼ W2/�WW ∼ 10 ℓ/f2, with f being the

instantaneous magnetization. The instantaneous magnetization decreases rapidly in

time as a result of magnetic dissipation and reaches f ∼ 1 in few outer-scale eddy

turnover times. Then C022 ∼ 10 ℓ/2 as it would be in the case of fast reconnection

(V' ∼ 0.1) driving particles up to the highest energies allowed by the system size (i.e.,

with particle Larmor radius d! ∼ ℓ).

Finally, we also expect that at the largest scales, magnetic reconfigurations can

generate large scale current sheets whose statistic is not well described as a self-

similar sequence controlled by turbulent motions. In this case, the reconnection of

the large scale magnetic field might be responsible for particle acceleration up to

the maximum available potential. Particle acceleration at these large-scale current

sheets can extend up to the synchrotron burn-off limit of 100 MeV and beyond, thus

powering the Crab Nebula gamma-ray flares [148]; [188]. Therefore, in this model of

the Crab Nebula radiation, magnetized turbulence with reconnecting current sheets

can accelerate both the radio electrons and also produce the Crab gamma-ray flares.
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3.6 The turbulent model of the Crab Nebula radiation

3.6.1 Model parameters

Above, in Sections 3.3 and 3.4, we described the one-dimensional spacial and tem-

poral evolution of the flow and of the distribution function of the accelerated particles

as functions of injection time and the magnetic field at present time in the Nebula. In

this Section, we calculate the resulting broadband spectrum: the synchrotron compo-

nent and the inverse-Compton component of the non-thermal synchrotron emission,

thermal dust emission, CMB, and starlight photons.

Following [151] we assume that there are two acceleration mechanisms in the

Crab Nebula: those from the terminate shock (Component-I) and the reconnecting

turbulent acceleration mechanism (Component-II). (The possibility of having two

acceleration mechanisms in PWNe has been suggested previously by [26]; [114]; [189];

[190]; [191]; [192]; [118]; [193]; [194].)

The Component-I obeys the usual acceleration condition of Fermi-I acceleration

at the equatorial part of the pulsar wind, the properties of the Component-II are

discussed in §3.5. Both components are accelerated within the inner regions of the

Nebula; though Component-II has more extended acceleration cites, see Fig 4 in

[151]. Here we neglect the difference in the sizes of the acceleration regions. With

time, both components expand hydrodynamically and experience radiative cooling.

Component-I is in the fast cooling regime, meaning that particles with the minimal

injected energy cool efficiently on the timescale of the PWN. Component-II is from

magnetic reconnecting turbulent and is in the slow cooling regime, so that particles

with minimal injected energy do not cool.

We assume that two populations of accelerated particle are injected in the inner

region of the Nebula, Fig. 3.3. The Component-I’s injected electron distribution

has power-law index ?� , minimum and maximum injection Lorentz factors W�<8= and

W�<0G . The values of ?� is restricted by the observed spectral power-law indices in the

X-ray range, and the value of W�<8= is restricted by the observed peak and spectral
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Figure 3.3. Illustration of parameters in component-I and component-
II. Component-I is represented by red solid curve and component-II
is represented by blue dashed curve. All parameters values are taken
from Table ??, and we normalized the curve of component-II to unity
at its corresponding minimum injection Lorentz factor W� �<8= .
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power-law indices in the IR range. The maximum injection W�<0G is limited both by

the observed break, and the theoretical limit of synchrotron acceleration/burn-off,

around 100 MeV (e.g. [137]).

For Component-II the injected electron distribution has a broken power-law spec-

trum with indices ?� �1 and ?� �2, minimum and maximum injection Lorentz factors

W� �<8= and W� �<0G , and break injection W� �1A40: ; ?� �1 is the power-law index below the

injection break W� �1A40: , ?� �2 is the power-law index above W� �1A40: . The minimum

injection W� �<8= is not restricted: it should be sufficiently low, ∼ few hundreds at

most, to have the radio spectrum extending down to below ∼ 100 MHz. The maxi-

mum injection W� �<0G is similarly limited by the acceleration/burn-off. We illustrate

these parameters in Fig. 3.3. The spectrum below the break is determined by the

observed radio spectrum. The break (approximately in the IR) is required for the

Component-II not to overshoot Component-I in the soft X-rays. (In the hard X-rays

and gamma-rays the two components contribute similarly).

In our calculation, we fix ?� = 2.2 (this is derived from the X-ray spectrum of

the Crab Nebula wisps), ?� �1 = 1.6 (which is derived from the radio spectral index

UA = 0.3), and W� �<8= = 200 (corresponding to synchrotron frequency below few tens

of MHz). There are several fit parameters: magnetic field at present time �=>F,

W�<8= , W� �1A40: , W�<0G , ?� �2, W� �<0G , the relative normalization factor of Component-I

and Component-II and the overall normalization factors for each component. We

explored these parameters and tried to fit the observational data of the IR index

map, optical index map, and the broad-band spectrum.

In the following sections, we first calculate the synchrotron spectrum in §3.6.2, and

then the corresponding IC signal in §3.6.2. The overall spectrum and its evolution is

calculated in §3.6.2, and the spatial evolution of spectral indices in the optical and

radio in §3.7.
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3.6.2 The fitting procedure

Fitting the broad-band spectrum involving synchrotron and SSC components as

well as other contribution for soft photons (e.g. dust, starlight and CMB) involves

numerous parameters and data measurements over a huge range of energies. This

is a complicated task, that cannot be achieved in one-go. Next we describe a novel

procedures we developed to tackle this problem. It is somewhat akin to a boot-strap

method, where numerous parameters are improved step-wise, trying to achieve the

best fit.

Both Components produce synchrotron emission, and, in addition, there are IC

emission on the synchrotron photons (SSC), thermal dust emission, external star light

and CMB. A wide range of particles and photons energies requires that KN effects

be taken into account for the IC component. Next we describe a novel procedure to

self-consistently fit the synchrotron and IC processes due to two particle distributions.

The synchrotron component

We use the exact expression for local single particle spectral emissivity [17]

%(l, A, C) =
√

3

2c

�43

<22
� ( l
l2
)

l2 =
3

2
W2

4�

<42

� (G) ≡ G
∫ ∞

G

 5
3
(b) 3b (3.34)

where  5
3
(b) is a Bessel function of the second kind.

Given the temporal and the corresponding spatial evolution of the magnetic field,

Eqn. (3.17) and the particles’ Green’s function (3.26), we calculate the spectral

luminosity along a given line of sight at any moment C:

! (l, C) =
∫ Amax

Amin

3;

∫
# (W, C, A)%(l, A, C) 3W (3.35)

where the integration path passes through a different shell, see Fig. 3.4
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Figure 3.4. Shell model of the Crab Nebula. We calculate the syn-
chrotron emission along different lines of sight (dashed lines.)
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In practice, we break the Nebula into a number of thin shells (180 in total in our

calculation), and choose shell spacing equal in observed radii. The choice of equal

spacing in the observed radii is important: equal spacing in presently observed radii

corresponds to different duration of injection time for different shells, see Eqn. (3.14).

We chose the innermost shell at 0.100 '%,#,=>F and each shell has a width of 0.005

'%,#,=>F.

The ejection time for each shell is given by Eqn. (3.15), where �=>F represent the

current magnetic field in the Nebula and is a free parameter in our model. We then

chose 10 lines of sight which are equally spaced in observed radii, i.e., 0.1 '%,#,=>F,

0.2 '%,#,=>F, ... , 1.0 '%,#,=>F. Using # (C) =
∫
�

(
C, C8= 9

)
3C8= 9 , for a given injection

spectrum, we know the distribution function at each point in the Nebula at any given

time. We can then calculate the spatially resolved synchrotron emissivity (see §3.6.2)

and the IC power (see §3.6.2).

We adopt the following step-by-step method of fitting the observed broad-band

spectrum from synchrotron emission:

• We estimate ?� �2 from X-ray observations.

• We fit the optical index map to estimate �=>F (To show the optical index map

of the Crab nebula, I reprint the FIG. 2 in [195] as FIG. 3.5). Stronger �=>F

produces a sharper rise at outer shells and weaker �=>F produces a milder rise

at outer shells.

• Once we have the estimate of �=>F, we are able to estimate W�<0G and W� �<0G

according to the broad-band spectrum at the synchrotron limit region, where

we expect both components to disappear above 100 MeV.

• The requirement that Component-II does not overshoot Component-I in the

X-ray region gives a range of allowed W� �1A40: .

• We also fit the IR index map of the innermost shell, which is U ≈ 0.3 for lower

frequencies and U ≈ 0.5 for higher frequencies (To show the IR index map of



74

Figure 3.5. The Map of the optical spectral index calculated in the
wavelength range 0.5364-0.9241 `m. Taken from [195].

the Crab nebula, I reprint the FIG. 2 in [151] as FIG. 3.6). This gives W� �1A40:

and W�<8= .

• Given the above estimates, we are then able to find the best value of relative

normalization factors of Component-I and Component-II.

The IC component

Both the particle and the photon distribution within the Nebula are very broad, so

that for different parts of the distribution, the IC scattering occurs both in Thomson
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Figure 3.6. Left: The Map of the IR spectral index calculated a
difference between the 3.6m and 4.5m image. Right: Map of the
spectral index calculated as a difference between 3.6 `m and 8.0 `m
images. Taken from [151]
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and Klein-Nishina regimes. The general expression for the differential cross section

is e.g. [196]

3f #

3Ω
=

3

16c

f)

(1 + G (1 − cos \))

(
G (1 − cos \) + 1

1 + G (1 − cos \) + cos2 \

)
(3.36)

where G is the initial photon energy in units of <42
2, and \ is the scattering angle in

the frame where the electron is initially at rest.

Transformations of the directions and the energies of incoming, scattered pho-

tons and the lepton’s velocity is a complicated exercise in Lorentz transformation

e.g. [15]; [114]; [16]. In particular, [15] derived the angle-averaged scattering rate an-

alytically, and [16] re-derived the angle-averaged scattering rate by considering some

standard asymptotic forms. In our work, we derived the angle-averaged outgoing

photon energy, and then calculate it numerically.

The notations are the following. In the electron comoving frame  ′, G′ is the

energy of the incoming photon, G′1 is the energy of the outgoing photon, k′ is the

angle between the electron velocity and incoming photon direction, k′1 is the angle

between the electron velocity and outgoing photon direction, X′ is the azimuthal angle

and \′ is the scattering angle. In the lab frame, we define G as incoming photons

energy, G1 as outgoing photons energy, k as the angle between the electron velocity

and incoming photon direction.

Combining Lorentz transformations

G′ =
G

W (1 + V cosk′) (3.37)

with Compton scattering

G′1 =
G′

1 + G′ (1 − cos \′) , (3.38)

we find

G1 =
GW

(
1 + V cosk′1

)
W (1 + V cosk′) + G (1 − cos \′) (3.39)

The geometric relation between scattering angle \′, azimuth angle X′, angle be-

tween incoming photon and electron k′ and angle between outgoing photons and

electron k′1 is:

cosk′1 = cos \′ cosk′ − sin \′ cos X′ sink′ (3.40)
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which gives

G1 =
GW (1 + V (cos \′ cosk′ − sin \′ cos X′ sink′))

W (1 + V cosk′) + G (1 − cos \′) (3.41)

The Lorentz transformation for angle is cosk′ = cosk−V
1−V cosk , thus

G1 =

GW

(
1 + V

(
cos \′ cosk−V1−V cosk − sin \′ cos X′ sink′

))
W

(
1 + V cosk−V

1−V cosk

)
+ G (1 − cos \′)

(3.42)

Then averaging over angle X′ and k, we have

G1 =

csc2 \
′

2

(
csc2 \

′

2 (W − cos \′(W + G) + G
2 cos 2\′ + G

2 ) ln
(

2W−G cos \ ′+G
4W2

(
1
2W−G cos \ ′+G

) ) + 4GW2(1 − cos \′)
)

8GW
(3.43)

In order to fit the IC component, we adopt the step-by-step procedure of fitting

the observed spectrum from IC emission:

• For the sample of Lorentz factor of electrons (say W = 200, W = 400, ...), we

calculated the corresponding number density of electrons =4, and made a table

of value as =4 vs. W.

• For the sample of incoming photon energies (say G = 10−7 eV, G = 2 × 10−7 eV,

...), we calculated the corresponding number of incoming photons #W, and made

a table of value as #W vs. G.

• For the sample of outgoing photon energies G1, we made a table of #B20CC4A43 vs.

G1, where #B20CC4A43 is unknown and will be calculated in the following steps.

• We pick values of W, G and G1 from the tables and run the loop (e.g W = 200, G =

10−74+, G1 = 1054+), and we solve equation 3.43 to find the value of cos \′.

• Assuming that the solution of Eqn. 3.43 is cos \′ = ( (G, G1, W), then d(cos \′) =

(<0G (Ǧ, Ǧ1, W̌) − (<8= (Ǧ, Ǧ1, W̌), for Ǧ ∈
[
G − 3G

2 , G +
3G
2

]
, Ǧ1 ∈

[
G1 − 3G1

2 , G1 +
3G1
2

]
,

W̌ ∈
[
W − 3W

2 , W +
3W

2

]
, where 3G, 3G1 and 3W are step length in the table.

• Substitute the value of G′, cos \′ and 3 cos \′ into Eqn. 3.36, we can calculate

the corresponding differential cross section.
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• Then we substitute the corresponding number density of electrons =4 and num-

ber particle of incoming photons #W (say the 8Cℎ row in the table is value =48

and the 9 Cℎ row in the table is value #W 9 ), the collision rate would be =48#W 9 2f.

We need to be aware of that all variable above are in rest frame of electron. So

• The collision rate in lab frame is #B20CC4A43 = =48#W 9 2f/W8.

• Finally, sum up over the table of value of electrons and multiply the scattered

photon frequency, we will find (a� (a))B20CC4A43 ∝
∑
8, 9 aG1#B20CC4A43 =

∑
8, 9

aG1=48#W 9 2f/W8.

We verified that the step-by-step procedure described here reproduces a number

of analytical results (e.g., IC scattering of mono-energetic seed photons and mono-

energetic electrons, IC scattering of mono-energetic seed photons and power law en-

ergy distribution electrons).

The SSC component

The model has a number of parameters, §3.6.1. By adopting the step-by-step

methods from section 3.6.2, we calculated the overall spectrum by adding the two

synchrotron components and the SSC component.

The SSC emission is shown as curve 5 in Fig. 3.8. Given that the model is very

simple, e.g. one-dimensional, and spans nearly 20 orders of magnitude in energy and

some seven orders of magnitude in flux, the fits were done ”by eye”. We found the best

values of all parameters are �=>F = 2.7 × 10−4G, W�<0G = 3.5 × 109, W� �<0G = 8.0 × 109,

?� �2 = 2.7, W�<8= = 1.9 × 105, and W� �1A40: = 2.0 × 106. Component-II constitutes about

60% of the ejection energy and Component-I constitutes about 40% of the ejection

energy. The numerical fitting program may be added in further work to improve the

precision of parameters value, but for now, our results have good enough precision to

demonstrate our model. We summarize all parameters values in Table. ??.
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Figure 3.7. Comparison of observational data [197]; [198]; [199]; [200];
[201]; [202]; [203]; [204] and numerical result for the broad-band spec-
trum. The dots represent observational data. The red solid line rep-
resents the total emission in the model. The purple and yellow dashed
line represent Component-I and Component-II.

We then substituted all of parameter values from Table ?? into Eqn. (4.11)

and calculated the broad-band synchrotron spectrum in Fig. 3.7, where we present

the synchrotron emission from component-I and component-II as yellow dotted line

and purple dotted-dash line respectively, and their combined contribution as the red

solid line. As we can see, the low energy synchrotron emission is dominated by

component-II and high energy synchrotron emission is dominated by component-I. In

the section 3.6.2, we use the broad-band synchrotron spectrum as seed photons for

the IC component calculation.

As shown in Fig. 3.8, our purely SSC emission model with parameter values taken

from Table ?? roughly reproduce the current broad-band spectrum. The overall

spectrum consists of three parts: Part I: 108 − 1014 Hz is the low energy emission

and is dominated by synchrotron emission from component-II, which has a peak at

around 1014 Hz. ?� �2 does not affect the overall spectrum significantly, however, it
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will affect IR spectra index map in section 3.7. Part II: 1016 − 1022 Hz is the middle

energy emission and is dominated by synchrotron emission from component-I. Part

III: 1022−1028 Hz is the high energy emission and has a peak around 1026 Hz. Part III

is dominated by SSC emission with taking account synchrotron emission from both

component-I and component-II as seed photons.

Dust and star light contributions

There is a big gap around 1023 − 1026 Hz region between observational data and

our numerical SSC emission. In order to fill up this big gap, we consider additional

IC photons on CMB and dust. First we calculated the IC on seed photons, including

CMB, component-I and component-II. The IC on CMB is showed as curve 7 in Fig.

3.8. As we can see, additional IC emission on CMB are not able to gives a apparent

rise or fill up the gap around 1023−1026 Hz region. Thus, we need to add IC emission

from dust.

We then consider thermal emission from dust with temperature 62K, and the

normalization factor is determined by fitting a small bump in IR band around 5×1012

Hz. The thermal dust emission is showed as curve 4 in Fig. 3.8. The associated IC

emission gives a comparable contribution and fill up the gap. See curve 6 in Fig. 3.8

Our step-by-step method does not try to fit and calculate two synchrotron com-

ponents and IC emission at the same time. Fitting-to-all (two synchrotron emission

mechanism and IC emission) numerical algorithm with some statistical index check-

ing could be implemented so that we can get better fitting result. But apparently, it

cost more time to fit two physical process at the same time. [13]; [14]; [15]; [16] pro-

posed different way to calculate IC emission analytically and numerically, however,

the way we adopted in this chapter is the most acceptable way by trading off time

and precision.

Star light photons also have IC emission within nebula, thus we investigate the

effect of IC on star light in this section. We assume that seed photons of IC are
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from black body emission (for star light with different temperatures corresponding

to 0.1, 0.3 and 1.0 eV). Then we adopted our step-by-step method from section 3.6.2

again and calculated the corresponding IC emission.

In Fig. 3.8, we present IC on star light photons with peak energy at 0.1 eV (curve

8), 0.3 eV (curve 9) and 1.0 eV (curve 10), which are normalized to flux 1.0 eV/cm3

at current time. Even for the highest IC emission on starlight in the case of peak

energy at 0.1 eV, IC on star light are way below the SSC. Thus in later sections, we

ignore the IC emission on star light photons.

Finally, the total spectrum is showed as curve 1 in Fig. 3.8 by combining Component-

I and Component-II Synchrotron, SSC, IC on thermal dust emission and IC on CMB

(here we ignore IC on starlight photons).

3.7 Spectral maps in the optical and IR

The spatial variations of the non-thermal spectrum have been identified as one

of the drawbacks of the Kennel & Coroniti models [150]; [121] and §3.1: Kennel-

Coroniti pure-MHD spherical advection model gives a constant spectral index with

a sharp steepening at the edge of the PWN. Addition of diffusion on top of Kennel-

Coroniti flow [154]; [155]; [156]; [157], have been proposed to explain the spectral

steepening. Yet, the diffusion model cannot predict the change of the source size

with photon energy.

Our method has the ability to reproduce the observed spectral index map, which

is gradually steepening from the innermost shell to the edge of the PWN. In order

to calculate the spectral index map, we consider our shell model in Fig. 3.4. Each

shell has the same parameters but only the injection time is different. The injection

time needs be calculated by Eqn. (3.15). For any given injection time, we are able

to calculate the emissivity within each shell. By summing up the emission from each

shell, we are able to calculate the total emission along each line of sight.
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Figure 3.8. Broad-band spectrum of Crab Nebula. The observa-
tional data are showed as blue dots (synchrotron data is same as
Fig. 3.7 and we add more data from [205]; [206]; [207]; [22] above
synchrotron limit). Component-II (curve 2) and Component-I (curve
3) synchrotron emission are taken from Fig. 3.7. SSC emission is
showed as curve 5. IC on thermal dust emission (curve 4) is showed
as curve 6. IC on CMB is showed as curve 7. IC on starlight are
showed as curve 8 (peak energy at 0.1 eV), curve 9 (peak energy
at 0.3 eV) and curve 10 (peak energy at 1.0 eV). The overall total
spectrum is showed as curve 1 (here we ignore IC on starlight).
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Figure 3.9. Comparison of observed data [195] and numerical result
in the optical region. The wavelength range in the observational data
is 0.5364 - 0.9241 `m. We set the Crab pulsar at 0.0. The green,
blue, purple, and orange solid lines represent observational data from
west, east, south, and north direction, respectively. The red dashed
line represents our numerical result at 0.7 `m.

In our work, we calculate the emission along each line of sight in the IR (7.9 `m,

5.3`m, and 3.5`m) and optical wavelengths (0.7`m), and then we use them to plot

the spectral index map at each frequency. Results are presented in Figs. 3.9–3.11.

Figs. 3.9–3.11 show that the spectral index maps from radio to IR are consistent

with observational results, thus demonstrating that our model can generally reproduce

the evolution of the spectral indices in IR and optical.

3.8 Conclusions

In this chapter, following [151], we further develop a turbulent model of the Crab

Nebula, and by extension, of PWNe in general. We demonstrate that developed

turbulence in the magnetized post-shock wind can consistently resolve a number of

problems of the Kennel and Coroniti model, both theoretical and observational. Tur-
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Figure 3.10. Comparison of the observed data and numerical result
in the lower-frequency IR region. The wavelength range in the obser-
vational data is 3.6 - 8.0 `m. We set the Crab pulsar at 0.0. The
solid lines represent observational data along different directions. The
red dashed lines represents our numerical result at 7.9 `m. The blue
dashed line represents our numerical data at 5.3 `m. The orange
dashed line represents our numerical data at 3.5 `m. Even though
we are trying to match the innermost shell index instead of the whole
index map, the trend seen in the whole index map is similar to our
numerical model.
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Figure 3.11. Comparison of observed data and numerical result in the
higher frequency IR region. The wavelength range in the observational
data is 3.6 - 4.5 `m. We set the Crab pulsar at 0.0. The solid
lines represent observational data along different directions. The red
dashed lines represents our numerical result at 7.9 `m. The blue
dashed line represents our numerical data at 5.3 `m. The orange
dashed line represents our numerical data at 3.5 `m. Even though
we are trying to match the innermost shell index instead of the whole
index map, the trend seen in the whole index map is similar to our
numerical model.
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bulence and ensuring reconnection destroys the magnetic flux, resolving the long-

standing sigma-paradox, explains the origin and spectrum of radio electrons, gamma-

ray flares, and the spectral evolution of the flow. With a simple 1D model, we are able

to fit, within a factor of few, the broadband spectrum that stretches over 20 orders

of magnitude in frequency. Importantly, the model suggests that reconnection is an

important particle acceleration mechanism in a major astrophysical object - and, by

extension, may be important/dominant in other astrophysical high-energy sources.

We advocate two acceleration mechanisms that produce two separate particle

components: Component-I originates from particles accelerated at the terminate

shock, presumably via the Fermi-I acceleration mechanism. Component-I domi-

nates from optical to X-ray wavelengths and produces mostly the bright X-ray torus.

Component-II is generated by magnetized turbulence that produces reconnecting cur-

rent sheets of different sizes in the bulk of the Nebula. Particles are then accelerated

by magnetic reconnection in the current layers and by scattering off turbulent fluc-

tuations. Both the hard radio spectrum of Component-II and the requirement that

rare reconnection events produce gamma-ray flares, requires regions with high mag-

netization, f � 1.

Thus, we argue that the radio emitting leptons are accelerated by the same mecha-

nism as GeV emitting leptons, but are different from the X-ray emitting ones. This is

different from [193]; [194] where the two populations were non-overlapping in energy.

One of the major advantages of our model is that it is physically motivated, and not

just an ad hoc parametrization.

The model also explains low injection Lorentz factor for the Component-II, W� �,<8=,

(see more detailed discussion in [151]). At mid-latitudes the pulsar wind is relatively

slow, WF ∼ 102, and highly magnetized, fF ∼ 103. Thus, the total energy per particle

(in terms of <42
2) is W? ∼ WFfF ∼ 105. Within the striped part of the wind this total

energy is given to the particles, producing the break at W�,<8=. At the intermediate

attitudes, where the wind is not striped, only the bulk energy is thermalized, giving

W� �,<8= ∼ WF ∼ 102.
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There is a number of issues that remain to be resolved. First, our 1D model nat-

urally cannot reproduce azimuthal variations in the properties of the Crab Nebula.

Presumably they originate due to intrinsic anisotropy of the wind and mildly rela-

tivistic velocities (and corresponding Doppler corrections) of the shocked flow in the

innermost parts of the Nebula.

A more accurate evaluation of the particle energization near the cut-off energy

would require a kinetic equation that also includes the effect of particle diffusion. In

future work, we want to develop a more refined kinetic model that includes particle

diffusion. Synchrotron radiation losses could also be added in Eq. (32). However, the

synchrotron cooling of the radio electrons is negligible in the Crab nebula. Particle

acceleration by reconnection electric fields also do not suffer significant synchrotron

losses since the particle pitch angle is aligned to the magnetic field. On the other

hand, the synchrotron losses in Fermi II acceleration would become significant at

much higher particle energies. We intend to explore their role with particle-in-cell

simulations in the next works.

The main theoretical unsolved problem, that the current model depends on is the

suggestion that magnetic reconnection can indeed produce a spectrum with ? = 1.6,

§3.5. Another issue is the shear number of radio emitting electrons [208]. Applica-

tions to other PWNe also need to be explored. Some PWNe show clear signature of

turbulence, e.g. 3C 58 [209].
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4. WIND-POWERED AFTERGLOWS OF GAMMA-RAY

BURSTS: FLARES, PLATEAUS AND STEEP DECAYS

4.1 Introduction

Gamma-ray bursts (GRBs) are produced in relativistic explosions [66]; [1] that

generate two shocks: forward shock and reversed shock. The standard fireball model

[104]; [108]; [106]; [109] postulates that the prompt emission is produced by internal

dissipative processes within the flow: collisions of matter-dominated shells, [106], or

reconnection events [130]. The afterglows, according to the model, are generated in

the external relativistic blast wave.

One of the most surprising results of the Swift observations of the early afterglow

is the presence of temporal structures not expected in the standard model: plateaus

and flares [210], and sudden steep decays, e.g., in GRB 070110 [211]. To show the

afterglow of the GRB 070110, I reprint the FIG 2 in [211] as FIG. 4.1. These features

are hardly consistent with the standard fireball model, as discussed by [212]; [113].

The origin of sudden drops in afterglow light curves is especially mysterious. As

an example, GRB 070110 starts with a normal prompt emission, followed by a normal

early decay phase until approximately 100 seconds, and a plateau until ∼ 103 s. At

about 2× 104s, the light curve of the afterglow of GRB 070110 drops suddenly with a

temporal slope U > 7 [213]; [214]; [215]; [211]. This abrupt steep decay is inconsistent

with the standard fireball model. In essence, it implies that emission from the forward

shock (FS) switches off instantaneously (though see [216]; [217]; [218]; [219]; [220];

[221]). It is hard to see how this can happen: the properties of the forward shock are

“cumulative”, in a sense that its dynamics depend on the total swept-up mass and

injected energy, which is impossible to change on a short time scale.
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Figure 4.1. The light curve of GRB 070110 in the 0.3-10 keV band.
The light curve of GRB 070110 has four stages: (I) an early decay,
(II) a plateau followed by (III) a rapid drop and a later flare, then
(IV) a final shallow decay. Taken from [211].
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In [113] (see also [222]) developed a model of early GRB afterglows with dominant

X-ray contribution from the highly magnetized ultra-relativistic reverse shock (RS),

an analog of the pulsar termination shock. The critical point is that emission from

the RS in highly magnetized pulsar-like wind occurs in the fast cooling regime. Thus

it reflects instantaneous wind power, not accumulated mass/energy, as in the case of

the forward shock. Thus, it is more natural to produce fast variation in the highly

magnetized RS.

The model by [113] has several key features. (i) the high energy X-ray and the

optical synchrotron emission from the RS particles occur in the fast cooling regime -

this ensures efficient conversion of the wind power into radiation and thus can account

for rapid variability due to changes in the wind properties.; (ii) plateaus – parts of

afterglow light curves that show slowly decreasing spectral power – are a natural

consequence of the RS emission. We study these effects in more detail in the present

paper.

In this work, we explore a model that most of the early X-ray afterglow emission

comes from the RS of a long-living central engine. Variations in the wind luminosity

produce fast flares. As the wind is terminated, the radiation from the RS ceases

instantaneously. In section 4.2, we build a spectrum evolution model for particles

injected into the wind outflow at the termination shock. The radiative loss, the

adiabatic expansion, and the effect of duration are included in our model. In section

4.3, we present our result, which clearly shows a plateau following by a steep drop.

We also compare our results with different parameter settings (e.g., various Lorentz

factors of the post-RS flow, various narrow jet angles, and fast cooling v.s. slow

cooling). We also investigate the origination of flare within GRB afterglow in this

section. We conclude and discuss our work in section 4.4.
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4.2 Emission from relativistic termination shock

4.2.1 Wind dynamics

Following [113], we assume that a powerful pulsar is born in the initial GRB

explosion. The pulsar produces highly, magnetized, and highly relativistic wind that

shocks against the expanding ejecta. Thus, the system constitutes a relativistic double

explosion [222].

Let the central source produce luminosity per solid angle 3!/3Ω that is carried

by particles and magnetic field,

3!

3Ω
= (d′ + �

′,2

4c
)A2W2'( = (1 + f)d

′A2W2'(

f =
�′,2

4cd′
(4.1)

where d′ is plasma density, �′ is the toroidal magnetic field, and W'( is the Lorentz

factor of the post-RS flow; the speed of light was set to unity. In this work, we denote

primed variables in the fluid frame.

In a pulsar paradigm, the wind is highly magnetized, f � 1, and extremely

relativistic, WF ∼ 104 − 106 [25]; [223]; [224]. This highly magnetized wind shocks

against relativistically expanding ejecta. The emission is produced in the shocked

wind. The dynamics of the double relativist explosions are somewhat complicated

[222]. The second shock sweeps-up the tail material from the initial explosion. Thus,

the dynamics of the second shock depends on the internal structure of the post-

first shock flow, and the wind power; all pressure relations are highly complicated

by the relativistic and time-of-flight effects. Under certain conditions, the flow is

approximately self-similar.

To avoid the mathematical complications, and to demonstrate the essential physi-

cal effects most clearly, we assume a simplified dynamics of the second shock, allowing

it to propagate with constant velocity. Thus, in the frame of the shock, the decreases

linearly with time,

�′ = �′0
C′0
C′

(4.2)
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where time C′0 and magnetic field is �′0 are some constants. In the following, we assume

that the RS starts to accelerate particles at time C′0, and we calculate the emission

properties of particles injected at the wind termination shock taking into account

radiative and adiabatic losses.

4.2.2 Evolution of the particles’ spectrum

As the wind generated by the long-lasting engine starts to interact with the tail

part of the flow generated by the initial explosion, the RS forms in the wind, see Fig.

1.3. Let’s assume that the RS accelerates particles with a power-law distribution,

5
(
W′, C′8

)
∝ W′−?Θ(W′ − W′min) (4.3)

where C′
8

is the injection time, Θ is the step-function, W is the Lorentz factor of the

particles, and W′min is the minimum Lorentz factor of the injected particles. W′min can

be estimated as [26]

W′min ∼ WF/2Γ'( ∼ WF/Γ�� ∼ WF/W'( (4.4)

Here, WF is the Lorentz factor of the wind, Γ'( is the Lorentz factor of the RS, W'(

is the Lorentz factor of the post-RS flow, Γ�� is the Lorentz factor of the contact

discontinuity (CD), and we assume f ≈ 1.

The accelerated particles produce synchrotron emission in the ever-decreasing

magnetic field, while also experiencing adiabatic losses. Synchrotron losses are given

by the standard relations (e.g., [225]. To take account of adiabatic losses we note

that the conservation of the first adiabatic invariant (constant magnetic flux through

the cyclotron orbit) gives

mC ′ ln W
′ =

1

2
mC ′ ln �

′ (4.5)
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Using Eqn. (4.2) for the evolution of the field, we find the equation for the evolution

of a particles’ Lorentz factor

3W′

3C′
= −

�̃1�
′
0
2W′2

C′2
− W′

2C′

�̃1 =
f) C
′
0
2

6c<42
(4.6)

where f) is the Thomson cross-section.

Solving for the evolution of the particles’ energy in the flow frame,

1

W′
=

2�̃1�
′
0
2

3C′

((
C′

C′
8

)3/2
− 1

)
+ 1

W′
8

√
C′

C′
8

, (4.7)

we can derive the evolution of a distribution function (the Green’s function) (e.g.,

[226]; [26])

� (W′, C′, C′8) =


W′−?

(
C ′
8

C ′

) ?−1
2

(
1 − 2

3�̃1�
′
0
2W′F
√
C′

(
1

C ′
8
3/2 − 1

C ′3/2

)) ?−2
, W′

low
< W′ < W′up

0, 4;B4

1

W′
low

=
2�̃1�

′
0
2

3C′

((
C′

C′
8

)3/2
− 1

)
+ 1

W′
<8=

√
C′

C′
8

1

W′up
=

2�̃1�
′
0
2

3C′

((
C′

C′
8

)3/2
− 1

)
(4.8)

where Wlow is a lower bound of Lorentz factor due to minimum Lorentz factor at

injection and Wup is an upper bound of Lorentz factor due to cooling.

Once we know the evolution of the distribution function injected at time C′
8
, we

can use the Green’s function to derive the total distribution function by integrating

over the injection times

# (W′, C′) ∝
∫ C ′

C ′
8

¤=(C′8)� (W′, C′, C′8)3C′8 (4.9)

where ¤=(C′
8
) is the injection rate (assumed to the constant below).

4.2.3 Observed luminosity

The intensity observed at each moment depends on the intrinsic luminosity, the

geometry of the flow, relativistic, and time-of-flight effects (e.g., [227]; [228]; [1]).
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Figure 4.2. The illustration of #�. We are looking for the number of
particles with the angle from \ to \+X\. #� is the number of particles
within a unit surface element.

The intrinsic emissivity at time C′ depends on the distribution function # and

synchrotron power %l:

!′(l′, C′) =
∫ ∫

#� (W′, C′)%l (l′) 3W′3�′ (4.10)

where #�, the number of particles per unit area, is defined as #� = #/� = #/(2cA′2(1−

cos \ 9 )) (see Fig. 4.2), %(l′) is the power per unit frequency emitted by each electron,

and 3�′ is the surface differential.

We assume that the observer is located on the symmetry axis and that the active

part of the RS occupies angle \ 9 to the line of sight, see Fig. 4.3). The emitted power

is then

!′(l′, C′) =
∫ \ 9

0

∫ ∞

W′
min

#� (W′, C′)%(l′)3W′2cA′2 sin(\)3\ (4.11)

Photons seen by a distant observer at times C are emitted at different radii and

angles \. To take account of the time of flight effects, we note that the distance

between the initial explosion point and an emission point (A′, \) is A′ = EC′ = E)>1 (1 −

V cos(\))−1W−1
'(

, where )>1 is the observed time. Supposed that a photon was emitted

from the distance A′ and angle \ = 0 at time C′, and at the same time, the other

photon was emitted from the distance A′ and any arbitrary angle \ = \8 < \ 9 , see FIG
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Figure 4.3. Illustration of the jet opening angle \ 9 . The emission
is produced only within the opening angle \ 9 . \8 corresponds to an
arbitrary place within the opening angle \ 9 . If the central engine
produces an explosion, we would expect the emission from a jet front
surface occurs at the same time C in the lab frame. However, in
the observed frame, the emission in the jet front surface occurs at a
different time (the emission at the emission angle \8 will occur at )8,
but the emission at the emission angle \ 9 will occur at )9). We assume
that the observer is looking along the symmetric axis of the jet.
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4.3. These two photons will be observed at time )0 and )\8 , then the relation between

)0 and )\8 is given by:

A′ = EC′ =
E)0

(1 − V)W'(
=

E)\8

(1 − V cos(\8))W'(
(4.12)

where, the time C′ measured in the fluid frame, and the corresponding observe time

)>1, is a function of \ and C′:

)>1 = C (1 − V cos \) = C′ (1 − V cos \) W'( (4.13)

The relation above can be derived from the model shown in Fig. 4.4. In the lab

frame, the first light emitted from the central point and observed at time D/c. At

the time t, the ejected particle moves to the location of the radius A = A4< = EC and

the angle \. At the same time, a photon is emitted. The time of traveling between

the location of the emission and the observer is

ΔC =

√
(� − A4< cos \)2 + (A4< sin \)2

2
(4.14)

The observed time is the difference between the observation of the first light and the

light emitted at time t, which can be written as

)>1 = C + ΔC − �/2 = C +

√
(� − A4< cos \)2 + (A4< sin \)2

2
− �/2 = C (1 − V cos \)(4.15)

under the assumption of A4< � �.

Thus the derivative on both sides of Eqn. (4.13) gives

sin(\)3\ = − )ob

C′2VW'(
3C′ ≈ − )ob

C′2W'(
3C′ (4.16)

Substitute the relation (4.16) in to the equation (4.11), the luminosity function can

be described as

!′()>1, l′) ≈
∫ C ′

\ ′=\ 9

C ′
\ ′=0

∫ ∞

W′
min

−2c22)>1
W'(

× #� (W′, C′)%(l′)3W′3C′ (4.17)

Here, the minus sign comes from the Eqn. (4.16).
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Figure 4.4. The calculation of the relation 4.13. The first light emitted
from the central point r=0, which observed at the observed time 0.
At the time t, a photon emitted from the location A = A4< and angle
\, which observed at )>1. The distance between the central point and
the observer is assumed to be D.
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Figure 4.5. The illustration of the model. For the photons observed
at )>1, they are emitted at different times C′ in the fluid frame and
different angles \.

To understand the Eqn. 4.17, the radiation observed at )>1 corresponds to the

emission angle from 0 to \ 9 , which also corresponds to the emission time C′
\ ′=0 =

)>1
(1−V)W'( to C′

\ ′=\ 9
=

)>1
(1−V cos \ 9 )W'( . So we need to integrate the emissivity function over

the range of the emission angle, or integrate the emissivity function over the range of

the emission time from C′
\ ′=0 =

)>1
(1−V)W'( to C′

\ ′=\ 9
=

)>1
(1−V cos \ 9 )W'( . The illustrations of

the model are showed as Fig. 4.5 and Fig. 4.6.

Finally, taking into account Doppler effects (Doppler shift l = Xl′ and the inten-

sity boost �l (l) = X3�′l′ (l′); where X is the Doppler factor X = 1/(W'( (1 − V cos \))),

substitute the relation C′ = )ob/(1 − V cos(\))W'( into Eqn.(4.17) we finally arrive at

the equation for the observed intensity:

� =
!

4c�2
≈

∫ )ob
(1−V)W'(

)ob
(1−V cos(\ 9 ))W'(

∫ ∞

W′
min

1

2W'(
22�−2)obX

3#�%(l/X)3W′3C′ (4.18)

where � is the distance, � is the specific intensity.
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Figure 4.6. The illustration of the model. For the photon observed at
)>1, they are not emitted from a spherical shell. The distance from
the central point (i.e., the time in fluid frame) and the angle respect
to the line of sight are related via equation )>1 = C (1 − V cos \) =
C′ (1 − V cos \) W'(
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4.3 Results

In the following we apply the general relations derived above to three specific

problem: (i) origin of plateaus in afterglow light curves, §4.3.1; (ii) sudden drops

in the afterglow light curves, §4.3.1, and (iii) afterglow flares, §4.3.2. For numerical

estimates, we assume the redshift I = 1, the Lorentz factor of the wind WF = 5 × 105,

the wind luminosity !F = 1046 erg/s, the initial injection time C′0 = 105s (in jet

frame), the power law index of particle distribution ? = 2.2, and Γ�� ≈ W'( for all

calculations.

4.3.1 Plateaus and sudden intensity drops in afterglow light curves

RS particles occur in the fast cooling regime, and the resulting synchrotron lumi-

nosity !B is approximately proportional to the wind luminosity !F. Thus the constant

wind will produce a nearly constant light curve. In other words, the plateaus are nat-

ural consequences in our model in the case of a constant long-lasting wind. FIG. 4.8

shows the light curve at 100 KeV for different Lorentz factors of the post-RS flow

(more detail about parameters setting in FIG. 4.8 will be discussed later). At the

early phase, all light curves experience a nearly constant evolution with time, which

show the feature of plateau as we expected.

Assume the central engine suddenly stops operating. This process could be due

to the collapse of a neutron star into a black hole or sudden depletion of an accretion

disk. At a later time, when the “tail” of the wind reaches the termination shock,

acceleration stops. Let the injection terminate at a some time C′stop. The distribution

functions in the shocked part of the wind then become

# (W′, C′) ∝
∫ min(C ′,C ′stop)

C ′0

� (W′, C′, C′8)3C′8 (4.19)

In FIG. 4.7, we showed the evolution of the distribution function by assuming

the opening angle \ 9 = 1/W'(, W'( = 90, and the injection is stopped at time C′stop =

1.5×105s (in this case, the )ob,stop = 833s in the observer’s frame). As we can see that
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Figure 4.7. Evolution of the distribution function. Here we take
account the effect of radiation loss and adiabatic expansion. In our
calculation, the opening angle \ 9 = 1/W'(, W'( = 90, and the injection
is stopped at time C′stop = 1.5 × 105s, Wmin = WF/W'( = 5556, initial
magnetic field �0 = 2.1G. The times are measured in fluid frame at
C′stop/C′ = 1.2, 1.1, 1.0, 0.9, 0.8 from red to green curves.

the number of high energy particles dropped sharply right after we stop the injection,

and this is because particles lose their energy via synchrotron radiation and adiabatic

expansion in fast cooling regime.

Assume the emission at \ = 0 start decay at time )ob0, and \ = \ 9 start decay at

time )ob 9 . Now we could estimate the relation between )ob0 and )ob 9 by considering

Eqn. (4.12):

)ob 9

)ob0
=

1 − V cos(\ 9 )
1 − V ≈ 2 (4.20)

where we assume V is close to 1, and once again, we assume the opening angle \ 9 is

1/W'( for the estimation of Eqn. 4.20.

In FIG. 4.8, we assume the opening angle \ 9 = 1/W'(, and combine the effect

of duration and the effect of stopped injection together, and we use Eqn. (4.17) to

calculate the light curve at 100 KeV for three different Lorentz factors of the post-RS

flow W'(: W'( = 30, W'( = 60, and W'( = 90.
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Figure 4.8. The light curve at 100 KeV for different Lorentz factors
of the post-RS flow. We assume that the observer is looking along
the symmetric axis of the jet. The injection is stopped at a fixed
time in the fluid frame, corresponding to C′0 = 6 × 105s. There is a
sudden drop of intensity when the injection is stopped ()ob = 10000s
for blue curve, )ob = 5000s for green curve, and )ob = 3333s for red
curve). (These cases all correspond to 6 × 105s in fluid frame). Blue
curve has W'( = 30, Wmin = Ww/W'( = 16667, initial magnetic field
�0 = 6.4G; green curve has W'( = 60, Wmin = WF/W'( = 8333, initial
magnetic field �0=3.2G; red curve has W'( = 90, Wmin = WF/W'( =
5556, initial magnetic field �0 = 2.1G. Here we assume �0 ∝ W'(−1
for our calculations.
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From the numerical result, we do see a very flat plateau before we stop the injection

and a following sudden steep decay right after we stop the injection, which is consistent

with observational results. Next, we investigated how the jet angle (the effect of

duration) affects our result and what the result would be different in the slow cooling

regime.

In Fig. 4.9, we compare the light curves of variate opening angles. More specifi-

cally, we keep all parameters is the same as Fig. 4.8 but use a jet angle of \ 9 = 1/2W'(
instead of \ 9 = 1/W'(, to explore the effect of duration (or opening angle). As we can

see, all dash curves (\ 9 = 1/2W'() are much sharper than their corresponding solid

curves (\ 9 = 1/W'(). Thus, the narrower angle produces the steeper drop.

In Fig 4.10, we compare the light curves of fast cooling and slowing cooling. The

regime of fast cooling is defined as the typical synchrotron frequency of the accelerated

electrons with the minimum Lorentz factor a< is larger than the cooling frequency

a2. The regime of slow cooling is defined as the typical synchrotron frequency of the

accelerated electrons with the minimum Lorentz factor a< is less than the cooling

frequency a2 [110]. We keep all parameters the same as Fig. 4.8 but reduce the

magnitude of the initial magnetic field so the emission is in the slow cooling regime,

to explore the effect of cooling time. As we can see, all dashed curves (slow cooling)

are flatter than their corresponding solid curves (fast cooling). Thus, the steep drop,

which results from the terminated wind, will be smoothed in the slow cooling regime.

4.3.2 Afterglow flares

We do see flares in GRB from observational data. In the frame of the FS model,

the synchrotron emission is proportional to the integrated total energy within the

outflow, thus it requires the total energy is in the geometrical progression for many

flares. In our points of view, the flare is produced from the RS due to sudden increased

ejected power.
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Figure 4.9. The comparison of light curves for different jet angles
1/W'( (solid lines) and 1/2W'( (dotted-dash lines). Different lines
correspond to parameters in Fig. 4.8 except the jet angle. We assume
the viewing angle is 0. Smaller jet angle produce sharper drop.
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Figure 4.10. The comparison of light curves for slow cooling and
fast cooling, where solid lines correspond to fast cooling and dotted-
dash line correspond to slow cooling. All other parameters are the
same as Fig.4.8 except the initial magnetic field, where slow cooling
has a weak magnetic field but fast cooling has a strong magnetic
field. Fast cooling curves are brighter than slow cooling since radiation
power is proportional to �2. More importantly, slow cooling curves
are smoother than fast cooling curves, so FS, where most likely have
slow cooling, may not be able to produce a steep drop behavior.
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In order to examine our idea, we re-consider the case of W'( = 60 (the green curve

in FIG. 4.8). Recall that the green curve in Fig. 4.8 has initial injection time C0 = 105s

and stop time Cstop = 6 × 105s. We keep all parameter as same as the blue curve in

FIG. 4.8 but set the ejected power are two, four, and eight times larger than the

normal magnitude of the ejected power for a short period of time from 2.4 × 105s to

2.5 × 105s. The corresponding light curves are calculated in Fig. 4.11.

In FIG. 4.11, there is a sharp rise around )>1 = 2000s (which corresponds to

the starting time of the increased ejected power C = 2.4 × 105s at emission angle

\ = 0) due to a sudden increased ejected power, and a sharp drop around )>1 = 4000s

(which corresponds to the ending time of the increased ejected power C = 2.5 × 105s

at emission angle \ = \ 9) because the ejected power back to normal level. In our

calculation, the cases of peak power increased two, four and eight times larger are

considered, and the corresponding total injected energy is 1.0167, 1.05, 1.1167 times

larger. The magnitude of the rise in flux is less than the magnitude of the rise in

ejected power (e.g. the rise in ejected power by a factor eight only gives the rise in flux

by a factor two), because of the effect of duration, in other words, the emission from

the increased ejected power from a different angle cannot be observed simultaneously

(e.g. in the observe frame, when the emission at emission angle \ = 0 is increased to

eight times larger, the emission at emission angle \ = \ 9 is still at a normal level).

4.4 Discussion

In this paper, we argue that the observed steep drop within GRBs is generally

consistent with the synchrotron emission coming from particles accelerated behind an

RS propagating in a long-lasting ultra-high relativistic wind. The key point is that

the RS can react quickly to the changes of the wind properties, and the injection is

stopped at a specific time C′stop. After we stop the injection, the distribution function

shows that fewer and fewer particles could survive at high energy. We could roughly

treat the emission from the single-particle as a Dirac-delta function with a peak at
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Figure 4.11. Producing the flares. All parameters are same as the
green curve in the FIG.4.8, but we set the ejected power are two (the
red curve), four (the green curve) and eight (the blue curve) times
larger for a short period from 2.4 × 105s to 2.5 × 105s. Recall that
initial injection time C0 = 105s and break time Cstop = 6 × 105s.
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l = 3l�W
2X/2 or l ∝ W2 (i.e., the high flux at high energy requires a large number of

particles with large Lorentz factor W). Since the number of particles drops suddenly

for the particles with large W value in the distribution function, we would not be

surprised that the light curve also drops suddenly at high energy.

One may argue that we can ignore the effect of duration. To answer this question,

we did calculation without the effect of duration (in our case, we calculated the

emission from a narrow-angle 1/2W'(), and we found out that the drop is extremely

sharp without the effect of duration. See Fig. 4.9. From our point of view, the

emission from the off-axis part will be observed later than the emission from the on-

axis part, so the effect of stopped injection will change the on-axis emission first and

the off-axis emission later, which could flatten the extremely sharp decay.

In most of our calculations, we assume the opening angle \ = W−1
'(

. However we

may also consider other cases. For \ > W−1
'(

, we can barely see the emission within

the angle W−1
'(

due to Doppler boosting, so there is no huge difference with our model.

For \ < W−1
'(

, the effect of duration has less impact on the observed emission, so the

drop stage has a shorter time and sharper spectral shape than our model. See Fig.

4.9.

We also consider the case of slow cooling (e.g., in FS). By manipulating the magni-

tude of the magnetic field, we calculated the emission for the case where cooling time

is larger than wind lifetime (i.e., slow cooling). In a slow cooling regime, the particle

with large Lorentz factor W can keep their dynamic energy for a long time because

of low cooling loss, and thus we would expect there are still many particles carrying

large Lorentz factor W at a later time, even though the wind has been terminated.

The result shows that slow cooling gives a much flatter curve than fast cooling. Thus

the steep drop requires a fast cooling in RS.

Finally, in our model, the afterglow flares are corresponding to the variation of

pulsar winds. In the fast cooling regime, these variations can be reflected in the

emission immediately. So a short period of increased wind power can produce a short

period of increased observed flux (i.e., a flare).
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Our model might provide explanations to many other problems in GRBs. For

example, if the explosion does not produce a long-lasting wind, then there will be no

X-ray afterglow since RS reflects the properties of wind (naked GRBs problem) [229].

We might also apply our model to missing orphan afterglow problem, which states

that we might see afterglow in X-ray and optical without seeing any prompt emission

since prompt emission is collimated from RS and afterglow will be spread out later

due to FS deceleration [230]. Unfortunately, we have not seen any this type of event

solidly [231]; [232]. In our model, both prompt emission and afterglow emission are

from RS, so they have similar collimation property.
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5. PREDICTION OF THE SECOND PEAK IN THE

AFTERGLOW OF GW170817

5.1 Introduction

On 14 September 2015, two experiment groups Laser Interferometer Gravitational-

Wave Observatory (LIGO) and Virgo interferometer (Virgo) made the first observa-

tion of gravitational wave (GW) [233]. The gravitational wave was produced by two

black holes with mass of 29 and 36 solar masses merging together. The mass of new

merged black hole was 62 solar masses, and about 3 solar masses was emitted as

gravitational wave.

On 2017 August 17, LIGO and Virgo detector discover the gravitational-wave

(GW) transient GW170817 [234], which was consistent with the coalescence of a

binary neutron star system, see Fig.1 in [235]. The time variation at the three

detectors (LIGO-Hanford detector, LIGO-Livingston detector, and Virgo detector)

allowed us to determine the direction of the source. Unlike the previous two black

hole merger events, GW 170817 allow us to detect its electromagnetic counterpart.

Two seconds later, GRB 170817A was registered by GBM/Fermi [95] and SPI-

ACS/INTEGRAL [236] experiments. The discovery of GRB 170817 is also consistent

with the classical scenario that short GRB are produced from neutron star mergers.

The jet of GRB 170817 is about 30 degree to the line of sight due to its faint flux. The

optical counterpart was detected by a large number of ground-based facilities [234].

GRB/GW170817 was unusual in many respects. The prompt gamma-ray emission

consisted of two distinctive components - a hard short pulse delayed by ∼ 2 seconds

with respect to the LIGO signal followed by a weaker, softer thermal pulse with

) ∼ 10 keV lasting for another ∼ 2 seconds, (see Fig. 1 in [237]). The appearance of a

thermal component at the end of the burst is unusual for short GBRs. Both the hard
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Figure 5.1. Cartoon of the model. Hot torus (left from the disrupted
neutron stars) creates a dense, mildly relativistic wind (shaded re-
gion). After ∼ 1 second, when enough magnetic flux is accumulated
on the BH, the BH launches a Blandford-Znajek-powered jet. After
the jet reaches the edge of the confining wind its head part experi-
ences a break-out, creating a nearly spherical outflow; this generates
the prompt emission. Later on, the interaction of this now nearly-
spherically expanding part of the jet with the surrounding medium
generates the forward shock - this leads to the production of early the
early afterglow that has been observed so far. Most of the jet accel-
erates to high Lorentz factors; the radiation from the corresponding
forward shock is beamed away from the observer. Only after the jet-
driven forward shock decelerated it will become visible, and should
generate the late bump in the afterglow.

and the soft components do not satisfy the Amati relation, making GRB 170817A

distinctively different from other short GRBs [237]; [238].
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5.2 Model

The detection of the EM signal contemporaneous with gravitational waves is con-

sistent with the binary NS scenario for short GRB [239]; [66]; [72]; [240]; [241]. Cur-

rently, there are several competing models for the prompt and afterglow emission

from GW170817: (i) radially stratified quasi-spherical ejecta (i.e. cocoon) traveling

at mildly relativistic speeds (e.g., [242]; [243]; [244]); (ii) emission from off-axis colli-

mated ejecta characterized by a narrow cone of ultra-relativistic material with slower

wings extending to larger angles (i.e. structured jet) (e.g., [245]; [246]; [247]; [248];

[249]; [250]; [251]; [252]). In the structured jet scenario, the GW 170817 merger pow-

ered a normal SGRB directed away from the line of sight; (iii) fast jet – cocoon model

- we describe it next in more detail.

The key points of the fast jet – cocoon model is described in [237]; also see Fig 5.1.

An active stage of a merger lasts ∼ 10−100 milliseconds after which the neutron stars

collapse into BH. During the merger an accretion torus of ∼ 0.1"� forms around the

BH with a viscous time Cd ∼0.1 s e.g. [253]; [254]. At the same time, magnetic fields

are amplified within the disk to ∼ 1015 G [255]; [256]; [253] due to the development of

MRI and the presence of the velocity shear. Qualitatively, as the matter is accreted

onto the BH, the BH accumulates magnetic flux which was generated in the accretion

disc due to dynamo process [257]; [258]; [259]; [260]. The magnetic field doubling

time can be estimated as CB double ≈ Cd [258], so it takes about 10 doubling times for

the magnetic field to grow from 1012 G to 1015 G, which is close to 1 s, a similar

growth time ∼ 5 × 103 �"BH/22 was achieved in 3D GRMHD simulations [260].

At the same time baryons slide off into the BH along magnetic field lines, leaving

polar regions with low density. This creates conditions favorable for the operation

of the Blandford-Znajek (BZ) mechanism [261]. As a result, the accumulation of the

magnetic flux leads to a delay for the jet to switch-on. The BZ jet then propagates

through a pre-existing dense wind with mildly relativistic velocity [237]; [238]. As it

breaks out from the wind, it generates a nearly isotropic cocoon, Fig. 5.1. The wind
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emission shocked by the breaking-out jet produces the soft tail. After the break-out

the primary jet accelerates and becomes invisible to the observer. The inclination of

the binary system come directly from the GWs signal \obs ≈ 30> ± 10> [234]; [262].

Observationally, Chandra and VLA [263]; [246]; [249]; [264]; [265] show that GRB/GW

170817 was steadily brightening with time, and has now reached its peak and starts

to decay. The very simple power-law spectrum was extending for eight orders of mag-

nitude in frequency. The measurement of the power low index ? = 2.17 indicates that

radiation should come from ejecta with Γ ∼ 3 − 10.

We interpret these observations as non-thermal synchrotron emission coming from

the “break-out” (nearly spherical) part of the mildly relativistic forward shock. But

observations up to C ≤ 250 days have not been able to distinguish the above sce-

narios, because of the observed emission will be dominated by radiation from mildly

relativistic material [249] present in all the models.

Most importantly, at later times, the models predict qualitatively different behavior.

Both the cocoon and structured jet models should produce only one bump in X-ray

light curve by the jet or the cocoon. On the other hand, the fast jet – cocoon

model [237] has two active components - a cocoon formed during jet breakout and

an ultra-relativistic jet. The initial rise of G-ray light curve (see red dots Figure 5.4)

is formed by a cocoon - a shock break-out. As we discuss in this chapter, later on

(a few years after GW event) the fast jet – cocoon model predicts rebrightening of

the afterglow as the primary jet slows down and becomes visible (see Fig. 5.1). The

detection of second X-ray or radio bump will be a smoking gun for fast jet – cocoon

model and rule out one component models. Calculations of the properties of the

predicted second afterglow bump is the key point of the chapter.

5.3 Results

In this work we perform three types of calculations of the predicted second peak:

(i) using analytical estimates from [266]; [267], §5.3.2 ; (ii) model light curves from the
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Afterglow library [268], §5.3.3; (iii) in-house numerical calculations of the synchrotron

emissivity of the relativistically expanding and synchrotron cooling plasma, §5.3.4.

5.3.1 The fiducial parameters

The accretion torus/disc after the NS-NS merger can be relatively massive ∼

0.1"� e.g. [254]. The disc produces a dense mildly relativistic wind with mass ∼

0.05"� [269]; [270] and also supplies the central BH with magnetic flux needed to

launch the BZ jet. The accretion rate on BH horizon can be estimated as, see more

details in [237]

¤"BH ≈ 0.002
"d,−1

C5/3
"�/s . (5.1)

Here "d = 0.1"3,−1"� is mass of the disc in solar mass units and time is in seconds.

The BZ jet power can be [261]; [271]; [272] as high as

!BZ ≈ 5 × 1050
"3,−1

C
5/3
0.3

erg/s , (5.2)

here we assume efficiency of BZ jet formation � (0��) ≈ 02.4BH
with BH spin parameter

0BH = 0.7 [253]; [273]; [274]; [237].

The opening angle of the jet is unknown. The second bump can be detected if jet

is relatively narrow and powerful. Following [237] the opening angle of the jet can be

assumed \ 9 = 0.1 ≈ 5o, so the isotropic jet power can be as high as

�iso,max ≈
2

\2
9

∫ ∞

C=2
!BZ3C ≈ 1053 ergs. (5.3)

This is the estimate of the primary jet energy that we will use in the calculations.

Initially, the primary jet emission is beamed away from the observer. As the

jet-driven blast wave slows down it becomes visible. In the following, we perform

calculations to address the question: What are the conditions required to produce an

observable second afterglow bump from the primary jet.
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5.3.2 Analytic estimates for detectability of the second peak

Let us first obtain simple analytic constraints on parameters in order for the

second peak associated with the afterglow of the jet to be detectable. We consider

the second peak to be detectable if the following 3 criteria are satisfied. 1) The time

of the second peak (Cpeak) must be greater than the time of current observations

(∼ 250 d), otherwise this peak would have been already detected or can be weaker

than the cocoon component, in which case the second peak will not be detectable. 2)

The peak flux must be greater than the sensitivity limit of the detector (for radio at

6 GHz we use a limit of 10 `Jy). 3) The value of the peak flux must be larger than

that of the cocoon at the time of the peak. To estimate the flux from the cocoon

component at a late time, we use a power law extrapolation of current observations.

These criteria are depicted in the top panel of Fig. 5.2 where the numbered arrows

show the regions where the corresponding criteria mentioned above are satisfied. In

this figure we use the radio data at 6GHz as an example, the dashed vertical line

marks a time of 250 days, the dot-dashed horizontal line marks a detectability limit

of 10 `Jy, and the solid line shows the extrapolation of the decline in the observed

emission assuming it is ∝ C−2 as estimated in [265]. Below we always assume the

observing frequency am < a < ac and (1 + I) ≈ 1 which is valid for GW170817.

The peak in the afterglow occurs as the beaming angle of the emission from the

core of the jet increases and reaches the line of sight of the observer (1/Γ ∼ \obs).

This peak occurs at a time e.g. [267]

Cpeak ≈ 280

(
�iso,52

=−4

) 1
3
(
\obs

25◦

) 8
3

days. (5.4)

Criterion 1) requires Cpeak & 2503, using the above equation and assuming \obs = 25◦,

we get �iso,52 & 0.8 =−4. This inequality is satisfied by all the regions above the dashed

black line in the bottom panel of Fig. 5.2 which shows �iso vs =.
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The peak flux of the afterglow can be obtained by substituting Cpeak in analytic

expressions for the flux for post jet break light curves e.g. [266]; [267]

�peak ≈ � (?)
(
1 − cos\ 9

) ?+3
3 ×

�−2L,26 n
?−1
e,−1n

?+1
4
�,−2 =

1+?
4 \
− 8?

3

obs
�iso,52 a

1−?
2

9.7 mJy, (5.5)

Where \obs is in degrees and

� (?) ≈ 7440(? − 0.04)
(
? − 2

? − 1

) ?−1 (
1.13 × 10−20

)−?
10−14.96?

These analytic estimates agree within a factor ∼ 1.5 when compared to the light

curves shown in Fig. 5.4. Criterion 2 requires �peak to be larger than the detector

sensitivity, in the case of radio we use �peak & 0.01 mJy. Substituting ne = 0.1, ? =

2.17, a = 6 GHz, \obs = 25◦, \j = 5◦, �L = 40 Mpc, criterion 2 yields

�iso,52 & 0.4(=−4 nB,−2)−0.79. (5.6)

This condition is shown by the dot-dashed line in the bottom panel of Fig. 5.2,

where the different colors corresponds to different values of nB = 10−2, 10−3, 10−4 as

indicated in the plot legend. The regions above the dot-dashed lines satisfy criterion

2 for the corresponding values of nB.

The final criterion for detectability requires that the flux at peak, �peak is larger

than the flux from the cocoon component. The latest observations show the afterglow

of GW170817 has started to decline, and this decline follows a power law in time as

∝ C−U with U = 2.1+1.6−0.6 [265]. Attributing this emission to the cocoon, we estimate the

late time flux from it by extrapolating this power to later times. For example, taking

the 6 GHz measurements we can model the decline in flux as

�d(C) ≈ 0.07
( C

160

)−U
mJy, (5.7)

with C in days. This extrapolation is shown by the solid lines in the top panel of

Fig. 5.2 for multiple values of U within the range estimated by current detections.

Criterion 3 requires �peak > �d(Cpeak). Using the same parameter substitutions used

to obtain equation 5.6, this condition yields
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�iso &
(
5 × 1047

(
3.8 × 10−19

)−U
=
U−2.3775

3 n−0.7925B

) 3
3+U

. (5.8)

This equality is shown for U = 2 by the solid lines in the bottom panel of Fig. 5.2

where different colors correspond to different values of nB color coded in the same way

as for criterion 2 (the dot-dashed lines). Therefore the inequality 5.8 is satisfied for

regions above the solid lines. So the regions in Fig. 5.2 which satisfy all three criteria

must lie above the dashed black line (criterion 1), and above the dot-dashed and solid

lines (criterion 2 and 3) corresponding to the same value of nB. These regions have

been shaded for better visualization. In order for the second peak to be detectable,

the parameters pertaining to the jet must lie in the shaded regions. The bottom

panel of Fig. 5.2 is for a C−2 decline only, Fig. 5.3 shows a similar plot for varying

power law declines (different values of U) that lie within the estimated range from

latest observations [265], while fixing nB = 10−3. Like in Fig. 5.2, the shaded regions

in Fig. 5.3 mark the parameters where the second peak is detectable, in general we

find a shallower decline necessitates a higher energy for the jet in order for it to be

detectable.

5.3.3 Second peak light curves using the “Afterglow library”

In this Section we discuss the calculations of the afterglow light curves using the

“Afterglow library” [268], which uses linear radiative transfer to calculate synchrotron

light curves and spectra. Guided by observations [249]; [265] and analytic estimates

above, we use a few different sets of parameters when calculating the afterglow. We

fix the spectral slope, ? = 2.17, the observing angle w.r.t jet axis, \obs = 25o, use

a typical value of ne = 0.1, which denotes the fraction of energy in the electrons of

the shocked fluid, and a relatively narrow ‘top-hat’ jet with opening angle \ 9 = 5◦

and 10◦. We vary the isotropic equivalent energy �iso, the fraction of energy in the

magnetic field of the shocked fluid nB, and number density of external medium =

cm−3. The resulting light curves for these different sets of parameters are shown in
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Figure 5.2. (Top) Depiction of the three criteria required for de-
tectability of second peak. The plot shows observed radio data (red
points) and multiple power law extrapolations for the observed de-
cline (solid lines) (data taken from [249]; [265]). Vertical dashed line
marks a time of 250 days and dot-dashed horizontal line indicates a
radio detectability limit of 10 `Jy. The numbered arrows point to the
region where the second peak must lie in order to be detectable and
the numbers label the criteria described in Section 5.3.2. In short,
1) requires peak time to be greater than 250d, 2) requires peak flux
be above detector sensitivity and 3) requires peak flux be larger than
cocoon emission. (Bottom) A figure exploring the parameter space in
isotropic equivalent energy of the jet (�iso) vs. external density (=).
Shaded regions mark the parameter space where the second peak will
be detectable (where all 3 criteria mention in top panel and Section
5.3.2 are satisfied) assuming a C−2 decline for current observations.
Regions above dashed black line satisfy criterion 1, above dot-dashed
lines satisfy criterion 2 and above solid lines satisfy criterion 3. Colors
indicate the value of nB used for the solid and dot-dashed lines. See
section 5.3.2 for analytic expressions of the lines, shaded regions and
for relevant parameters used.
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Figure 5.3. Same parameter space plot as in Fig. 5.2 except now we
fix nB = 10−3 and vary the slope of the power law decline (shown in
top panel of Fig. 5.2) to investigate how different declines will affect
detectability of second peak. As in Fig. 5.2, shaded regions mark
regions where the second peak would be detectable.
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GW170817 observations
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Figure 5.4. Light curves in X-ray at 1 keV (Top) and Radio at 6
GHz (Bottom) using the “Afterglow library”. Red points show ob-
servations of GW170817 [249], and lines show the afterglow from a
jet calculated using the afterglow library [275] for two sets of param-
eters (see sec.. for description of parameters). In a fast jet – cocoon
model, the earlier time observations (red points) can be attributed
to emission from the cocoon. The afterglow from a jet will peak at
later times for off-axis observers, in this scenario, this peak can cause
a second bump in the overall X-ray light curve of GW170817. For
parameters used here, the second peak occurs at ∼500 days.



122

Figure 5.5. Radio (6 GHz) afterglow light curves, similar to bottom
panel of Fig. 5.4 but with a jet of opening angle 10◦.
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Fig. 5.4 and 5.5, observations of GW170817 (taken from [249]; [265]) are also shown

in the same plots for radio (6 GHz) and X-ray (1 keV). These plots demonstrate the

possibility where the afterglow from the jet can cause a late time rise in the light

curve of GW170817.

5.3.4 Emission from off-axis forward shock: numerical calculation of syn-

chrotron emission

Next, we use the classic forward shock model of [276]; [110] to calculate the emis-

sion seen by an off-axis observer. As a novel feature, we calculate numerically the

radiative and cooling losses of the particles. To do so, we first find Greens function for

particles injected at some moment in time into the forward shock, then we integrate

over different injections times, and allowing for time-of-flight delays we calculated the

expected light curve.

We assume self-similar relativistic shock with Γ ∝ C−</2 with < = 3 [107] (thus, we

neglect lateral evolution of the shock - it is small [231]; [277]). The minimum Lorentz

factor of accelerated electrons in the shock frame is then

W′min ∝ n4 (Γ − 1)
<?

<4
, (5.9)

while the comoving magnetic field is

�′2

8c
= n�=? (Γ − 1)Γ<?2

2 ∝ C−< ∝ C′−
2<
2+< (5.10)

(primed quantities are in the fluid frame and un-primed are in the coordinate frame.)

Thus, the magnetic field strength satisfies

�′ = �′0

(
C′

C′0

)− <
<+2

(5.11)

where the magnetic field is �0 and Lorentz factor is Γ = Γ0 at time C′ = C′0.
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Particles are injected with distribution function 58= 9 at time C′
8

through an area �.

The Lorentz factor of particles evolves according to

3W′

3C′
= −

�̃2�
2
0W
′2

C′
2<
2+<

− <W′

2C′ (2 + <)

�̃2 =
f) C
′
0

2<
2+<

6c<4c
(5.12)

where the first term describes radiative losses and the second the adiabatic expansion.

The evolution of the distribution function is then described by, first, solving for

the Greens function � (W′, C′, C′
8
)

m� (W′, C′)
mC′

=
�̃2�

2
0

C′
2<
2+<

m

(
W′2� (W′, C′)

)
mW′

+ <

2C′ (2 + <)
m (W′� (W′, C′))

mW′

+ 5 ′8= 9
(
W′, C′8

)
X(C′ − C′8) (5.13)

with injection

5 ′8= 9
(
W′, C′8

)
= 5 ′8 W

′−?Θ(W′ − W′min(C
′
8)) (5.14)

where 5 ′
8

satisfies 5 ′
8

∫ ∞
W′
min

W′−?3W′ = =�2. And, second, integrating with the injection

rate

5 (W′, C′) =
∫

� (W′, C′, C′8) 5 ′8 3C′8 , (5.15)

where 5 (W′, C′) is the total distribution.

Consider a jet (actually, a shock) with opening angle \ 9 viewed at an angle \obs.

Emissivity at each moment is given by an integral over the shock surface

!′(l′, C′) =
∫ ∫

5 (W′, C′)
�

%(l′) 3W′3�

≈
∫ \obs+\ 9

\obs−\ 9

∫ qmax (\)

qmin (\)

∫ ∞

W′
min

A2 sin \ 5 (W′, C′)%(l′)
2cA2(1 − cos \ 9 )

3W′3q3\

=

∫ \obs+\ 9

\obs−\ 9

∫ ∞

W′
min

(qmax (\) − qmin (\))A2 sin \ 5 (W′, C′)%(l′)
2cA2(1 − cos \ 9 )

3W′3\ (5.16)

where 5 is the distribution function, % is the synchrotron power per unit frequency

emitted by each electron and we use spherical coordinate with the z axis oriented

towards the observer and \obs is larger than \ 9 .
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The photons emitted by different parts of the jet at the same moment will arrive

at different time due to time-of-flight effects. At an emission point (A, \), the rela-

tion between the time C measured in lab frame, C′ measured in fluid frame and the

corresponding observe time )obs are

3C = Γ3C′ (5.17)

and

3)obs = (1 − V cos \) 3C = Γ (1 − V cos \) 3C′ (5.18)

By solving the equations 5.17 and 5.18, we can find cos \ =  ()obs, C′), where  

is a function of )obs and C′. So for a fixed )obs, we find

sin \3\ = −3 (cos \) = −3 ()obs, C
′)

3C′
3C′ (5.19)

The geometric relation between \ and q is

qmax (\) − qmin (\) = 2 arccos

(
cos(\ 9 ) − cos(\obs) cos(\)

sin(\obs) sin(\)

)
(5.20)

Substituting equations 5.19 and 5.20 into equation 5.16 and taking into account

Doppler boosting, we finally arrive at the equation for the observed spectral luminosity

as function of the observer time

! ()obs) ≈
∫ C ′()obs) \ ′=\obs−\ 9

C ′()obs) \ ′=\obs+\ 9

∫ ∞

W′
min

arccos

(
cos(\ 9 ) − cos(\obs) cos(\ ()obs, C′))

sin(\obs) sin(\ ()obs, C′))

)
×

X3 ()obs, C′) %( l
X()obs,C ′) )

∫
� (W′, C′, C′

8
) 5 ′
8
3C′
8

c(1 − cos(\ 9 ))
× 3 ()obs, C

′)
3C′

3W′3C′ (5.21)

Using the above procedure we calculate the light curve behavior at 1 keV and 6

GHz for the same set of parameters as in Fig. 5.4, see Fig.5.6. The slope of radio

and X-ray are different at early times, because there is a spectra break due to W<8=

in the radio region at early time. Within a factor of a few the two methods produce

similar results.
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Figure 5.6. Light curves in X-ray at 1 keV and 6 GHz using the radia-
tive calculations, see text for details. Red points show the observation
of GW170817 at 1 KeV and 6 GHz [265]. All light curves have the
same parameter value as Figure 3.
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5.4 Conclusions

In this chapter, we argue that late afterglow of GRB/GW170817 may experience

a second peak in brightness, as the fast primary jet, which avoided detection so

far, becomes visible. Using three different approaches – basic analytic estimates,

“Afterglow library” and new radiative calculations – we put constrains on the jet

energetics and microphysical parameters for the second peak to be observable.

Detectability of the second peak depends on macroscopic parameter (energy of

the primary jet �iso and external density =), as well as microscopic parameters (n4

and nB), as well as the viewing angle. Observations of the prompt emission and the

corresponding GRB constrain the viewing angle to be ∼ 20 − 30◦ (e.g. [278]; [237];

[265]). Thus, we are left with �iso, = and n4, n�.

Our results indicate that even a mildly energetic jet, with �iso ∼ few ×1051 ergs

may be detected even for low external density = ∼ 10−5 2<−3 (if n4 and n� are not

too small). This compares favorably with the expected jet power (5.3). We should

note, that in about 10% of cases the short GRBs with known red shift have �iso,W >

3 × 1052 ergs, in particular GRB160410A [279], GRB090510A [280], GRB060801A

and GRB090227B [281]. Taking into account the efficiency of kinetic energy gamma

radiation conversion ∼ 0.1 [282] the total energy budget of short GRBs �iso > 3 ×

1053 ergs can be significantly higher than the limitations of late afterglow visibility

in Fig. (5.2).

We end our conclusions with general remark: if the jet has more energy than

the cocoon, it should show up as a second distinct peak. This is because the other

parameters (=, ne, and nB) should actually be the same for the 2 afterglow components.

In the case of radiatively inefficient jet, the late time emission just tracks the total

true energy of the jet. We can even argue that since the jet drives the cocoon, it is

typically true that �jet > �cocoon, i.e. we should see a two bump structure on light

curves from radio through X-ray.
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6. SUMMARY

In modern astrophysics, we are heavily relying on the electromagnetic wave obser-

vations, which can span from radio to very high energy gamma-ray, to receive the

information from the distant astrophysical objects. Many electromagnetic waves are

produced from the radiation processes in relativistic astrophysical plasma, such as

synchrotron and IC scattering. Thus, understanding the radiation processes in rela-

tivistic plasma is a crucially vital task to reveal the physics behind the observational

data. In this dissertation, I have presented a systematic and comprehensive ap-

proach to treating radiation processes in relativistic astrophysical plasma, including

synchrotron and IC scattering. I will summarize the results below.

Starting from the result of [226] which provides the standard formula used for the

synchrotron power loss, I develop a program which takes account the effect of W<8=,

the adiabatic losses, Doppler boosting, and finally extend the applicable conditions

of my program to a general expansion (See §2). Taking the synchrotron emitted

photons as the input seed photons, I develop a program to calculate the SSC spectra.

The input seed photons are not necessary as synchrotron photons, but also could

be CMB photons, thermal emission photons. The program can do calculations in

both the Thomson regime and Klein-Nishina regime. Thus the IC spectra can be

calculated from X-ray to very high energy W ray. The full application of my program

in radiation processes will provide opportunities to tackle many unsolved problems

in astrophysics, three relevant applications are summarized below.

In chapter §3, I focus on the unsolved problems in Crab nebula, which are the

sigma program, the spectrum of radio electrons, the high peak energy of gamma-

ray flares, and the resolved spectral evolution. All problems are solved by using a

two-component model. I applied my program to calculate the emission from the

two-component model of Crab nebula. In this model, the broad-band spectrum of
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crab nebula comes from two components: component-I is from terminate shock, and

component-II is from turbulent. In this project, the broad-band spectrum (including

synchrotron emission and IC emission) of Crab nebula is fitted very well, and the

spectra index map of optical and IR are investigated.

In chapter §4, I focus on the GRB afterglow. I calculate the emission from an

alternative GRB model, where afterglow is from RF instead of FS. The effect of the

Lorentz factors of the bulk motion, jet angles, and cooling time scales is investigated.

We can produce flares by giving a fluctuation to wind power since RS is in fast

cooling and sensitive to wind properties. By applying the calculation, I could not

only explain the steep drop in GRB 070110 afterglow but also explain the plateaus

and flares within the GRB afterglows.

In chapter §5, as a part of collaborative work, I contribute the calculation of the

emission from GRB/GW 170817 afterglow and explored different parameters setting

based on a fast jet-cocoon model. In this model, the primary jet slows down and

becomes visible, thus produce the rebrightening of the afterglow. In my calculation,

we could see that there is a second bump in the afterglow, which could be used to

test the fast jet-cocoon model from further observations.

In the end, I have a compelling program for calculating the synchrotron spectra

and IC spectra, which can be applied to GRBs, PWNe, AGNs, and other relativistic

processes.
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Versillé, D. Herranz, E. Hivon, Z. Huang, A. H. Jaffe, W. C. Jones, A. Karakci,
E. Keihänen, R. Keskitalo, K. Kiiveri, J. Kim, T. S. Kisner, N. Krachmal-
nicoff, M. Kunz, H. Kurki-Suonio, G. Lagache, J. M. Lamarre, A. Lasenby,
M. Lattanzi, C. R. Lawrence, F. Levrier, M. Liguori, P. B. Lilje, V. Lind-
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[199] J. F. Maćıas-Pérez, F. Mayet, J. Aumont, and F. X. Désert. Global Spectral
Energy Distribution of the Crab Nebula in the Prospect of the Planck Satellite
Polarization Calibration. , 711(1):417–423, Mar 2010.

[200] Edward P. Ney and Wayne A. Stein. Observations of the Crab Nebula at _ =
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A. THE DERIVATION OF THE LIGHT CURVE

FUNCTION OF THE RELATIVISTICALLY EXPANSION

AT HARD X-RAY AND ABOVE

Here I want to derive the equation (2.80) from my dissertation.

The function � (G) in equation (4.11) can be estimated as a Dirac-Delta function

with a peak at G = 0.29, i.e. � (G) = �X(G − 0.29), where C is a normalization factor

with the value 1.61207 so that

∫ ∞

0
� (G) 3G =
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0
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Use the properties of Dirac-Delta function, we have
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For high energy region, we only consider #4 from equation (2.78). By using the

definition of C′
;

and mean value theorem, C′
;
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