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ABSTRACT

Maji, Supriyo PhD, Purdue University, August 2020. Efficient Minimum Cycle Mean
Algorithms And Their Applications. Major Professor: Cheng-Kok Koh.

Minimum cycle mean (MCM) is an important concept in directed graphs. From

clock period optimization, timing analysis to layout optimization, minimum cycle

mean algorithms have found widespread use in VLSI system design optimization.

With transistor size scaling to 10nm and below, complexities and size of the systems

have grown rapidly over the last decade. Scalability of the algorithms both in terms

of their runtime and memory usage is therefore important.

Among the few classical MCM algorithms, the algorithm by Young, Tarjan, and

Orlin (YTO), has been particularly popular. When implemented with a binary heap,

the YTO algorithm has the best runtime performance although it has higher asymp-

totic time complexity than Karp’s algorithm. However, as an efficient implementation

of YTO relies on data redundancy, its memory usage is higher and could be a pro-

hibitive factor in large size problems. On the other hand, a typical implementation of

Karp’s algorithm can also be memory hungry. An early termination technique from

Hartmann and Orlin (HO) can be directly applied to Karp’s algorithm to improve

its runtime performance and memory usage. Although not as efficient as YTO in

runtime, HO algorithm has much less memory usage than YTO. We propose several

improvements to HO algorithm. The proposed algorithm has comparable runtime

performance to YTO for circuit graphs and dense random graphs while being better

than HO algorithm in memory usage.

Minimum balancing of a directed graph is an application of the minimum cycle

mean algorithm. Minimum balance algorithms have been used to optimally distribute

slack for mitigating process variation induced timing violation issues in clock network.



In a conventional minimum balance algorithm, the principal subroutine is that of

finding MCM in a graph. In particular, the minimum balance algorithm iteratively

finds the minimum cycle mean and the corresponding minimum-mean cycle, and uses

the mean and cycle to update the graph by changing edge weights and reducing

the graph size. The iterations terminate when the updated graph is a single node.

Studies have shown that the bottleneck of the iterative process is the graph update

operation as previous approaches involved updating the entire graph. We propose an

improvement to the minimum balance algorithm by performing fewer changes to the

edge weights in each iteration, resulting in better efficiency.

We also apply the minimum cycle mean algorithm in latency insensitive system

design. Timing violations can occur in high performance communication links in

system-on-chips (SoCs) in the late stages of the physical design process. To address

the issues, latency insensitive systems (LISs) employ pipelining in the communication

channels through insertion of the relay stations. Although the functionality of a LIS

is robust with respect to the communication latencies, such insertion can degrade

system throughput performance. Earlier studies have shown that the proper sizing

of buffer queues after relay station insertion could eliminate such performance loss.

However, solving the problem of maximum performance buffer queue sizing requires

use of mixed integer linear programming (MILP) of which runtime is not scalable. We

formulate the problem as a parameterized graph optimization problem where for every

communication channel there is a parameterized edge with buffer counts as the edge

weight. We then use minimum cycle mean algorithm to determine from which edges

buffers can be removed safely without creating negative cycles. This is done iteratively

in the similar style as the minimum balance algorithm. Experimental results suggest

that the proposed approach is scalable. Moreover, quality of the solution is observed

to be as good as that of the MILP based approach.
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1. INTRODUCTION

Minimum cycle mean (MCM) is an important concept in directed graphs [1] [2]. Mini-

mum cycle mean algorithms are used as subroutines in various graph algorithms [3] [4].

The concepts of minimum cycle mean and the cycle that has the minimum mean

(called minimum-mean cycle) have parallels to important parameters in VLSI sys-

tems. From clock period optimization, timing analysis to layout optimization, min-

imum cycle mean algorithms have found widespread use in sequential VLSI system

design optimization [5] [6] [7] [8] [9] [10].

For sequential circuits to operate without error, data must be processed in a syn-

chronized manner. In such circuits, the synchronization of data is governed by a

clock signal. Proper assignment of clock arrival times to each sequential element in a

sequential circuit can help run the circuit at a higher clock frequency with optimum

power budget. Deep sub-micron technology nodes already exhibit significant wire de-

lay variation, temperature fluctuation, crosstalk and jitter on signal and clock paths,

all having large impact on how much effort is needed to get the product out in time

to market. Since timing violations are the main cause of yield loss in modern VLSI

systems, a proper clock scheduling or assignment is important.

Minimum balancing of a directed graph is an application of the minimum cycle

mean algorithm. Minimum balance algorithms have been used to optimally distribute

slack for mitigating the process variation issues in sequential circuits [11] [12] [5] [13].

In conventional minimum balance algorithms [13] [14] [3], the principal subroutine is

that of finding minimum cycle mean (MCM) in a graph. In particular, the minimum

balance algorithm iteratively finds the minimum cycle mean and the corresponding

minimum-mean cycle, and uses the mean and cycle to update the graph by changing

edge weights and reducing the graph size. The iterations terminate when the updated

graph is a single node. As the transistor size scales down to 10nm or below and the
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need for integrating more functionalities grows, there could be 100 billion transistors

in system-on-chip in near future. The graph structures that represent such systems

could also be enormous. Such growing complexities of the system representation pose

substantial challenges in achieving scalability of the design automation tools. The

efficiency of the graph algorithms both in terms of its memory usage and runtime

performance is therefore important.

Fig. 1.1.: An example of a sequential circuit. In sequential circuit, flip-flops or latches
are the sequential elements. Two sequential elements can be separated by combi-
national logic gates which have delays. For the slack distribution problem, setup
and hold time constraints can be rewritten respectively as ti − tj ≤ wji − λji and
tj− ti ≤ wij−λij to include the slack parameter λ to be maximized without violating
any timing constraint. In a timing constraint graph, sequential cells can be repre-
sented by nodes and the setup- and hold-time constraints between them by edges.

The problem of optimal distribution of slack in a clock network in sequential

circuits can be formulated as a minimum balance problem in directed graphs [11]

[12] [5] [13] [15] [16]. In a sequential circuit as shown in Fig. 1.1, we can write the

setup and hold time constraints between two sequentially adjacent flip-flops FFi and

FFj as follows. Let ti and tj be respectively the arrival times of the clock signal

to FFi and FFj; Cp the clock period; tmax
pFF and tmax

comb (tmin
pFF and tmin

comb) respectively

the longest (shortest) propagation delays through a flip-flop and the combinational

circuit between FFi and FFj; and tmax
setup and tmax

hold respectively the maximum setup
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and hold times of a flip-flop. We define wji = CP − (tmax
pFF + tmax

comb + tmax
setup) and

wij = (tmin
pFF + tmin

comb)− tmax
hold, Then, ti − tj ≤ wji and tj − ti ≤ wij are respectively the

setup- and hold-time constraints [17]. The timing constraints of a sequential circuit

can be represented with a directed graph, known as a timing constraint graph (see

Fig. 1.1), where the nodes are the sequential elements and a timing constraint between

a pair of sequential elements is captured as a weighted directed edge between them.

For a circuit to be timing-correct, the equivalent timing constraint graph must not

have negative cycles.

Process variations in sequential circuits may change any of the propagation delays,

setup time, and hold time, and introduce a negative cycle in the timing constraint

graph of an otherwise timing-correct circuit. To make the circuit robust, sufficient

tolerance (or slack) may be added to the signal paths and clock skews. For the slack

distribution problem, we rewrite the setup and hold time constraints respectively as

ti − tj ≤ wji − λji and tj − ti ≤ wij − λij to include the slack parameter λ to be

maximized without violating any timing constraint. In other words, the slack λuv in

an edge (u, v) in the timing constraint graph allows the circuit to tolerate variations

as high as λuv in wuv without causing a timing violation.

The problem of determining the maximum timing slack λuv in each edge (u, v)

in the timing constraint graph is related to the problem of finding the minimum

balance of a directed graph, which is defined below. Consider a weighted, directed,

and strongly connected graph G(V,E,w) with node set V and edge set E. Each

edge e has an associated weight w(e), given by a weight function w : E → R and a

parameter λ(e) such that the parameterized weight of that edge is w(e)− λ(e). The

minimum balance problem is that of finding largest λ(e), e ∈ E, by simultaneously

maximizing λ(e) for all edges without creating any negative cycle [14] [11] [5].

In Fig. 4.8(a), for example, we simultaneously increase λ(e) (from −∞) for all

edges by the same amount until we get a zero weight cycle in C1. We cannot increase

λ(e) further for the edges in C1 since C1 would turn negative otherwise. Therefore,

λ(e) = 2 for e ∈ E(C1). Now, all edges have their weights reduced by 2. Moreover, all
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Fig. 1.2.: (a) Every edge in the graph has a parameter λ(e). Largest value of λ(e)
for e ∈ E(C1) is 2, since beyond that value cycle C1 is negative. (b) Given that λ(e),
e ∈ E(C1) is 2, largest value of λ(e) for e ∈ E(C2) and /∈ E(C1) is 3, since beyond
that value cycle C2 is negative. (c) Minimum-balanced graph.

edges in C1 now lose their parameters λ(e) (see Fig. 4.8(b)). We repeat the process

of increasing λ(e) (from −∞). This time, we stop when all λ(e) is 1 and the cycle

C2 becomes a zero weight cycle. Since all the edge weights have been reduced by 2

earlier because of C1, λ(e) = 3 for e ∈ E(C2) and /∈ E(C1). Fig. 4.8(c) shows the

minimum-balanced graph where every edge (e) has got its weight downshifted by λ(e)

(from its original weight).

This example also demonstrates two main subroutines used in a conventional

minimum balance algorithm [14] [11]. The first computes the minimum cycle mean

(MCM) and finds the corresponding minimum-mean cycle. The mean of a cycle is

obtained by dividing the sum of edge weights (w(e)) by the number of edges with

parameters λ(e) in the cycle. The MCM is the minimum of all cycle means in the

graph [1] [6] and a cycle whose mean is minimum is a minimum-mean cycle. Finding

the minimum cycle mean of the graph is equivalent to finding the largest λ(e) for

which there are no negative cycles [2]. For example, the value 2 that we found for
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λ(e) for edges e ∈ E(C1) is the MCM of G (denoted as MCM1 in Fig. 4.8(a)) and the

cycle C1 is the minimum-mean cycle.

In second chapter of the dissertation, we study few classical graph algorithms to

solve MCM problem that can also be used in a conventional minimum balance algo-

rithm [2] [14] [18] [1] [19]. The algorithm by Young, Tarjan, and Orlin (YTO) [14],

when implemented with a binary heap, has been reported to be the fastest MCM

algorithm in practice [7] even when it has higher asymptotic time complexity than

Karp’s algorithm [1] . However, as an efficient implementation of YTO relies on data

redundancy, its memory usage is higher and could be a prohibitive factor in large

size problems. On the other hand, a typical implementation of Karp’s algorithm can

also be memory hungry, thereby limiting its application to only small size problems.

An early termination technique from Hartmann and Orlin (HO) [18] can be directly

applied to Karp’s algorithm to improve its runtime performance. The early termina-

tion also allows memory to be allocated on an on-demand basis, which can reduce the

memory requirement of Karp’s algorithm. While studying these algorithms, one par-

ticularly interesting characteristic of the sequential circuits came to our observation,

that is that the cycles are usually small, made of few edges. For this reason we infer

that even though the problem in hand is quite enormous it exhibits a well-defined

structure, something to leverage on. Most importantly, this particular characteris-

tic can make early termination of Karp’s algorithm even more useful. Motivated by

this we went on to investigate the Hartman and Orlin’s algorithm [18] in-depth. In

our evaluation based on graphs constructed from IWLS 2005 benchmark circuits and

randomly generated graphs, we empirically observe that the HO algorithm (or Karp’s

algorithm with early termination technique from the HO algorithm) has much less

memory usage than YTO, but it lags behind YTO in runtime performance. We pro-

pose several improvements to the early termination technique of the HO algorithm.

While further improving its memory advantage over YTO, we significantly improve

the runtime performance of the HO algorithm to the extent that the proposed algo-
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rithm has runtime performance that is comparable to YTO for circuit-based graphs

and for dense randomly generated graphs.

The second main subroutine in the conventional minimum balance algorithm up-

dates the graph to facilitate the determination of the remaining λ(e). For example, it

re-weights every edge in G by downshifting its weight by 2 and removing parameters

λ(e) from the edges in C1. The MCM (denoted as λ∗ in Fig. 4.8(b)) of the updated

graph is 1, with C2 being the minimum-mean cycle. To account for the downshifting

by 2, λ(e) = λ∗+ MCM1 = 3 (denoted as MCM2 in Fig. 4.8(b)) for e ∈ E(C2) and

e /∈ E(C1). It is therefore apparent how minimum balance problem can be solved by

solving the MCM problem on a series of updated graphs. One can note that the graph

update operation involves the entire graph. Thus, the graph update operation, which

has a time-complexity of Θ(V +E) [11], has been considered to be a bottleneck in the

conventional minimum balance algorithm [14]. Schneider and Schneider presented in

an earlier work [3] a different approach for updating the graph; however, the time

complexity of the graph update operation in [3] is the same as that from [14] [11].

In third chapter of the dissertation we propose an improvement to the conventional

minimum balance algorithms [14] [11] [3] where the graph update operation involves

only edges adjacent to the minimum-mean cycle; it involves the entire graph only

in the worst case. This improves the efficiency of the minimum balance algorithm.

We evaluate the conventional algorithms and the proposed algorithm using graphs

obtained from IWLS 2005 benchmark circuits [20] and graphs that are randomly

generated. We observe that our algorithm has better runtime performance compared

to the conventional minimum balance algorithms, averaging 41.20% and 31.43% run-

time reductions for circuit graphs and randomly generated graphs, respectively.

We also apply the minimum cycle mean algorithm in latency insensitive system

design. Timing violations in high performance communication links may occur in the

late stages of the physical design process of system-on-chips (SoCs). To address that,

latency insensitive systems (LISs) employ pipelining in the communication channels

through the insertion of relay stations. Although the functionality of an LIS is robust



7

with respect to the communication latencies, imbalances in relay station insertion

may degrade the throughput performance of the system [21] [22] [23]. While having

a large number of buffer queues could eliminate such performance loss, the system

may not have adequate area to accommodate these buffers. The problem of buffer

queue sizing for maximizing performance while meeting buffer area constraints has

been solved using a mixed integer linear program (MILP) formulation; however, such

an approach is not scalable [24] [25] [22]. In fourth chapter of the dissertation, we

formulate the buffer queue sizing problem as a parameterized graph optimization

problem where for every communication channel there is a parameterized edge with

buffer counts as the edge weight. We then use a minimum cycle mean algorithm to

determine from which edges buffers can be removed safely. Experimental results on

large LISs suggest that the proposed approach is scalable. Moreover, the quality of

the solutions, in terms of the throughput and the size of buffer queues, is observed to

be as good as that of the MILP based approach.
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2. MINIMUM CYCLE MEAN (MCM) ALGORITHMS

Various applications in the design of circuits and systems require computation of

minimum cycle mean (MCM) in a directed graph [5] [6] [7] [8] [9] [10]. Some im-

portant applications are in the areas of clock network optimization, including clock

period minimization, slack optimization, and timing analysis [12] [5] [13] [35]. MCM

algorithms are also used in other graph algorithms and applications [3] [4].

Following the discussion in Chapter 1, one can realize that the calculation of the

mean of a cycle in a timing constraint graph can be done by dividing the sum of edge

weights by the number of edges in the cycle. When an edge participates in a cycle,

the (uniform) slack that all edges in that cycle could be assigned is the cycle mean.

The largest slack that an edge can be assigned in the smallest among the means of

all cycles in which it participates. Therefore, the largest (uniform) slack, denoted as

λ∗, that could be assigned to all edges in a timing constraint graph is the minimum

among the means of all cycles in a graph, or the minimum cycle mean (MCM) of a

graph [1].

There is a more general concept of a parameterized graph [2] where only some

edges are associated with the parameter λ. If edge e is not parameterized, its weight

is w(e); otherwise, the weight is w(e)− λ. In such a formulation, the mean of a cycle

is obtained by dividing the cycle weight by the number of parameterized edges in the

cycle. For this work, we assume that that all edges in a graph are parameterized, i.e.,

every edge is associated with the parameter λ.

Consider a weighted, directed, and strongly connected graph G(V,E,w), where

V is the node set, E is the edge set, and each edge e has an associated weight w(e).

Karp used dynamic programming to calculate MCM exactly in Θ(|V ||E|) time [1]

for a graph where all edges are parameterized. Karp’s algorithm maintains a table

of distances. In the table, row k records the shortest paths to all nodes (from an
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arbitrary source node) with exactly k edges, where k can range from 0 to |V |. The

technique of relaxation is used to obtain a k-edge shortest path from a (k − 1)-edge

shortest path, which is similar to an iteration of the Bellman-Ford algorithm [36].

A typical implementation of Karp’s algorithm requires a table of size Θ(|V |2) to

store distances information for the computation of MCM. Other memory overhead is

also necessary when there is need to also determine a minimum-mean cycle (a cycle

whose mean is the minimum). As graph size becomes large, the quadratic memory

requirement can be prohibitive.

Karp and Orlin solved a series of parametric shortest path (tree) problem for MCM

calculation in O(|V ||E| log |V |) time [2]. We refer to this algorithm as KO. In this

series of shortest path trees, two consecutive trees differ by only two edges. KO uses a

binary heap to keep track of the edges that could be moved into the next iteration of

shortest-path tree. Instead of keeping track of the edges, Young, Tarjan and Orlin’s

algorithm [14] keeps track of the nodes for which its incoming edge could change in

the next iteration. We refer to this algorithm as YTO. With a Fibonacci heap, YTO

improves the amortized time complexity to O(|V ||E| + |V |2 log |V |). However, YTO

implemented with a binary heap has been reported to be the fastest MCM algorithm

in practice [37] [12] [7] [5] [13] even when it has higher asymptotic time complexity

(i.e. O(|V ||E| log |V |)) than Karp’s algorithm. Such efficiency in runtime however

comes at the expense of data redundancy. A state of the art implementation of YTO

uses both incoming and outgoing adjacency lists to store the graph information [37].

Although the two lists contain the same information, they facilitate faster update

of the binary heap. As two adjacency lists are maintained, the memory overhead of

YTO is O(|E|).

The O(|E|) overhead of YTO appears leaner than the O(|V |2) overhead of Karp’s

algorithm. However, the overhead of Karp’s algorithm could be reduced by the early

termination technique in the Hartmann and Orlin’s algorithm [18], which we refer to

as HO. While HO can also handle graphs where some edges are not parameterized, we

focus on its early termination technique that can improve the runtime performance
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and reduce the memory overhead of Karp’s algorithm. Instead of always filling in all

|V |+1 rows of the table of distances as in Karp’s algorithm, HO may terminate earlier

by checking the feasibility of constraints in a dual formulation of the MCM problem.

In addition to improving the runtime performance, early termination also allows the

program to allocate memory on-demand, allocating new rows in the distance table

only when it could not terminate earlier. The memory usage of Karp’s algorithm can

be reduced from Θ(|V |2) to O(K|V |), where K is the total number of rows explored.

In our evaluation based on graphs constructed from IWLS 2005 benchmark cir-

cuits [20] and randomly generated graphs, we observe that HO (or Karp’s algorithm

with early termination technique from the HO algorithm) has much less memory

usage than YTO, but lags behind YTO in runtime performance. While retaining

the memory advantage of HO, we propose improvements to the early termination

technique to boost the overall runtime performance of HO.

There are three steps in the early termination technique of HO: detection of cycles,

calculation of dual vector π, and checking of feasibility condition. At row k, 0 ≤ k ≤

|V |, the detection of cycles requires traversal of up to |V | k-edge shortest paths

with a time complexity of O(k|V |). Among all detected cycles, the cycle with the

minimum mean is used to calculate the dual vector π in O(k|V |) time complexity

(see Section 2.4 for details). The checking of feasibility condition is equivalent to one

iteration of Bellman-Ford algorithm, which requires O(|E|) time complexity.

The first improvement is a filtering technique that reduces the number of k-edge

shortest paths to be traversed to detect cycles. This allows a best-case O(|V |) time

complexity of cycle detection when none of the k-edge shortest paths have to be

considered while still maintaining the same worst-case time complexity of O(k|V |).

Second, we propose a filtering technique to improve the runtime efficiency of cal-

culating the dual vector π, achieving again O(|V |) time complexity at best while

maintaining the same worst-case time complexity of O(k|V |). Third, the checking of

feasibility condition can now be carried out with O(|V |) time complexity.
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We observe that for circuit-based graphs, the proposed algorithm has better run-

time performance than HO and produces comparable results to YTO. For random

graphs, the proposed algorithm has better runtime performance than HO and is com-

parable to YTO as the graph becomes denser. The proposed algorithm has better

memory efficiency compared to both HO and YTO algorithms.

2.1 Minimum cycle mean (MCM)

Consider a weighted, directed graph G(V,E,w) that is strongly connected. Let

w(C) =
∑

e∈C w(e) and τ(C) denote respectively total edge weight and total number

of edges of a cycle C. The cycle mean of C, denoted as λ(C), is defined as follows:

λ(C) =
w(C)

τ(C)
, (2.1)

which is the total edge weight of the cycle divided by the number of edges. The

minimum cycle mean λ∗ of G is defined as λ∗ = minC∈C(λ(C)) where C is the set of

all cycles in G. The problem of finding λ∗ is called the minimum cycle mean (MCM)

problem [1] [2].

If the graph G is not strongly connected, the minimum cycle mean can be obtained

by computing the smallest among the minimum cycle means of all strongly connected

components of the graph. In our presentation of algorithms in the following sections,

we assume that the input graph to an algorithm is strongly connected.

In the following, we first review the KO and YTO algorithms, as they represent the

fastest MCM algorithms. We then review Karp’s algorithm and the HO algorithm,

as they are similar and are the algorithms we seek to improve in this work.

2.2 Parametric shortest path algorithms

Karp and Orlin (KO) [2] proposed a parametric shortest path algorithm for the

MCM problem. Based on the observation that λ∗ is the largest (edge parameter) λ
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Fig. 2.1.: As λ increases, the shortest path from source node s to node v changes
the parent node of v from z to u. The shortest paths to all nodes in the subtree
of v are therefore updated and the the algorithm has to update information for all
nodes in the heap that are adjacent to the subtree. For a node on the subtree, this
requires accessing all incoming edges to the subtree and for a node adjacent to the
subtree, this requires accessing all outgoing edges from the subtree [2] [19] [7] [37].
All adjacent edges to the subtree are shown as red, dashed arrows.

for which G has no negative cycles, the algorithm starts with λ = −∞ and computes

a shortest-path tree (to all other nodes) from an arbitrary source node. In each

iteration, the algorithm increments λ such that the shortest-path tree changes by

only one edge. In Fig. 2.1, for example, for a smaller λ, node v has a shortest path

through node z for the top shortest path tree whose source node is s. As λ increases,

node v acquires a new shortest path through node u, as shown in the bottom shortest

path tree. The top and bottom shortest-path trees differ by the two edges (z, v) and

(u, v). The algorithm terminates when a cycle of zero weight is detected. This cycle

is the minimum-mean cycle, or the cycle with the minimum mean.
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Using a binary heap to keep track of the next edge to be exchanged with an

existing edge in the shortest-path tree, the algorithm runs in O(|V ||E| log |V |) time.

Young, Tarjan and Orlin’s algorithm (YTO) [14] improves the runtime complexity to

O(|V ||E| + |V |2 log |V |) (amortized) using two techniques. First, a Fibonacci heap

implementation is used to improve the amortized time complexity of heap operations.

Second, instead of keeping track of the edges to be moved into the next iteration

of shortest-path tree, the heap keeps track of the nodes for which its incoming edge

could change in the next iteration. In Fig. 2.1, for example, as the shortest path to

node v has changed, all nodes in the (shortest path) subtree of v would be updated

with the new shortest path information.

Because of the changes in the shortest paths to these nodes, the algorithm has to

update information for all nodes in the heap that are adjacent to the subtree. For

a node on the subtree, this requires accessing all incoming edges to the subtree and

for a node adjacent to the subtree, this requires accessing all outgoing edges from

the subtree [2] [19] [7] [37]. In Fig. 2.1, edges that are adjacent to the shortest path

subtree of v are shown as red dashed arrows.

To access the edges that are adjacent to the nodes in the subtree of v efficiently,

state-of-the-art implementations of YTO use both forward (outgoing) and reverse

(incoming) graphs to store the input graph information [37] [7]. As a consequence, the

memory overhead of the YTO algorithm is O(|E|). The reader may refer [14] [37] [7]

for more details of the YTO algorithm and its implementation. YTO using binary

heap has been reported to be the fastest MCM algorithm [37] [12] [7] [5] [13]. Our

implementation of YTO in this work follows the pseudocode presented in [7].

2.3 Karp’s algorithm

Karp’s dynamic programming algorithm [1] is an exact algorithm with exact

complexity bound to solve the MCM problem in a directed graph. Given a graph

G(V,E,w), any |V |-edge shortest path, i.e., a path containing exactly |V | edges,
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must contain a cycle in it. Karp proved that a minimum-mean cycle (C) must be

present in one of the |V |-edge shortest paths from an arbitrary source. Note that C

may not be a simple cycle. In fact, if C is of length |V | − k, with 0 ≤ k ≤ |V | − 1,

there must be a node, say v on C, whose shortest path from a source node (s) has

exactly k edges, and the |V |-edge shortest path would include C (starting and ending

with v), as illustrated in Fig. 2.2. With this, Karp characterized MCM (λ∗) as:

λ∗ = min
v∈V

max
0≤k≤|V |−1

[
D|V |(v)−Dk(v)

|V | − k

]
, (2.2)

where Dk(v) is the weight of k-edge shortest path from the source node s (arbitrarily

chosen) to v. If no such path exists, Dk(v) =∞.

Fig. 2.2.: A minimum-mean cycle in a graph has |V | − k edges. Node v on the cycle
has a shortest path (in bold) which contains k edges. The |V |-edge shortest path
includes the cycle.

Karp’s algorithm uses the following recurrence to compute the entries in a table

of distances (D-table):

Dk(v) = min
(u,v)∈E

[Dk−1(u) + w(u, v)], (2.3)

for k = 1, 2, ..., |V |, with the initial conditions that D0(s) = 0 and D0(v) = ∞ for

v ∈ V − {s}. We refer to this as a vertical relaxation (see the pseudocode below)

because it uses the (k− 1)-st row to compute the k-th row of the D-table. As we are
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typically also interested in retrieving the nodes in a cycle, a P -table is also used to

keep track of the parent of a node in all shortest paths.

Vertical Relaxation
1 vertical relaxation(G, D, P , k)
2 for each edge (u, v) ∈ E do
3 if Dk[v] > Dk−1[u] + w(u, v) then
4 Dk[v] = Dk−1[u] + w(u, v)
5 Pk[v] = u
6 end if
7 end for
8 end vertical relaxation

Karp’s algorithm is presented in the pseudocode below. We first initialize D-

and P -tables. To compute entries in the tables, we perform |V | iterations of vertical

relaxation. After that, we compute the MCM based on Eq. (2.2).

Karp’s Algorithm
Input : Directed graph G(V,E,w), a strongly connected component (SCC)
Output: Minimum cycle mean λ∗

1 /* Initialization */
2 λglobal =∞ /* global variable to store minimum cycle mean */
3 for k = 0 to |V | do
4 for each node v ∈ V do
5 Dk[v] = ∞
6 Pk[v] = −1
7 end for
8 end for
9 D0[s] = 0

10 /* D- and P -tables computation*/
11 for k = 1 to |V | do
12 vertical relaxation(G, D, P , k)
13 end for

14 /* MCM computation */
15 for each node v ∈ V do
16 if D|V |[v] 6=∞ then

17 λv = −∞
18 for k = 0 to |V | − 1 do
19 λv = max(λv , (D|V |[v]−Dk[v])/(|V | − k))

20 end for
21 λ∗ = min(λ∗, λv)
22 end if
23 end for
24 return λglobal

An iteration of vertical relaxation takes Θ(|E|) time. The total time complexity

is therefore Θ(|V ||E|). Notwithstanding the fact that the algorithm uses only one

adjacency list compared to two adjacency lists in YTO, Θ(|V |2) memory usage in

Karp’s algorithm for storing the D- and P -tables can be prohibitive for large graph
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applications. We shall now present the early termination technique from HO in the

next Section.

2.4 Early termination of Karp’s algorithm (HO)

As we compute rows of the D-table, many cycles may appear before k reaches |V |

and one of them could be the minimum-mean cycle. A technique for early termination

of the Karp’s algorithm was proposed by Hartmann and Orlin (HO) in [18] based on

the following.

Let λmin denote the smallest cycle mean among the cycles in all k-edge shortest

paths. Consider a modified graph G(V,E,w − λmin), where each edge has its weight

reduced by mean λmin. If λmin = λ∗, a minimum-mean cycle in G(V,E,w−λmin) has a

weight of 0 and a non-minimum-mean cycle has a positive weight. In other words, the

shortest path distances from an arbitrary source to all nodes in the modified graph

are well-defined. Let π[v] denote the shortest distance from the source node to v in

this modified graph. Then, the following constraints

π[v] ≤ π[u] + w(u, v)− λmin, ∀e(u, v) ∈ E (2.4)

must be satisfied. This is the dual formulation referred to in [18], and we will refer

to π as the dual vector and Eq. (2.4) as the dual constraints.

If λmin is λ∗ and the shortest paths to all nodes are of length no greater than k,

the shortest path to any node v must be one of the j-edge shortest paths, 0 ≤ j ≤ k.

Therefore, π[·] can be computed using the expression

π[v] = min
0≤j≤k

[Dj[v]− jλmin], ∀v ∈ V, (2.5)

and they must satisfy the dual constraints.

On the other hand, if λmin > λ∗, the modified graph G(V,E,w−λmin
k ) has negative

cycles that would violate some dual constraints. If some shortest paths in the modified
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graph have path lengths greater than k, some dual constraints will also be violated.

Therefore, when all dual constraints are satisfied, all shortest paths have been found,

and as the shortest distances are well-defined, λmin = λ∗. Consequently, we can

terminate the iterative process of vertical relaxation in Karp’s algorithm.

It should now be clear that to decide whether Karp’s algorithm can terminate

at row k, the HO algorithm has to calculate λmin, the smallest cycle mean among

the cycles in all k-edge shortest paths, calculate π based on λmin, and check that all

dual constraints are feasible. The steps for the calculation of π (Eq. (2.5)) and the

feasibility check (Eq. (2.4)) are straightforward and their pseudocodes are provided

below.

πππ Calculation
1 πππ calculation(D, k, λmin)
2 for each node v∈V do
3 π[v] = ∞
4 for j = 0 to k do
5 π[v] = min(π[v], Dj [v]− j ∗ λmin)
6 end for
7 end for
8 return π
9 end πππ calculation

Feasibility Check
1 feasibility check(π, λmin)
2 for each edge e = (u, v) ∈ E do
3 if π[v] > π[u] + w(u, v)− λmin then
4 return false
5 end if
6 end for
7 return true
8 end feasibility check

The calculation of π have O(k|V |) time complexity. The feasibility check has

O(|E|) time complexity. In fact, the feasibility check of the dual constraints is equiv-

alent to the check for negative cycles in the Bellman-Ford algorithm.

We shall now focus on the calculation of λmin. This calculation requires the detec-

tion of cycles in the k-edge shortest paths. Given a k-edge shortest path, we can detect

the cycles in the path using a forward traversal (from the source node) or backward
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(from a destination node) [18]. Hartmann and Orlin suggested several techniques

for making forward traversal efficient. It was argued that any cycle in the path of

minimum-mean cycle is a minimum-mean cycle. Therefore a forward traversal for a

path can be truncated as soon as a cycle is encountered in that path. Furthermore,

to disallow repeated visits of a shortest path that does not extend to a shortest path

of longer path length, they pruned the path from future exploration after checking

for early termination. We refer to the version of HO that uses forward traversal for

cycle detection (and the calculation of λmin) as HO/f.

In this work, we adapt the backward traversal method in [19] [38] to find a cycle

along a path. The pseudocode is provided below. Here, the variable level array stores

the cycle information during traversal. This array is initialized at the beginning of the

main MCM algorithm (see pseudocode HO Algorithm at the end of the section).

An additional array level stack makes the re-initialization of level array efficient.

λmin Calculation in a Path
1 λmin calculation in a path(D, P , k, vstart, λmin)
2 length = 0
3 v = vstart
4 j = k
5 while j ≥ 0 do
6 if level array[v] > −1 then
7 λ = (Dlevel array[v][v] − Dj [v])/(level array[v] − j)

8 λmin = min(λmin, λ)
9 break

10 end if
11 level array[v] = j
12 level stack[length] = v
13 + + length
14 v = Pj [v]
15 −− j
16 end while
17 for j = length− 1 to 0 do
18 level array[level stack[j]] = −1
19 end for
20 return λmin
21 end λmin calculation in a path

As mentioned earlier, all cycles in a k-edge shortest path that contains a minimum-

mean cycle are minimum-mean cycles [18]. Therefore, it is only necessary to detect

the first simple cycle in either forward traversal or backward traversal of the path.

Therefore, the pseudocode performs an incomplete backward traversal that terminates



19

when the first cycle is detected, with a break statement in line 8. We refer to this

version as HO/b. The pseudocode used here is almost identical to that from [19]

except that the original version does not have a break statement in line 8. In other

words, the version from [19] detects all the simple cycles along a k-edge shortest path.

The pseudocode λmin calculation in a path is called by the following pseu-

docode to compute the λmin at row k.

λmin Calculation
1 λmin calculation(D, P , k)
2 λmin = ∞
3 for each node v∈V do
4 if Dk[v] 6= ∞ then
5 λmin = λmin calculation in a path(D, P , k, v, λmin)
6 end if
7 end for
8 return λmin

9 end λmin calculation

We are now ready to present the pseudocode for early termination. To decide

whether Karp’s algorithm can terminate at row k, we have to perform λmin calculation

(for all k-edge shortest paths), π calculation, and feasibility check.

Early Termination
1 early termination(D, P , k, |V |)
2 if k is a power of 2 or k == |V | then

3 /* λmin calculation */
4 λmin = λmin calculation(D, P , k)
5 λglobal = λmin /* update λglobal */

6 /* Dual vector π calculation */
7 π = π calculation(D, k, λglobal)

8 /* Feasibility condition check */
9 return feasibility check(π, λglobal)

10 end if
11 return false
12 end early termination

Both λmin calculation and π calculation have O(k|V |) time complexity and the

feasibility check has O(|E|) time complexity. If we perform these three steps at every

row, the worst-case complexity of the Karp’s algorithm with early termination is

O(|V |3 + |V ||E|). However, with early termination performed at every power of two,

as shown in the pseudocode, the time complexity is O(|V ||E|) for both HO/f and
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HO/b [18]. As HO/b is more compatible with the Karp’s algorithm (because of the

presence of the P -table), our focus in this work is to improve the HO/b algorithm.

The pseudocode for the HO/b algorithm, or Karp’s algorithm with early termination

from HO, is shown below.

Allocate and Initialize Dk and Pk
1 allocate and initialize Dk and Pk(k)
2 allocate memory for Dk and Pk
3 for each node v ∈ V do
4 Dk[v] = ∞
5 Pk[v] = −1
6 end for
7 end allocate and initialize Dk and Pk

HO Algorithm (Karp’s Algorithm with Early Termination)
Input : Directed graph G(V,E,w), a strongly connected component (SCC)
Output: Minimum cycle mean λ∗

1 /* Initialization */
2 λglobal = ∞ /* global variable to store minimum cycle mean */
3 for each node v ∈ V do
4 level array[v] = −1 /* global array for λmin calculation */
5 end for
6 allocate and initialize Dk and Pk(0)
7 D0[s] = 0

8 /* D- and P -tables computation*/
9 for k = 1 to |V | do

10 allocate and initialize Dk and Pk(k)
11 vertical relaxation(G, D, P , k)
12 if early termination(D, P , k, |V |) then /* λglobal updated */
13 break
14 end if
15 end for
16 return λglobal

Here, early termination allows memory to be allocated on-demand instead of a

one-time allocation of Θ(|V |2) memory at the beginning, as is the case with Karp’s

algorithm. With early termination, memory allocation for additional rows of D- and

P -table is required only when additional vertical relaxations have to take place. Such

on-demand allocation strategy reduces memory usage of Karp’s algorithm for D- and

P -tables from Θ(|V |2) to O(K|V |), where K is the total number of rows explored.

The HO/b algorithm and Karp’s algorithm have the same memory usage for storing

the graph using a single adjacency list.
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2.5 The proposed MCM algorithm

In order to keep the same theoretical time complexity as Karp’s algorithm in the

worst case, Hartmann-Orlin suggested that early termination must be checked when

k (i.e. number of rows computed) is a power of two (say 2n with n being integer) [18].

But such an implementation would suffer if the actual number of rows, sufficient to

calculate MCM value falls close to but larger than a power of two (2n−1). The reason

being that the algorithm would continue to perform vertical relaxation row after row

until it reaches the next power of two (2n) even when the minimum-mean cycle has

already appeared. The cost of such relaxation could go up significantly, or for that

matter saving on runtime as well as memory usage could be large if the algorithm is

terminated as soon as sufficient number of rows have been computed. This is a serious

bottleneck of Hartmann-Orlin’s algorithm for large graphs since the cost of vertical

relaxation is O(|E|) for every row. However, we could not perform early termination

check at every row as the cost of early termination check at row k is O(k|V | + |E|).

Although there would be saving on vertical relaxation, the cost on early termination

would increase, negating any benefits of performing fewer vertical relaxations. We

address the issue by proposing several improvements to early termination such that

the early termination check can be performed at best in O(|V |) time. In the worst

case, the cost of early termination check at row k is O(k|V |). However, experimental

results show that it is rare that the proposed early termination check incurs O(k|V |)

worst-case time complexity.

The efficiency of the proposed early termination technique stems from improve-

ments to π calculation, feasibility check, and λmin calculation. We shall elaborate on

these improvements in the remainder of the section.

2.5.1 Efficient π calculation

Recall that λmin is the smallest cycle mean at row k and λglobal is the global variable

that stores the incumbent smallest cycle mean. When we obtain a λmin that is less



22

Fig. 2.3.: Filtering of redundant k-edge shortest paths for efficient π calculation. L1
and L2 represents the j- and j′-edge shortest paths, respectively, with j < j′. If λmin
≤ λc, where λc is the intersection of L1 and L2, the j′-edge path is redundant and
can be pruned.

than λglobal after vertical relaxation at row k, it is necessary to re-calculate the dual

vector π in the modified graph G(V,E,w − λmin). At row k, for a particular node v,

we calculate for each j-edge shortest path, 0 ≤ j ≤ k, πj[v] = Dj[v]− jλmin, and pick

the minimum among them to be π[v] (see Eq. (2.5)).

However, not all j-edge shortest paths have the potential to become the real

shortest path in the modified graph. In particular, as λmin decreases towards λ∗,

many of these paths can never be the shortest path for lower λmin. We illustrate that

in Fig. 2.3 where line L1 corresponds to πj[v] of the j-edge shortest path to v and

line L2 corresponds to the πj′ [v] of the j′-edge shortest path to v, with j′ > j. The
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bold contour shows the dual vector π[v] = min(πj[v], πj′ [v]) as λ varies and λc is the

intersection of L1 and L2. If λmin ≤ λc, the j′-edge shortest path will never be the

shortest path in the modified graph, therefore we do not have to keep it. However it

is necessary to keep both j- and j′-edge shortest paths if λmin > λc.

Of course, there is no need to compute the intersection point λc. If πj[v] ≤ πj′ [v],

the j′-edge shortest path will not be the shortest path in any of the future modified

graphs. We call it redundant and discard it. This suggests an approach of scanning

the j-edge shortest path in increasing order of j to filter out paths that will never be

the shortest path in any of the future modified graphs, while keeping track of the index

of the incumbent shortest path, as shown in the pseudocode efficient πππ calculation.

Note that the index of a j-edge shortest path is j, the path length.

Efficient πππ Calculation
1 efficient πππ calculation(D, k, λmin)
2 for each node v∈V do
3 if Dk[v] 6= ∞ then
4 + + π stack[v]
5 π edge[π stack[v]][v] = k
6 end if
7 π[v] =∞
8 index min = −1
9 for i = 0 to π stack[v] do

10 j = π edge[i][v]
11 if π[v] > Dj [v]− j ∗ λmin then
12 π[v] = Dj [v]− j ∗ λmin

13 index min+ +
14 π edge[index min][v] = j
15 end if
16 end for
17 π stack[v] = index min
18 end for
19 return π
20 end efficient πππ calculation

In the pseudocode, π edge[·][v] stores the indices of the irredundant paths and

π stack[v] stores the highest index of valid π edge[·][v], with the assumption that

π stack[v], v ∈ V , has been assigned to −1 at the beginning of the MCM algorithm

to indicate there are no valid paths initially. In lines 3–6, if there is a k-edge shortest

path for node v, π stack[v] must be incremented to account for the new path, and

π edge[π stack[v]][v] must store the index of the new path, i.e., k.
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The variable index min indirectly stores the index of the incumbent shortest path

in that π edge[index min][v] stores the actual index. When we find a smaller π[v],

we record the index of the shortest path that accounts for that (lines 11–15). In

other words, as we scan the current irredundant paths in the order of increasing path

length, any paths that result in a smaller π[v] are kept as irredundant paths for the

calculation of π in the future.

If the filtering is effective, each node in V has only a small number of irredundant

paths essential for π calculation, and at best the complexity is O(|V |). In the worst

case, the filtering is ineffective and at row k, each node in V has O(k) irredundant

paths. Therefore, the worst-case time complexity is still O(k|V |) at row k.

2.5.2 Efficient feasibility check

Let us re-examine the dual constraints. Eq. (2.4) effectively “asks” whether node v

can be reached from u with a shorter distance in the modified graph G(V,E,w−λmin),

where λmin is the smallest cycle mean at row k. Since π[v] and π[u] are calculated

using j-edge shortest path, 0 ≤ j ≤ k, the question becomes that of asking whether

we can get a smaller π[v] from a (k + 1)-edge shortest path.

We can obtain a (k+ 1)-edge shortest path by performing a vertical relaxation to

fill in Dk+1[·]. Assuming that λmin is still the smallest cycle mean at row k + 1, and

Eq. (2.4) is equivalent to

π[v] ≤ Dk+1[v]− (k + 1)λmin, ∀v ∈ V. (2.6)

It should be obvious that the equivalent dual constraints take only O(|V |) to evaluate

instead of O(|E|).

One may argue that the vertical relaxation still takes O(|E|) and therefore there

is no saving. However, if an early termination check fails, we would have to perform

vertical relaxation for the next row in any case. Therefore, the only wasteful O(|E|)
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efforts is in the last early termination check that succeeds. All earlier O(|E|) efforts

account for the necessary vertical relaxations.

We shall now present the pseudocode for efficient feasibility check. Assume that

we have just completed the vertical relaxation at row k and calculated the corre-

sponding λmin. There are two possible scenarios: λmin = λglobal and λmin < λglobal,

where λglobal is a global variable to store the incumbent smallest cycle mean. The

efficient feasibility check pseudocode is called for the first scenario, assuming that

λmin 6=∞.

Efficient Feasibility Check
1 efficient feasibility check(π, D, k, λmin)
2 early termination flag = true
3 for each node v ∈ V do
4 if π[v] > Dk[v] − k ∗ λmin then
5 π[v] = Dk[v] − k ∗ λmin

6 + + π stack[v]
7 π edge[π stack[v]][v] = k
8 early termination flag = false
9 end if

10 end for
11 return early termination flag
12 end efficient feasibility check

At this point, the dual vector π stores the shortest distances to all nodes with path

length< k. Since λmin at row k−1 and row k are the same, we can apply the equivalent

dual constraints in Lines 3–8. length k found in the modified graph G(V,E,w−λmin).

Note that the right hand side of Eq. (2.6) is similar to the term that appears on the

right hand side of Eq. (2.5). We can therefore use the right hand side of Eq. (2.6) to

update the dual vector π (line 5) when there is a violation. Moreover, as the k-edge

shortest path has become the shortest path in the modified graph G(V,E,w− λmin),

we have to update π stack[v] and π edge[π stack[v]][v] accordingly in lines 6–7. As

we have to maintain the correctness of π for the next feasibility check at row k + 1,

we have to iterate through all nodes in V and cannot return false immediately

when there is a violation in the equivalent dual constraints, unlike the pseudocode

feasibility check where we immediately return false when there is a violation of

dual constraints.
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In the second scenario, the dual vector π has to be calculated with the new λmin;

this is covered in the preceding subsection. Recall that in the HO algorithm, a

feasibility check is performed after the calculation of π. In a sense, the calculation of

π is based on rows 0 through k, and the feasibility check is based on the existence of

shortest paths of length k+1. Therefore, in the proposed MCM algorithm, we do not

perform a feasibility check after the calculation of π immediately. Rather, we will do

that after the next vertical relaxation.

Even though we have not presented improvements to efficiently calculate λmin, we

have the necessary details to present the pseudocode for efficient early termination,

which is provided below:

Efficient Early Termination
1 efficient early termination(D, P , k, λglobal)
2 /* λmin calculation */
3 λmin = efficient λmin calculation(D, P , k, λglobal)
4 if λglobal > λmin then
5 λglobal = λmin /* update λglobal */

6 /* Dual vector π calculation */
7 π = efficient π calculation(D, k, λglobal)
8 else if λmin 6=∞ then
9 /* Feasibility condition check */

10 return efficient feasibility check(π, D, k, λglobal)
11 end if
12 return false
13 end efficient early termination

This is called after a vertical relaxation to fill in row k of D- and P -tables. The

smallest cycle mean for all cycles on k-edge shortest paths are computed using the

pseudocode efficient λmin calculation, the details of which will be provided in the

next subsection. As mentioned earlier, there are two cases to be considered: λmin =

λglobal and λmin < λglobal. In the former, we perform efficient feasibility check, and

update π if necessary. In none of entries of π is updated, we can terminate the MCM

algorithm; the algorithm continues otherwise. In the latter, the algorithm cannot

terminate. It has to calculate π based on the smaller λmin and filter out redundant

shortest paths.
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2.5.3 Efficient λmin calculation

For λmin calculation at row k, the bottleneck is in the detection of cycles in all k-

edge shortest paths. We propose three improvements to reduce the number of k-edge

shortest paths that we have to consider for cycle detection.

Fig. 2.4.: The minimum-mean cycle containing node v occurs in the extended path
beyond the shortest path to v.

2.5.3.1 Filtering based on Karp’s characterization of MCM

The first improvement is based on the characterization of MCM in [1]. Consider a

k-edge shortest path that ends with node v. If v is on the minimum-mean cycle, the

k-edge shortest path that contains that cycle is actually an extension of the shortest

path to v from s. This is illustrated in Fig. 2.4. Therefore, the parent node of v at

row k in the P -table must be the same as the parent node of v in the shortest path

from s to v. Any k-edge shortest path that does not satisfy this condition can be

ignored.

To perform this filtering, we must know the shortest path from s to every other

node. However, such information is not explicitly calculated in Karp’s algorithm or
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in HO. While the proof of characterization of MCM in [1] relies on the shortest path,

the algorithm itself does not explicitly compute this information anywhere.

To overcome that, we can make use of the concept of a pseudo-source node. The

concept of a pseudo-source node has been used quite extensively in the past. Examples

include the solution of a system of difference constraints using the Bellman-Ford

algorithm [36], and the initialization of the shortest path tree when λ = −∞ in

YTO [14]. We first “add” a pseudo-source node to the input graph and “create”

directed edges of weight 0 from this pseudo-source node to all other nodes in the

graph. If the edge weights in the input graph are all positive, the edges from the

pseudo-source node to all other nodes in the graph are the shortest paths. If some

edge weights in the input graph are negative, we simply subtract the most negative

edge weight from all edges in the input graph to turn them non-negative. Of course,

in that case, we will have to add this offset to the computed MCM value to obtain

the true MCM.

If the source node s in Fig. 2.4 is the “added” pseudo-source node, there will also

be “directed edges” from s to other nodes in the original graph, and all these edges

are shortest paths to the respective nodes. We do not have to actually create the

pseudo-source node and its edges. Instead, we simply have to initialize the 0-th rows

of the D- and P -tables as D0[v] = 0 and P0[v] = −1 for all v ∈ V , assuming that −1

is the label of the pseudo-source node.

Given a k-edge shortest path that ends with node v, we are of course not inter-

ested to check whether Pk[v] = P0[v] because the pseudo-source node is not in the

original graph and there are no incoming edges to it. Rather, we will perform vertical

relaxation to obtain the first row of D- and P -table. For a k-edge shortest path that

ends with node v, we will check for the condition to decide whether we should perform

a backward traversal for cycle detection.

Pk[v] = P1[v]. (2.7)
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2.5.3.2 Filtering based on λglobal

Another criterion for considering a k-edge shortest path for traversal is whether

the path can potentially yield a cycle mean that is a minimum cycle mean. Based on

the available shortest path information in sp[v], the mean of this possible cycle C is

w(C)/τ(C) = (Dk[v]−D1[v])/(k − 1). If we have the smallest cycle mean computed

so far (up to row k − 1) stored in the variable λglobal, we would traverse this k-edge

shortest path only if the mean of the potential cycle is less than λglobal:

(Dk[v]−D1[v])/(k − 1) < λglobal (2.8)

2.5.3.3 Filtering based on Hartmann-Orlin’s characterization of minimum-

mean cycle

Hartmann-Orlin argued in [18] that all cycles in a k-edge shortest path that con-

tains a minimum-mean cycle are minimum-mean cycles. Therefore, it is only nec-

essary in the backward traversal of a path to detect the first simple cycle, which is

being done in the pseudocode λmin calculation in a path.

Some of the paths where cycles have been found earlier may get extended. There-

fore, the same cycles may be detected over and over again. First, it is important

to not detect the same cycles as such detections do not help to terminate the MCM

algorithm early. Second, the extensions may result in new cycles along the path.

However, these new cycles also do not help to terminate the MCM algorithm early

as follows.

Suppose the cycle detected earlier is a minimum-mean cycle, the new cycles that

we would detect are also minimum-mean cycles. They will result in the same λmin = λ∗

(= λglobal), where λglobal is the global variable to store the incumbent smallest cycle

mean. The only reason that we have not terminated the MCM is that we have not

discovered all shortest paths. If the cycle detected earlier is not a minimum-mean
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Fig. 2.5.: Filtering in cycle detection using a concept presented in [18]: Any cycle in
the path of minimum-mean cycle is a minimum-mean cycle. Therefore, there is no
need to detect cycles in an extension of a path that has a cycle detected earlier. At
row k, we detect a cycle (red dotted line) by traversing for node u. We do not have to
consider cycle detection and λmin calculation for the extended paths at ends at nodes
v1 and v2.

cycle, there is no reason to consider traversing the path since no cycle with minimum-

mean value can occur in that path, as argued by Hartmann-Orlin.

We can conclude that there is no reason to detect cycles along paths that are

extension of paths that contain cycles detected in the earlier backward traversals of

paths. However, if the traversal of a path has yet to detect a cycle, we must consider

its extended path for cycle detection and λmin calculation.

The example in Fig. 2.5 illustrates this filtering technique. At row k, we detect

a cycle (red dotted line) by traversing the k-edge shortest path that ends at node

u. That k-edge shortest path to u is then extended to (k + 1)-edge shortest paths,

arriving at nodes v1 and v2. We do not have to detect cycles for these two (k+1)-edge

shortest paths when we are at row k + 1. In fact, all future paths (> k + 1) that are
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extended from the path to u do not have to be considered for cycle detection and

λmin calculation.

To implement the concept, we introduce flags detectedk[v], v ∈ V , where the

variables indicate whether cycles have been detected at a path that ends at v at row

k or earlier. If true is stored, a cycle has been detected earlier; false otherwise.

Therefore, we perform a backward traversal to detect cycles at row k for node v only

if

detectedk[v] = false. (2.9)

The filtering of k-edge shortest paths based on Eq. (2.7), Eq. (2.8), and Eq. (2.9)

is performed in line 6 of the pseudocode efficient λmin calculation.

Efficient λmin Calculation
1 efficient λmin calculation(D, P , k, λglobal)
2 λmin = λglobal
3 for each node v∈V do
4 if Dk[v] < ∞ then
5 detectedk[v] = detectedk−1[Pk[v]]
6 if Pk[v] == P1[v] and (Dk[v] − D1[v])/(k − 1) < λmin and detectedk[v] == false then
7 λmin = λmin calculation in a path(D, P , k, v, λmin)
8 end if
9 end if

10 end for
11 swap detectedk−1 and detectedk
12 return λmin

13 end efficient λmin calculation

Note that detectedk[v], v ∈ V , takes on the flag of its parent node Pk[v] in line 5 of

the pseudocode. In the pseudocode λmin calculation in a path, it may be neces-

sary to update detectedk[v] when a cycle is detected. Assuming that the pseudocode

λmin calculation in a path has access to detectedk[v], it has to set detectedk[v] to

true when a cycle is detected. The following statement has to be inserted between

line 6 and line 7 of the pseudocode λmin calculation in a path.

detectedk[v] = true
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While it is possible to create a table of detected flags, we use only two arrays

detectedk−1[·] and detectedk[·], and exchange the two arrays at the end of the pseu-

docode efficient λmin calculation. In other words, detectedk becomes detectedk−1

and detectedk−1 serves as detectedk in the next iteration.

At best, the time complexity of efficient λmin calculation is O(|V |) because the

filtering may allow us to not traverse any k-edge shortest paths to detect cycles. Of

course, in the worst case, it will take O(k|V |) to calculate λmin at row k.

2.5.4 Pseudocode of the proposed MCM algorithm

The pseudocode of the proposed MCM algorithm is presented below.

The Proposed MCM Algorithm
Input : Directed graph G(V,E,w), a strongly connected components (SCC)
Output: Minimum cycle mean λ∗

1 /* Initialization */
2 λglobal = ∞ /* global variable to store minimum cycle mean */
3 allocate and initialize Dk and Pk(0)
4 for each node v ∈ V do
5 level array[v] = −1 /* global array for λmin calculation */
6 detectedk−1[v] = false /* global array for λmin calculation */
7 π stack[v] = −1 /* global array for π calculation */
8 Dk[v] = 0 /* pseudo-source initialization */
9 end for

10 /* D- and P -tables computation */
11 for k = 1 to |V | do
12 allocate and initialize Dk and Pk(k)
13 vertical relaxation(G, D, P , k)
14 if efficient early termination(D, P , k, λglobal) then /* λglobal updated */
15 break
16 end if
17 end for
18 return λglobal

Here, we assume that all edge weights are non-negative so that we can directly

apply the concept of pseudo-source node; otherwise, we have to transform the edge

weights to non-negative values by subtracting the most negative edge weight from all

edges and at the end, add the offset to the computed MCM value.

Similar to HO/b, we first initialize λglobal and level array. Moreover, we initial-

ize detectedk−1 and π stack. D0 and P0 are allocated and initialized, assuming the

presence of a pseudo-source node. The iterations in lines 11–17 are almost identical
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to lines 9–15 in the HO algorithm except for one major difference. We call effi-

cient early termination here. It is important to note that the proposed algorithm

performs early termination check at every row.

2.6 Experimental results

We have implemented three algorithms: YTO, HO/b, and the proposed MCM

algorithm. All algorithms are implemented in C++ and compiled with compiler

level optimization enabled. Our implementation of YTO is similar to the pseudocode

reported in [7] that uses binary heap. These implementations are evaluated on a

standalone server, which is a Linux machine with Intel(R) Xeon(R) CPU E5-2660

(2.60GHz) and 66GB of RAM.

We evaluate the performance using IWLS 2005 benchmark circuits [20] and ran-

domly generated strongly connected directed graphs created with a technique pre-

scribed in [7] [8]. We will discuss the circuit graph creation in Section 2.6.3. To

generate a random graph using the technique in [7] [8], we first connect all nodes in a

circular manner to make the graph strongly connected. Next, two nodes are randomly

selected and connected by a directed edge. The process continues until the desired

number of edges connections are made. For the edge weight, random values within

a pre-defined range are generated and assigned. Unless mentioned otherwise, all re-

ported runtimes include everything from initializing data structures, reading graphs,

to getting the final MCM output.

2.6.1 Benchmarking

The YTO algorithm has been implemented by various groups in the past, targeting

different applications [12] [5] [13] [35] [6] [7] [8]. Dasdan et. al. [19] [7] [6] did a

comparative study of various MCM algorithms and reported YTO to be the fastest

MCM algorithm in practice [7]. The conclusion drawn in [7] was also corroborated

later by Georgiadis et. al. [37]. These studies looked at the sparse graph examples.
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Dasdan [39] provided us with a working version of the YTO algorithm. This

implementation handles only graphs with integer edge weights. Even though the

integer version can still handle floating point edge weights by scaling [37], there may

be some loss in accuracy. We have also observed that the implementation from [39]

cannot handle very large graphs.

As we are interested in more general applications, we prefer a version that can

handle floating point edge weights. Consequently, we implemented a version of the

YTO algorithm that can handle floating point edge weights, and then customized it

such that it can handle integer edge weights. We compare the customized version

of our implementation against the implementation from [39]. Fig. 2.6 shows that

our version of the implementation has better runtime performance, in terms of the

total runtime and the runtime for only MCM calculation, for dense graphs in (a)

and (b) and for sparse graphs in (c). The runtime for only MCM calculation does

not include the time for reading in the graph and/or other initializations. Fig. 2.6(c)

shows that our implementation can handle larger graphs than the implementation

from [39]. Therefore, for the remainder of this section, all results reported under

YTO are obtained using the floating point version of our implementation.

2.6.2 Memory usage

We first evaluate memory usage of the three algorithms: YTO, HO/b, and the

proposed algorithm. While Karp’s algorithm uses Θ(|V |2) memory for storing infor-

mation in the D- and P -tables [1], HO/b and the proposed algorithm can be memory

efficient if memory allocation for a row in a table is done only if the algorithm has

to continue to look for more cycles. Since K, the number of rows computed in HO/b

or the proposed algorithm, is much smaller than |V | in practice, the memory usage

is reduced from Θ(|V |2) to O(K|V |). Moreover, both HO/b and the proposed al-

gorithm store only one graph structure (forward or reverse). Therefore, HO/b and
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the proposed algorithm can be more memory-efficient than YTO, which stores both

forward (outgoing) and reverse (incoming) graph structures.

A plot of the typical memory usage of the three algorithms is shown in Fig. 2.7.

One can observe that the proposed algorithm and HO/b both consume much less

memory compared to YTO. In fact, for very large graphs, YTO fails to compute as

it runs out of memory. For this reason, there are missing data points for YTO in

Figs. 2.7, 2.8 and 2.9. We also observe (not shown here) that the implementation of

YTO from [39] uses more memory than our implementation of YTO.

We must point out that as the proposed algorithm performs early termination

check at every row, it has lower memory usage than HO/b. While its advantage over

HO/b in Fig. 2.7(a) and (b) is relatively small, the difference is evident in Fig. 2.7(c).

We have shown that the proposed algorithm is more memory-efficient than YTO.

We shall show that it does so without losing performance in runtime. In particular,

we observe that the proposed algorithm has comparable runtime to YTO for graphs

built from circuit examples as well as for dense random graphs.

2.6.3 Runtime performance

To evaluate the performance using practical circuits, timing constraint graphs

are constructed after synthesis of ISCAS89 and OpenCores designs from IWLS 2005

benchmark [20]. These designs are specified in Verilog using Synopsys tool chain

and a 32nm technology library. We decompose the graph into strongly connected

components, and apply the algorithms on these individual components. Table 2.1

provides the circuit graph information. We present runtime results for the largest

strongly connected components in Table 2.2. Our algorithm performs better than

HO/b and is comparable to YTO.

We now present results on random graphs. In Fig. 2.8(a), the density of the

graph, |E|/|V |, is varied while in Fig. 2.8(b), the graph size is varied by changing

(|V |, |E|/|V |) from (10K, 5K) to (80K, 40K). Graphs in Figs. 2.8(a) and (b) are
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Table 2.1.: Information of graphs derived from IWLS 2005 benchmark circuits [20].

Benchmark
Circuit Largest SCC

name |V | |E|

ISCAS89

s15850 104 560
s5378 136 1536
s13207 231 1194
s38584 1166 11010
s35932 1728 7480
s38417 1498 37478

OpenCores

des3 51 100
fht 34 264

vga enh 206 3758
aes cipher 525 12526

fpu 662 25796
usbf 1431 24522

ac97 ctrl 1895 18320
pci bridge32 1920 46484

dma 2087 102018
eth 8381 151484

considered dense graphs. The proposed algorithm performs better than HO/b and

is comparable to YTO. The absence of data for YTO indicates that YTO has failed

to execute because of excessive memory consumption. Fig. 2.8(c) compares runtimes

of YTO, HO/b and the proposed algorithm on sparse random graphs where |V | is

varied from 7.5K to 480K while keeping |E|/|V | fixed at 50. For sparse graphs, YTO

has the best runtime performance followed by the proposed algorithm.

2.6.4 Effectiveness of efficient early termination techniques

In Table 2.3, we show the improvements resulted from the filtering techniques

in efficient π calculation and λmin calculation. The improvements are based on the

comparisons of two variants of the proposed MCM algorithm against HO/b. The first

variant considers only the efficient π calculation and the second variant considers only

the efficient λmin calculation. All two variants perform early termination check when
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Table 2.2.: Runtimes of YTO, HO/b and the proposed algorithm on graphs derived
from IWLS 2005 benchmark circuits [20].

Circuit Runtime (ms)

name YTO HO/b
The proposed

algorithm

s15850 0.914 1.121 1.189
s5378 2.014 2.153 2.010
s13207 1.826 1.878 1.859
s38584 9.491 18.947 11.069
s35932 8.520 15.854 5.912
s38417 23.297 32.049 23.816
des3 0.568 0.710 0.885
fht 0.678 0.717 0.722

vga enh 3.938 4.304 3.951
aes cipher 13.230 39.394 11.055

fpu 19.383 88.454 18.173
usbf 16.583 18.126 17.176

ac97 ctrl 18.112 226.274 13.832
pci bridge32 26.339 28.158 26.205

dma 52.762 58.518 50.664
eth 74.668 73.604 70.638

Table 2.3.: Improvements (%) in efficient π calculation and efficient λmin calculation
for dense random graphs.

|V | |E| % reduction in #of % reduction in traversal
paths in π calculation length in λmin calculation

10000 50000000 82.064 49.637
20000 200000000 72.759 40.897
30000 450000000 87.561 58.872
40000 800000000 79.426 55.444
50000 1250000000 64.392 49.588
60000 1800000000 83.633 50.559
70000 2450000000 47.072 86.256
80000 3200000000 46.218 61.169

k is a power of 2. On average over six set of random graphs, the filtering technique

reduces total number of paths considered for computation of the dual vector π by
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70.39%. Efficient λmin calculation reduces total traversal length in cycle detection by

56.55%.

In reference to the discussion in Section 2.5, we now present the observed time

complexities of efficient λmin calculation and efficient π calculation. For the early

termination technique in HO/b, we consider two variants: one is to apply the early

termination check when the row number is a power of two and one is to apply the

early termination check at every row. The left most blocks of results in Table 2.4

and Table 2.5 are results from the first variant when applied to graphs in Figs. 2.7(a)

and (b), respectively. Three columns of results are included in a block: the number

of paths considered for π calculation, the traversal length for cycle detection in λmin

calculation, and the number of rows computed. The middle blocks of results in

Table 2.4 and Table 2.5 are results from the second variant. The right most blocks

of results in Table 2.4 and Table 2.5 are results from the efficient early termination

techniques from the proposed MCM algorithm.

We shall now use K ′ to denote the number of rows explored when we perform

early termination check when the row number is a power of two and K ′′ when we do

that at every row. Clearly, the middle blocks and the rightmost blocks of results have

the same K ′′ for every row. In Table 2.4 and Table 2.5, K ′′ is less than K ′ by 26.93%

and 32.38%, respectively.

The numbers of paths considered for π calculation and the traversal length when

the early termination check is performed when the row number is a power of two

are about 2K ′|V |, which matches the expectation. They are about K ′′2|V |/2 for the

early termination check from HO/b, performed at every row, which again matches

the expectation. However, when we perform efficient early termination check of the

proposed MCM algorithm at every row, the number of paths considered for π cal-

culation can be as high as 5.0K ′′|V | in Table 2.4 and 4.7K ′′|V | in Table 2.5. The

average number of paths considered is about 2.4K ′′|V |. In other words, the average

time complexity of efficient π calculation is indeed O(|V |).
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Similarly, the traversal length for cycle detection in efficient λmin calculation can

be as high as 12.7K ′′|V | in Table 2.4 and 27.1K ′′|V | in Table 2.5. The average

traversal length is about 8.2K ′′|V |. Again, the average time complexity of efficient

λmin calculation is indeed O(|V |).

Therefore, while both efficient λmin calculation and efficient π calculation have

worst-case time complexity O(k|V |) at row k, the best-case time complexity and the

observed average time complexity are O(|V |). Recall that we have already established

that the time complexity of efficient feasibility check is O(|V |) for each row. In

other words, the efficient early termination techniques proposed in this work has the

appropriate time complexity for early termination check to be performed at every

row to reduce the number of vertical relaxations (O(|E|) for each row) and therefore

reduce the overall runtime.

2.7 Analysis

Note that the search for λ∗ happens in opposite direction in YTO and Karp’s

algorithm (or HO and the proposed algorithm). YTO works by first calculating a

shortest path tree in the graph when λ is −∞ and then maintaining it as λ increases

towards λ∗. The number of shortest path trees explored in the course of the algorithm

can be as large as |V |2. For a binary heap-based implementation, the complexity is

O(|V ||E| log |V | + |V |2 log |V |). The second term is really O(T log |V |), where T is

the number of trees explored.

On the contrary, HO algorithm can be terminated as early as afterK ′ = max(M,N)

number of rows have been computed. Here, M is the maximum length of the shortest

path in the modified graph (i.e. G(V,E,w−λ∗)) and N = Lsp +Lep where Lsp is the

length of the shortest path and Lep is the length of the extended path that contains

the cycle (see Fig. 2.4). The value of N in the proposed algorithm is smaller than

in HO algorithm because of the use of pseudo-source (see Section 2.5.3) as that re-

moves the term Lsp effectively from N . We define K ′′ to be the number of rows to be
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computed in the proposed algorithm. Computation of a row requires running vertical

relaxation. Therefore, the total time complexity for relaxation is O(K ′′(|E|)) in the

proposed algorithm. While each vertical relaxation is computationally more expen-

sive than updating a shortest path tree in YTO, K ′′ or even K ′ are typically much

smaller than T when a graph is dense for the following reason. When a graph is dense,

the longest shortest path length is likely to be small and there are likely to be many

short cycles. Therefore, K ′ or K ′′ are likely to be small. On the other hand, there are

many cycles that YTO has to explore before reaching the minimum. Consequently,

there is a good chance for the proposed algorithm to be comparable to YTO when a

graph is dense. Note that the circuit graphs are usually sparse. However, most cycles

in them are short, as each is constructed of only two nodes (two sequential elements).

The fact that most cycles in circuit graphs are short gives the proposed algorithm a

chance to compete with YTO, as we have seen in the experimental results.

Fig. 2.9 shows how T , K ′, and K ′′ scale when the graph density and graph size

are changed. The result has been normalized against the respective average values.

It is evident that the proposed algorithm has comparable or better scaling profile

than YTO. While scaling profiles of HO and the proposed algorithms appear to be

comparable, the average value of K ′′ is much smaller than K ′.

2.8 Conclusions

Memory usage and runtime performance of Karp’s MCM algorithm can be im-

proved with early termination technique from Hartmann and Orlin, which we have

referred to as HO/b in this work. We have experimentally observed on IWLS 2005

benchmark circuits and randomly generated graphs that HO/b algorithm consumes

much less memory compared to YTO. But when it comes to runtime, YTO performs

better than HO/b. We have proposed several techniques to improve the early termi-

nation check in the HO/b algorithm. These improvements allow the efficient early

termination check to be performed in O(|V |) time complexity on the average empir-
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Fig. 2.9.: K ′′ (the proposed algorithm) has comparable or better scaling profile than
T (YTO) for increasing graph density (a), and increasing size of dense graph (b). The
plots are obtained by scaling the actual number for K ′, K ′′ and T with their respective
average values. Average value of K ′′ is smaller than K ′. No result is reported for
YTO at (80K, 40K) since the algorithm fails to run to completion.

ically. Such efficiency allows the early termination check to be performed at every

row to reduce the cost of vertical relaxation, which has a time complexity of O(|E|).

Consequently, the proposed algorithm has better runtime performance than HO/b

and produces comparable results to YTO for circuit graphs. For random graphs, the

proposed algorithm has better runtime performance than HO/b and is comparable

to YTO as the graph becomes denser, all these while improving memory usage of the

HO/b algorithm.
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3. MINIMUM BALANCE ALGORITHMS

Minimum balancing of a directed graph is an application of the minimum cycle mean

algorithm. Minimum balance algorithms have been used to optimally distribute slack

for clock network design [11] [12] [5] [13]. In conventional minimum balance algo-

rithms [13] [14] [3], there are two main subroutines. First subroutine runs the MCM

algorithm to calculate the minimum cycle mean and also to find the corresponding

minimum-mean cycle. The second subroutine updates the entire graph by changing

the edge weights and reducing the graph size. These operations run in iterations. The

algorithm terminates when the updated graph is a single node. The graph update

operation, which has a time-complexity of Θ(V + E) [11], has been considered to be

a bottleneck in the conventional minimum balance algorithms [14]. We first discuss

these algorithms in detail.

3.1 Conventional minimum balancing

We show the flow of the conventional minimum balance algorithms in Fig. 3.1(a) [14]

[11] [3]. Two main subroutines in the algorithm are the calculation of MCM and the

graph update operation.

There are several MCM algorithms [1] [18] [2] [14] that can be used in a minimum

balance algorithm. Schneider and Schneider [3] [40], for example, used a modified

version of Karp’s minimum cycle mean algorithm [1] to solve a closely related problem,

that of maximum balancing of a graph. Both the Karp-Orlin [2] and Young-Tarjan-

Orlin [14] algorithms can not only find the minimum cycle mean, but be extended

to solve the minimum balance problem as well [14]. In particular, the Young-Tarjan-

Orlin algorithm (referred to as YTO), has been used to solve the slack distribution

problem [11] [12] [5] [13] [15] [16].



48

Fig. 3.1.: (a) The conventional and (b) the proposed minimum balance algorithms.
The proposed algorithm does not require re-weighting of the entire graph as is the
case with [14] [11] [3]. It re-weights only edges adjacent to the minimum-mean cycle,
thereby reducing time complexity of the graph update from Θ(|V |+ |E|) to O(|V |+
|E|).

After obtaining the MCM of a graph G(V,E,w), the graph update operation

involves two steps [14] [11]. Let λ∗ be the MCM of the graph G(V,E,w). In the first

step, every edge in G is re-weighted by downshifting its weight by λ∗ to obtain a new

graph G(V,E,w− λ∗). Further adjustments are made on the incoming and outgoing

edges of the minimum-mean cycle using shortest path distances (a byproduct of the

MCM subroutine). Schneider and Schneider presented in [3] a different first step for

re-weighting all edges in the graph by using the shortest path distances. The first step

of the graph update operation has a time complexity of time Θ(|V |+ |E|) [11]; it has

been considered a bottleneck in the conventional minimum balance algorithm [14].

The second step of the graph update operation contracts the minimum-mean cycle

to reduce the graph size. Moreover, during cycle contraction, some redundant edges
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may appear. These redundant edges can be removed from the graph. Cycle contrac-

tion and redundant edge removal reduce graph size considerably. As a consequence,

subsequent iterations of MCM calculation and graph update run progressively faster.

As the cycle contraction and redundant edge removal involves only edges adjacent to

the minimum-mean cycle, the time complexity is O(|V |+ |E|).

In this work, we present an improvement to the conventional minimum balance

algorithms [14] [11] [3] where the re-weighting by downshifting as in [14] [11] or the

re-weighting by using the shortest path distances as in [3] involving the entire graph

is not required. Instead our algorithm updates only edges adjacent to the minimum-

mean cycle, as shown in Fig. 3.1(b). The graph update operation involves the entire

graph only in the worst case. Consequently, there is improvement in efficiency.

In the remainder of this section, we present the MCM calculation subroutine and

the graph update operations in a conventional minimum balance algorithm. We shall

present in Section 3.2 the proposed approach.

3.1.1 MCM calculation

For solving the MCM problem in a minimum balance algorithm, there are several

options. Karp used dynamic programming to calculate MCM exactly in Θ(|V ||E|)

time [1]. With the early termination technique introduced by Hartmann and Or-

lin [18], Karp’s algorithm can compute MCM in O(|V ||E|) time.

Young-Tarjan-Orlin [14] (YTO) algorithm solved a series of parametric shortest

path problem for MCM calculation. Based on an observation that λ∗ = MCM is the

largest (edge parameter) λ(e) for which G(V,E,w − λ∗) has no negative cycles, the

algorithm starts with λ = −∞ and computes a shortest-path tree (to all other nodes)

from an arbitrary source node. In each iteration, the algorithm increments λ(e) such

that the shortest-path tree changes by only one edge. Note that the shortest path

tree is defined based on the graph G(V,E,w−λ(e)). The algorithm terminates when

a cycle of zero weight is detected in the shortest path tree. A binary heap based
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implementation of YTO with a time complexity O(|V ||E| log |V |) has been reported

to be the fastest MCM algorithm in practice [7] [36].

The implementation of the minimum balance algorithm in [11] using YTO (with

a binary heap) as the MCM calculation subroutine has an overall time complexity

of O(|V ||E| log |V |). On the other hand, Schneider and Schneider used a modified

version of Karp’s algorithm [1] to solve the balancing problem in O(|V |2|E|) time

complexity [3]. In this work, we have used YTO as the MCM calculation subroutine

to implement the Schneider-Schneider algorithm. Our implementation that runs in

time O(|V ||E| log |V |) can be viewed as a faster implementation of the Schneider-

Schneider algorithm.

It is important to note that these MCM algorithms produce not just the MCM

(λ∗). Each of them also identifies the corresponding minimum-mean cycle inG(V,E,w)

(or zero-weight and minimum-mean cycle in G(V,E,w−λ∗)), as well as the vector of

shortest distances of G(V,E,w − λ∗). The MCM, the corresponding minimum-mean

cycle, and the shortest distance vector all play an important role in the graph update

operation.

3.1.2 Graph update operation in [3]

The graph update operation involves two steps: the re-weighting of edges and the

contraction of a minimum-mean cycle.

3.1.2.1 Re-weighting of edges

Schneider and Schneider’s algorithm [3] re-weights every edge in the graph using

shortest path distances of the downshifted graph G(V,E,w − λ∗), as outlined in the

pseudocode re-weight G using π.

We use π[v] to denote the shortest path weight to node v from an arbitrary source

node used in the MCM algorithm. The weight of every edge (u, v) ∈ E in G(V,E,w)

(see Fig. 3.2(a)) is adjusted to w′(u, v) = w(u, v) + π[u] − π[v] in the re-weighting
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Re-weight G using π
1 re-weight G using π(G(V,E,w), π)
2 for each edge e = (u, v) ∈ E do
3 w(u, v) = w(u, v) + π[u]− π[v]
4 end for
5 return G
6 end re-weight G using π

process, yielding G′(V,E,w′), as shown in Fig. 3.2(b). This re-weighting strategy is

similar to that of Johnson’s algorithm for the shortest path problem [36], where all

negative weights are transformed to non-negative ones. The re-weighting operation

takes Θ(|V |+ |E|) time.

3.1.2.2 Contraction of minimum-mean cycle

We now elaborate on how the minimum-mean cycle in G and the shortest-path

tree in G(V,E,w − λ∗), both provided by the MCM algorithm, allow us to contract

the cycle to produce a new graph G′′ as shown in Fig. 3.2(c). The main purpose

of cycle contraction is to reduce the graph size so that the next iteration of MCM

calculation and graph update can be more efficient. However, it is important that

the re-weighting and cycle contraction do not change the next MCM.

Let us first explain the process of cycle contraction process using Fig. 3.2. All

nodes in the minimum-mean cycle C1 are collapsed into one representative node. The

topology of the contracted graph G′′(V ′′, E ′′, w′), where V ′′ ⊂ V and E ′′ ⊂ E, can be

easily obtained: all edges that form the cycle are removed, all edges leaving nodes in

C1 now leave the representative node and all edges entering nodes in C1 now enter

the representative node. In Fig. 3.2, C1 = v0 → v1 → v4 → v0 is the minimum-mean

cycle of G and it has been collapsed into the representative node v0. For example,

consider an incoming edge (u, v) to the cycle C in G′, the edge becomes (u, c) in G′′

with c being the representative node. For an outgoing edge (u, v) from the cycle C

in G′, the edge becomes (c, v) in G′′. The edges (v1, v2) and (v3, v4) in G′ become

respectively edges (v0, v2) and (v3, v0) in G′′.
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In the process of cycle contraction, (v0, v4) in G′ has turned into a self loop (v0, v0)

in G′′(V ′′, E ′′, w′). The edges (v0, v2) and (v1,v2) on the other hand have turned into

parallel edges (v0,v2) (Fig. 3.2(c)). Self loops can be removed from the graph (of

course, we should record their corresponding cycle means). However, we must keep

the parallel edges [14] [11]. Note that if the parallel edges appear in any iteration,

they would eventually turn into self loops once the nodes involving those edges have

formed a minimum-mean cycle. Again, if we are also interested in the corresponding

cycle means, appropriate bookkeeping can be performed to record them. We observe

that the removal of self loops from the graph results in speed-up of the minimum

balance algorithm. A pseudocode for cycle contraction (with self-loop removal) is

presented below. The complexity of the operation is O(|V | + |E|) because only a

subgraph induced by the cycle contributes to the computation.

Cycle Contraction
1 cycle contraction(G(V,E,w), C, π, c)
2 /* remove edges of C and self loops from G */
3 for each edge e(u, v) ∈ E, where u ∈ V (C) and v ∈ V (C) do
4 E ← E − e
5 end for

6 /* re-direct incoming edges of C in G */
7 for each edge (u, v) ∈ E where v ∈ V (C) and v 6= c do
8 E ← E − (u, v)
9 E ← E + (u, c)

10 end for

11 /* re-direct outgoing edges of C in G */
12 for each edge (u, v) ∈ E where u ∈ V (C) and u 6= c do
13 E ← E − (u, v)
14 E ← E + (c, v)
15 end for

16 /* remove nodes of C from G */
17 for each node v ∈ V (C) and v 6= c do
18 V ← V − v
19 end for
20 return G
21 end cycle contraction

3.1.2.3 Correctness of graph update operation

We will now show that the re-weighting and cycle contraction steps in the Schneider-

Schneider algorithm preserve the MCM of the graph, i.e., the next MCM of G is the
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same as the MCM of G′′. We first use the example in Fig. 3.2(c) to illustrate that.

Observe that the total edge weight of the cycle C2 in G′′ is

w′(C2) = w(v1, v2) + w(v2, v3) + w(v3, v4) + (π[v1]− π[v4]).

Recall that π is the vector of shortest path distances of the graph G(V,E,w − λ∗),

where λ∗ is the cycle mean of the cycle C1 (i.e. MCM1). As C1 is also a minimum-

mean cycle and a zero-weight cycle of G(V,E,w − λ∗), every pair of consecutive

nodes u and v in the cycle satisfies the condition that π[v] = π[u] + w(u, v)− λ∗ [1].

Therefore,

π[v4] = π[v1] + w(v1, v4)− λ∗,

π[v1]− π[v4] = −(w(v1, v4)− λ∗).

Since C1 is a zero-weight cycle in G(V,E,w − λ∗),

−(w(v1, v4)− λ∗) = (w(v0, v1)− λ∗) + (w(v4, v0)− λ∗).

By replacing (π[v1]− π[v4]) in w′(C2), we obtain

w′(C2) = w(v1, v2) + w(v2, v3) + w(v3, v4) +

(w(v0, v1)− λ∗) + (w(v4, v0)− λ∗),

which is the total weight of C2 in G after deducting λ∗ from the weights of edges in

C1 (and dropping the parameters from these edges). In other words, the numerator

for MCM2 remains intact, and that the next MCM does not change as a result of

contraction. The correctness of the approach relies on the fact that π is the shortest

path distance of the graph G(V,E,w−λ∗), where C1 is a zero weight cycle. However,

in the Schneider-Schneider algorithm [3], there is no need to explicitly derive the

graph G(V,E,w−λ∗); π is a byproduct of the MCM algorithm as we have mentioned

earlier.
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We now present a more general argument that the graph update operation of the

Schneider-Schneider algorithm preserves the MCM of the graph. Again, C1 is the

minimum-mean cycle and it is a zero-weight cycle in G(V,E,w − λ∗), where λ∗ is

the cycle mean of C1. Let C2 be any cycle in G. The objective is to show that the

re-weighting of edges using π and the contraction of cycle C1 does not change the

total edge weight of C2.

Let Ps = {p1, p2, ..., pk} be the set of shared paths of C1 and C2. In Fig. 3.2,

there is only one shared path between C1 and C2, i.e., p1 = v4 → v0 → v1. Let

the originating node and ending node of a shared path pi be voi and vei , respectively.

Assume that the shared paths are ordered in the way they appear in C2, C2 is of the

form vo1
p1
; ve1 ; vo2

p2
; ve2 ; · · · ; vok

pk
; vek ; vo1, where for 1 ≤ i ≤ k, voi

pi
; vei is a

shared path and vei ; voj , where j = (i mod k) + 1, is not. Note that it is possible

that a shared path pi contains only a single node, i.e., voi = vei .

When |Ps| = 0, the proof is trivial since the net adjustment of weight by π in C2

is zero (all π cancel out in a cycle). We now consider the case when |Ps| ≥ 1. The

weight of C2 in G′′ is

w′(C2) =
∑
i=1..k

j=(i mod k)+1

w′(vei ; voj )

=
∑
i=1..k

j=(i mod k)+1

(
w(vei ; voj ) + (π[vei ]− π[voj ])

)
.

We shall examine the second term in the right hand side of the preceding equation

more closely.

∑
i=1..k

j=(i mod k)+1

(π[vei ]− π[voj ])

= π[ve1]− π[vo2] + π[ve2]− π[vo3] + · · ·+ π[vek]− π[vo1]

=
∑
i=1..k

π[vei ]− π[voi ].
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Now, we know that a shared path pi lies on C1. As C1 is also a minimum-

mean cycle and a zero-weight cycle of G(V,E,w − λ∗), every path p = u ; v in

the cycle satisfies the condition that π[v] = π[u] + w(p) − |p|λ∗, where |p| is the

number of edges in the path p. This is a straightforward extension from the fact

that every pair of consecutive nodes u and v in C1 satisfies the condition that π[v] =

π[u] + w(u, v)− λ∗ [1]. Therefore, for a shared path pi,

π[vei ] = π[voi ] + w(pi)− |pi|λ∗,

π[vei ]− π[voi ] = w(pi)− |pi|λ∗.

Therefore, the weight of C2 in G′′ can be re-written as

w′(C2) =
∑
i=1..k

j=(i mod k)+1

w(vei ; voj ) +
∑
i=1..k

(w(pi)− |pi|λ∗) .

This is of course the weight of C2 in G after deducting λ∗ from all edges in C1 (and

dropping the parameters from these edges). Therefore, any cycle C2 in G retains the

same weight after the re-weighting and cycle contraction steps.

3.1.3 Graph update operation in [14] [11]

Let us now discuss the graph update operation for the algorithm in [14] [11]. As

before, the graph update operation involves the two steps of re-weighting of edges

and contracting the minimum-mean cycle.

3.1.3.1 Re-weighting of edges

Re-weighting in [14] [11] happens over two phases. In the first phase, every edge

in the graph is downshifted by λ∗ to obtain G(V,E,w − λ∗). We have alluded to

the downshifted graph G(V,E,w − λ∗) earlier. Here, we provide the the pseudocode
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re-weight G by downshifting to generate such a graph. For the graph G(V,E,w)

in Fig. 3.2, Fig. 3.3(a) shows the downshifted G(V,E,w − λ∗).

Re-weight G by downshifting
1 re-weight G by downshifting(G(V,E,w), λ∗)
2 /* re-weight every edge in G by downshifting */
3 for each edge e = (u, v) ∈ E do
4 w(e) = w(e)− λ∗
5 end for
6 end re-weight G by downshifting

Recall that after downshifting of G by λ∗, any minimum-mean cycle in G becomes

a zero-weight cycle inG(V,E,w−λ∗). Therefore, C1 in Fig. 3.3(a) is now a zero-weight

cycle. The second phase of re-weighting makes further adjustment to the weights of

edges adjacent to the minimum-mean cycle so that the cycle can be contracted in the

second step of the graph update operation. Let c be a representative node on the

minimum-mean cycle C in G(V,E,w− λ∗) and GC be a sub-graph induced by edges

that are adjacent to C, including edges on the cycle. Consider an incoming edge

(u, v) to the cycle C, the edge weight becomes w(u, v) − λ∗ − (π[v] − π[c]), where π

is the shortest path distance of the downshifted graph (i.e. G(V,E,w− λ∗)) and c is

the representative node of the cycle. For an outgoing edge (u, v) from the cycle C in

G(V,E,w−λ∗), the edge weight becomes w(u, v)−λ∗+(π[u]−π[c]). The second phase

of the re-weighting is provided in the following pseudocode re-weight GC using π.

Re-weight GC using π
1 re-weight GC using π(G(V,E,w), C, π, c)
2 /* re-weight edges in GC , subgraph induced by C, using π */
3 /* adjust weights of incoming edges of nodes in C */
4 for each edge (u, v) ∈ E(GC) where v ∈ V (C) do
5 w(u, v) = w(u, v)− (π[v]− π[c])
6 end for

7 /* adjust weights of outgoing edges of nodes in C */
8 for each edge (u, v) ∈ E(GC) where u ∈ V (C) do
9 w(u, v) = w(u, v) + (π[u]− π[c])

10 end for
11 return G
12 end re-weight GC using π

We show the updated edge weights from the second phase of re-weighting in

Fig. 3.3(b). For the example in Fig. 3.3(a), E(GC), the edges in GC , would consist



59

of C1 and the following edges: (v0, v2), (v0, v4), (v1, v2), and (v3, v4). Here, v0 is the

representative node of C1. The updated weights of edges such as (v3, v4) and (v1, v2)

are straightforward as these are “incoming” or “outgoing” edges of C1, respectively,

i.e., they are incoming or outgoing edges of some nodes on C1. For an edge (u, v)

that connects two nodes in C1, the edge weight would be effectively updated to

w′(u, v) = w(u, v)−λ∗+π[u]−π[v]. Note that the eventual adjustment of (π[u]−π[v])

is similar to the re-weighting performed in the Schneider-Schneider algorithm. The

edges in C1 and the edge (v0, v4) are updated in this manner.

Re-weight G by downshifting and using π
1 re-weight G by downshifting and using π(G, λ∗, C, π, c)
2 /* re-weight every edge in G by downshifting */
3 G = re-weight G by downshifting(G, λ∗)

4 /* re-weight edges in G around C using π */
5 G = re-weight GC using π(G, C, π, c)
6 return G
7 end re-weight G by downshifting and using π

The pseudocode re-weight G by downshifting and using π combines the two

phases of re-weighting. Altogether, the re-weighting of edges has Θ(|V | + |E|) time

complexity, same as that of the Schneider-Schneider algorithm [3].

3.1.3.2 Contraction of minimum-mean cycle

The cycle contraction process in [14] [11] is similar to that in the Schneider-

Schneider algorithm. In other words, we can use the pseudocode cycle contraction

in Section 3.1.2.2. Fig. 3.3(c) shows the graph G′′(V ′′, E ′′, w′) obtained after the graph

update operation.

3.1.3.3 Correctness of graph update operation

We now show that the total edge weight of any cycle in G′′ is the same as its

equivalent cycle in G(V,E,w− λ∗). That is because the minimum balance algorithm

by [14] [11] will look for the next MCM in G(V,E,w − λ∗). On the other hand,
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the Schneider-Schneider algorithm [3], computes the next MCM in the graph G after

the weight of each edge in the minimum-mean cycle has been reduced by λ∗ and its

parameter dropped from the edge. While the edge weights are modified differently

in [3], the approach we take to prove the correctness of the graph update operation

by [14] [11] is remarkably similar.

As an example, we look at C2 in G(V,E,w − λ∗) and its equivalent in G′′ in

Fig. 3.3. The total weight of the equivalent C2 in G′′ is

w′(C2) = w(v1, v2)− λ∗ + w(v2, v3)− λ∗ + w(v3, v4)− λ∗ +

(π[v1]− π[v4]).

We have shown in Section 3.1.2.3 that

(π[v1]− π[v4]) = w(v0, v1)− λ∗ + w(v4, v0)− λ∗.

Therefore, w′(C2) can be re-written as

w′(C2) = w(v1, v2)− λ∗ + w(v2, v3)− λ∗ + w(v3, v4)− λ∗ +

w(v0, v1)− λ∗ + w(v4, v0)− λ∗,

which is the weight of C2 in G(V,E,w − λ∗). This example illustrates that the cycle

weight of C2 in G(V,E,w − λ∗) is preserved under the graph update operation.

We now present a more general argument that the graph update operation pre-

serves the MCM of the graph G(V,E,w−λ∗). Again, C1 is the minimum-mean cycle

and it is a zero-weight cycle in G(V,E,w−λ∗), where λ∗ is the cycle mean of C1. Let

C2 be any cycle in G. Let Ps = {p1, p2, ..., pk} be the set of shared paths of C1 and

C2. Recall the notation that the originating node and ending node of a shared path

pi are voi and vei , respectively. Assume that the shared paths are ordered in the way

they appear in C2, C2 is of the form vo1
p1
; ve1 ; vo2

p2
; ve2 ; · · · ; vok

pk
; vek ; vo1,
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where for 1 ≤ i ≤ k, voi
pi
; vei is a shared path and vei ; voj , where j = (i mod k) + 1,

is not. Again, a shared path pi may contain only a single node, i.e., voi = vei .

When |Ps| = 0, the proof is trivial since all the edges in C2 undergo only the first

phase of the re-weighting. Therefore, the weight of C2 in G′′ is w′(C2) = w(C2) −

|C2|λ∗, which is the weight of C2 in G(V,E,w − λ∗).

We now consider the case when |Ps| ≥ 1. The weight of C2 in G′′ is

w′(C2) =
∑
i=1..k

j=(i mod k)+1

w′(vei ; voj ).

The path vei ; voj , where 1 ≤ i ≤ k and j = (i mod k) + 1, originates from a node in

C1 and ends at a node in C1. The second phase of re-weighting affects only the first

and last edge of the path. Therefore, the weight of this path in G′′ is

w′(vei ; voj )

= w(vei ; voj )− |vei ; voj |λ∗ + π[vei ]− π[c]− (π[voj ]− π[c])

= w(vei ; voj )− |vei ; voj |λ∗ + (π[vei ]− π[voj ]),

where |vei ; voj | is the number of edges in the path and c is the representative node

of C1. Hence, the weight of C2 in G′′ is

w′(C2)

=
∑
i=1..k

j=(i mod k)+1

(
w(vei ; voj )− |vei ; voj |λ∗ + (π[vei ]− π[voj ])

)
.

As shown in Section 3.1.2.3, the last term in the right hand side of the preceding

equation can be expressed as

∑
i=1..k

j=(i mod k)+1

(π[vei ]− π[voj ]) =
∑
i=1..k

π[vei ]− π[voi ].
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We have also shown in Section 3.1.2.3 that for a shared path pi,

π[vei ]− π[voi ] = w(pi)− |pi|λ∗.

Therefore, the weight of C2 in G′′ can be re-written as

w′(C2) =
∑
i=1..k

j=(i mod k)+1

(
w(vei ; voj )− |vei ; voj |λ∗

)
+
∑
i=1..k

(w(pi)− |pi|λ∗) ,

which is the weight of C2 in G(V,E,w−λ∗). Therefore, any cycle C2 in G(V,E,w−λ∗)

retains the same weight after the graph update operation.

One should now realize that the second phase of re-weighting that is performed

for edges adjacent to the minimum-mean cycle in [14] [11] is in fact to account for

the removal of edges from the graph in cycle contraction. Therefore, re-weighting and

cycle contraction indeed have no effect on the subsequent MCM of the graph except to

reduce size of the problem that the MCM subroutine has to solve. Therefore, as cycle

contraction is necessary to reduce the problem size, so is the re-weighting of edges

adjacent to the minimum-mean cycle to apply the cycle contraction. Although the

algorithm in [3] does not perform any additional re-weighting around the minimum-

mean cycle, the re-weighting of the entire graph using the shortest distance vector

implicitly takes care of the changes necessary for cycle contraction to happen.

3.1.4 Implementations

3.1.4.1 The Schneider-Schneider algorithm [3]

We first provide the pseudocode (Conventional Minimum Balance Algo-

rithm) of the Schneider-Schneider minimum balance algorithm [3] below. Although

any of the algorithms from [1] [2] [18] [41] [14] can be used for MCM calculation
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Fig. 3.4.: An illustration of the Schneider-Schneider minimum balance algorithm [3].
Representative nodes are colored in green. v0 is the source node. The algorithm uses
shortest distance vector π in G(V,E,w−λ∗) to re-weight all edges. A minimum-mean
cycle is collapsed into its representative node.

(referred to as mcm algorithm), we have used YTO algorithm [14] [37] in our im-

plementation. Our implementation of YTO (pseudocode not shown) is similar to

that provided in [7] [38] [19], which uses binary heap. With the use of such an YTO

implementation, it is possible to limit the overall time complexity of the minimum

balance algorithm to O(|V ||E| log |V |) because there are at most |V |2 shortest path

trees to be explored in total [14]. If Karp’s algorithm [1] or the Hartmann-Orlin al-

gorithm [18] is used, the complexity will be O(|V |2|E|) because the cardinality of the

node set is reduced by at least 1 after each iteration of MCM calculation.

Again, we emphasize that the MCM algorithm returns three important parame-

ters: the MCM λ∗, the minimum-mean cycle C, and the shortest distance vector π.

Recall that π is defined in terms of the downshifted graph (i.e. G(V,E,w − λ∗)).
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Conventional Minimum Balance Algorithm
Input : Directed graph G(V,E,w), a strongly connected component (SCC)
Output: MCMs

1 /* initialize*/
2 itr = 0
3 MCMitr = 0

4 /* run iterative process */
5 while |V | > 1 do
6 /* run MCM algorithm to compute MCM λ∗, minimum-mean cycle C,
7 shortest distance vector π in G(V,E,w − λ∗), and representative node c */
8 [λ∗, C, π, c] = mcm algorithm(G)
9 MCMitr+1 = λ∗

10 G = re-weight G using π(G, π) /* re-weight G */

11 G = cycle contraction(G, C, π, c) /* contract cycle C */

12 + + itr
13 end while

Moreover, we assume that the MCM algorithm also returns c, a representative node

of the minimum-mean cycle.

We demonstrate through an example the Schneider-Schneider algorithm. A graph

G is shown in Fig. 3.4(a). The minimum-mean cycle in G is C1 and MCM1 (i.e., λ∗) is

2. The MCM algorithm also yields the shortest distance vector π of G(V,E,w− λ∗).

The weight of every edge (u, v) ∈ E in G(V,E,w) is adjusted to w(u, v) + π[u]− π[v]

in the re-weighting process, as shown in Fig. 3.4(b). After contracting C1 onto the

representative node v2, we get G′′, as shown in Fig. 3.4(c). The minimum-mean cycle

(C2 with λ∗ = 3) is identified again in the new graph. Note that the true MCM

(i.e. MCM2) in Schneider-Schneider algorithm is obtained directly (see line 9 of the

pseudocode).

3.1.4.2 Minimum balance algorithms in [14] [11]

Let us now demonstrate through an example how the minimum balance algorithm

in [14] [11] works and present necessary changes to the pseudocode Conventional

Minimum Balance Algorithm presented earlier. A graphG is shown in Fig. 3.5(a).

The minimum-mean cycle in G is C1 and MCM1 (i.e., λ∗) is 2. Downshifting the edge

weights in G(V,E,w) by λ∗ yields the graph G(V,E,w − λ∗). Further adjustments

using π are made on G(V,E,w− λ∗) for the edges adjacent to the nodes in the cycle
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Fig. 3.5.: An example to illustrate the minimum balance algorithm in [14] [11]. Repre-
sentative nodes are colored in green. v0 is the source node. The algorithm re-weights
all edges first by downshifting the weight by λ∗ and then adjusts the incoming and
outgoing edge weights of the minimum-mean cycle using shortest path distance π of
G(V,E,w − λ∗). A minimum-mean cycle is collapsed into its representative node.

C1 to get G′, as shown in Fig. 3.5(b). After contracting C1 onto the representative

node v2, we get G′′ (Fig. 3.5(c)). The minimum-mean cycle (C2 with λ∗ = 1) is

identified again in the new graph. Since the MCM is calculated on the downshifted

graph G′′, the true MCM2 of C2 is obtained by adding together the current λ∗ and

MCM1. Therefore, our implementation of the algorithms in [14] [11] replaces lines

9−10 of the pseudocode Conventional Minimum Balance Algorithm with the

following two lines.
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9 MCMitr+1 = MCMitr + λ∗

10 G = re-weight G by downshifting and using π(G, λ∗, C, π, c).

3.1.5 Data structures for cycle contraction

In our implementation, a graph G(V,E,w) is implemented using two adjacency

lists; for each node u, we maintain a list of outgoing edges (u, v) ∈ E and a list

of incoming edges incoming edges (v, u) ∈ E. There are two reasons for such an

implementation. First, the state-of-the-art implementation of the YTO algorithm

uses incoming and outgoing adjacency lists [37]. Second, the two adjacency lists

facilitate efficient cycle contraction.

We shall elaborate on the steps involved in handling the outgoing edges of the

cycle; the incoming edges of the cycle can be handled similarly. First, we go through

the outgoing adjacency list of each node, except the representative node, on the

minimum-mean cycle. Each (destination) node in these outgoing adjacency lists are

stored in a temporary list if it is not a node on the cycle (as we do not want to

create self loops). Second, for each unique (destination) node in the temporary list,

we process its incoming adjacency list by replacing all (source) nodes that are on the

cycle by the representative node. Third, we traverse the outgoing adjacency list of

the representative node. All (destination) nodes that are in the cycle are removed

from the list. Last, we concatenate the temporary list with the trimmed outgoing

adjacency list to form the new outgoing adjacency list of the representative node.

We observe that such an implementation is very effective in practice. Overall,

the cycle contraction step runs several times faster than the re-weighting step. This

strengthens our argument that the bottleneck in the graph update operation as stated

in [14] is indeed due to the re-weighting of all edges in the graph.
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3.1.6 Floating point arithmetic in re-weighting

In the two implementations of the minimum balance algorithm we have presented,

i.e., [3] and [14] [11], the steps of MCM calculation and cycle contraction are identical

and incur similar runtime cost. However, the two implementations incur different

runtime overheads in the re-weighting step.

The re-weighting of w(u, v) to w(u, v) + π[u]− π[v] in [3] involves one subtraction

and one addition operation. However, there is only one subtraction operation in

the re-weighting of w(u, v) to w(u, v) = w(u, v) − λ∗ by downshifting in [14] [11].

Therefore the re-weighting step in [3] is twice (i.e., 4|E|, considering two lists) as

costly as the cost of downshifting (i.e., 2|E|, considering two lists) in [14] [11].

However, because of the additional arithmetic operations for re-weighting edges

adjacent to the minimum-mean cycle C using π, the actual cost of re-weighting in [14]

[11] is 2(|E| + 2|E(GC)|) (considering two lists), where E(GC) is the set of edges in

GC . Since |E| is in general much larger than |E(GC)|, the algorithm in [3] is likely

to perform the graph update operation slower than the algorithm in [14] [11] as the

cycle contraction operation is identical in these algorithms. Of course, we can save

a little computational cost by not re-weighting edges forming the cycle since we are

removing them in the cycle contraction step. However, we can still conclude that

the Schneider-Schneider minimum balance algorithm [3] is likely to be slightly less

efficient than the algorithm in [14] [11].

3.2 Proposed algorithm

The flow of our proposed approach to minimum balancing is shown in Fig. 3.1(b).

The proposed minimum balance algorithm does not require re-weighting of the entire

graph as opposed to the algorithms in [3] [14] [11]. However, the re-weighting process

of edges adjacent to the minimum-mean cycle in our algorithm follows the same

strategy as in the second phase of the re-weighting step in the minimum balance

algorithm from [14] [11].
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Fig. 3.6.: (a) λ(e) for e ∈ E(C1) is 2. (b) Edges of the cycle C1 are downshifted by
2 and the parameters λ(e) are removed. (c) The edges with parameters in C2 are
downshifted and their parameters are removed to form a minimum-balanced graph.

We will explain the proposed method in Fig. 3.6 using the same example in Fig. 4.8.

In this example, the first MCM is 2 and the first minimum-mean cycle is C1. We

downshift all edges in C1 by the MCM and remove their parameters λ(e). We refer

to such a partially downshifted graph as G̃ = G(V,E,w(C) − λ∗), where C is the

minimum-mean cycle and λ∗ is minimum cycle mean. In contrast, a fully downshifted

graph is G(V,E,w − λ∗). For example, Fig. 3.6(b) shows G̃ = G(V,E,w(C1) − 2).

(We have alluded to G̃ earlier in Section 3.1.2.3 when we presented the correctness of

the graph update operation in the Schneider-Schneider algorithm.)

For the cycle C2 in Fig. 3.6(b), the total weight is 12. Although there are five

edges, only four of them have parameters. Therefore, the mean of the cycle is 12
4

= 3.

Now, we downshift the weights of the edges in the cycle by λ∗ = 2 and drop the

parameter As the downshifting operation is limited to only edges with parameters in

the minimum-mean cycle, we can obtain the MCM directly, instead of accumulating

all MCMs computed in the previous iterations. Therefore, we can apply the MCM

algorithm to find the MCM of a graph that is partially downshifted.
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However, directly applying the MCM algorithm on G̃ may not be efficient. Now,

we shall show that it is possible to perform contraction of zero-weight cycle in G̃.

Recall that given G, the MCM algorithm computes the MCM λ∗, its corresponding

minimum-mean cycle C, π, the shortest distance vector in G(V,E,w − λ∗), and c,

a representative node of C. C is again a zero-weight cycle in G̃. Now, we apply

the second phase of the re-weighting step in the algorithm from [14] [11] to obtain

G̃′(V,E,w′). An incoming edge (u, v) to the cycle C has a new weight w′(u, v) =

w(u, v) − (π[v] − π[c]). An outgoing edge (u, v) from the cycle C in G̃ has a new

weight w′(u, v) = w(u, v)+(π[u]−π[c]). An edge (u, v) on the cycle has a new weight

w′(u, v) = w(u, v)− λ∗ + (π[u]− π[v]).

Now, we apply the cycle contraction step to G̃′ and obtain G̃′′(V ′′, E ′′, w′). By

a similar argument as in Section 3.1.3.3, we can show that the total edge weight of

any cycle in G̃′′ has the same weight as its equivalent cycle in G̃. In other words,

we can still take advantage of cycle contraction in the proposed minimum balance

algorithm. In fact, the construction of G̃′′ does not even require the construction

of G̃. The re-weighting of edges adjacent to the minimum-weight cycle and cycle

contraction can be performed directly on G using the shortest distance vector π in

G(V,E,w − λ∗), as shown in Fig. 3.7. We reiterate that our algorithm exploits the

fact that π in G(V,E,w − λ∗) is a byproduct of the MCM algorithm.

The pseudocode of our proposed minimum balance algorithm is therefore similar to

the pseudocode Conventional Minimum Balance Algorithm presented earlier,

except that the call to re-weight G using π in line 10 is replaced by a call to

re-weight GC using π as follows:

10 G = re-weight GC using π(G, C, π, c).

To summarize, the proposed algorithm is similar to the Schneider-Schneider al-

gorithm as in both implicitly operates on G̃(V,E,w(C) − λ∗). Consequently, the

proposed algorithm calculates the true MCM values iteratively. Therefore, there is
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Fig. 3.7.: An example to illustrate our minimum balance algorithm. Representative
nodes are colored in green. v0 is the source node. The algorithm uses shortest
distance vector π in G(V,E,w − λ∗) to adjust incoming and outgoing edge weights
of the minimum-mean cycle.

no change to line 9 of the pseudocode Conventional Minimum Balance Algo-

rithm. It is implicit because the proposed algorithm (and the Schneider-Schneider

algorithm) does not partially downshift the weights of edges in the cycle because

the cycle will be contracted. This also avoid the first phase of downshifting all edge

weights by λ∗ in the algorithm from [14] [11].

To facilitate cycle contraction, the proposed algorithm uses the re-weighting of

subgraph GC as in the algorithm from [14] [11]. This avoids the re-weighting of the

entire graph as in the Schneider-Schneider algorithm. Therefore, the graph update

operations in the algorithms from [3] [14] [11] are Θ(|V | + |E|), whereas the graph

update operation in the proposed algorithm is O(|V |+ |E|).

Given that MCM calculation and cycle contraction operations are identical in

the algorithms from [3] [14] [11] as well as the proposed algorithms, the runtime

improvement in our algorithm would essentially come from the reduced floating point

arithmetic operation in partially re-weighting the graph. There are only 4|E(GC)|

(considering two lists) floating point operations in our algorithm as opposed to 4|E|

and 2(|E|+ 2|E(C)|) operations, respectively, in [3] and in [14] [11].
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Table 3.1.: IWLS 2005 benchmark circuits [20] and details of the largest strongly
connected component of each circuit graph.

Circuit Clock Largest SCC
Benchmark

name period (ns) |V | |E|

ISCAS89

s5378 0.7 136 1536
s13207 0.7 231 1194
s38584 1 1166 11010
s35932 1 1728 7480
s38417 1 1498 37478

OpenCores

usbf 1 1431 24522
ac97 ctrl 10 1895 18320

pci bridge32 1 1920 46484
dma 1 2087 102018
eth 2 8381 151484

3.3 Experimental results

We have implemented the minimum balance algorithm from [3], the algorithm

from [14] [11], and the proposed algorithm in C++. These implementations are

evaluated on Intel(R) Xeon(R) CPU E5-2660 2.60 GHz Linux machine with 66GB

of RAM, using graphs derived from IWLS 2005 benchmark circuits [20] and strongly

connected graphs randomly generated using a technique described in [7] [8] and with

SPRAND generator [42].

First, we compare the algorithms using ISCAS89 and OpenCores benchmarks

from IWLS 2005 [20]. A timing constraint graph is constructed after the synthesis of

a design specified in Verilog using the Synopsys tool chain and a 32nm technology

library. We decompose the graph into strongly connected components, and apply the

algorithms on these individual components. Circuit information along with the largest

strongly connected component graph details are given in Table 3.1. The runtime

results for the largest strongly connected components are presented in Table 3.2.

Here, runtimes in all columns labeled MCM include running the YTO algorithm to

calculate MCM and the necessary updates to the data structures associated with the
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YTO algorithm. The runtimes in all columns labeled Update include re-weighting

and cycle contraction. On average over ten circuit graphs, our algorithm improves

total runtime by 43.92% and 41.20% over the Schneider-Schneider algorithm [3] and

the algorithms in [14] [11], respectively.

We also evaluate performance of the algorithms using random graphs created with

a technique in [7] [8]. To generate a random graph using the technique in [7] [8], we

first connect all the nodes in a circular manner to make the graph strongly connected.

Next, two nodes are randomly selected and connected by a directed edge. The process

continues until the desired number of edge connections are made. For the edge weight,

random values within a range similar to that in the circuit graphs are generated and

assigned. As shown in Table 3.3, our algorithm improves the total runtime. On

average over ten set of random graphs (each set having five), the improvement is about

38.01% and 33.71% over the Schneider-Schneider algorithm [3] and the algorithm

in [14] [11], respectively.

We also generate random graphs using SPRAND generator [42]. The SPRAND

generator cannot ensure that the graph with exact |V | and |E| is created; |V | and

|E| of a SPRAND graph may therefore be different from the random graph reported

in Table 3.3. On average over ten set of SPRAND generated graphs (each set having

five), our algorithm improves total runtime by 33.98% over Schneider-Schneider [3]

and 31.32% over the algorithm in [14] [11]. The runtime results for the SPRAND

graphs are presented in Table 3.4.

One can notice that the runtimes for Update in [14] [11] are somewhat better

than those of [3]. This can be attributed to the fewer arithmetic operations that

the algorithm in [14] [11] has to perform. This confirms what we presented in Sec-

tion 3.1.6.
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3.4 Conclusions

We have proposed an improvement to conventional minimum balance algorithms

by performing fewer re-weighting of edge weights in each iteration, resulting in better

efficiency. Performance has been evaluated on circuit graphs and random graphs.

We see 42.56% and 34.26% average runtime improvements over state-of-the-art mini-

mum balance algorithms for graphs derived from IWLS 2005 benchmark circuits and

randomly generated graphs, respectively.
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4. A SCALABLE BUFFER QUEUE SIZING ALGORITHM

FOR LATENCY INSENSITIVE SYSTEMS

High performance communication channels are usually required to connect existing

intellectual property (IP) cores together in system-on-chips (SoCs). However, as

the device feature size scales down to ten’s of nanometers, the delay of the global

interconnects can limit the system performance. Because of the difficulty in having

an accurate estimation of the global interconnect delay in early stages of the design, a

large numbers of timing violations may occur in the late stages of the physical design

process; design iterations are therefore unavoidable [21] [22] [23].

Latency insensitive design is an SoC design methodology that simplifies the as-

sembly of IP cores by reusing pre-validated and pre-designed IP cores. These IP

cores can be either soft macros, i.e., synthesizable logic blocks specified in a hardware

description language or hard macros in GDSII format. An implementation of such

a system requires the insertion of relay stations for the purpose of pipelining if the

delay is longer than the target clock period. It helps design engineers to improve sys-

tem performance, and also reduces the number of costly design iteration. However,

the system throughput can be negatively affected if relay stations are improperly

inserted [28] [23] [22] [21] [32].

By having a large number of buffer queues, such performance loss can be elim-

inated. However, the system may not have adequate area to accommodate these

buffers [22]. In [22], the authors solved a buffer queue sizing problem for throughput

optimization. By imposing constraints on the number of buffers that could be al-

lowed in specific regions, the formulation took into account important physical design

constraints such as the area and routing bottlenecks [45]. A mixed integer linear pro-

gramming (MILP) formulation was used to solve the optimization problem of buffer

queue sizing. While the proposed method was effective in obtaining an optimal solu-
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tion (within a user-specified level of precision), its runtime was not scalable; there is

currently no known polynomial-time algorithm for solving MILP [24].

Several heuristics to address the scalability issue have been proposed to date.

In [26] [27] [28], the authors reduced the problem size by collapsing each strongly

connected component (SCC) to a node. As the approach did not explore all cycles in

a graph, it often led to a final solution that deviated considerably from an optimal

solution [26]. Approaches such as those proposed in [29] [30] [31] [32] used some form

of integer linear programming (ILP) but made approximations to reduce the problem

size. In [30], the authors assumed that the channel latency increased linearly as

the buffer capacity was increased, which might not be a reasonable assumption in

latest technology nodes. The authors in [46] developed a technique to reduce the

number of places buffers must be inserted by formulating the problem as a minimum

cost arborescence problem in directed graphs. However, to solve the throughput

optimization problem for many reduced size SCCs, they also relied on an MILP

formulation similar to that in [22] for every one of those SCCs [31] [32].

In addition to the runtime scalability issue, optimally solving an MILP problem

often requires careful formulation strategy and parameter tuning [25]; these could be

obstacles to developing a robust methodology. In [33] [34], the authors avoided the

issues of queue sizing by scheduling the activation of circuit blocks. Planning for such

schedules requires that each circuit block has knowledge about the overall system

behavior, posing additional roadblocks to the design process. Moreover, most of the

approaches can only deal with small to medium-sized problems because of the de-

pendency on solving an MILP formulation. Some critical physical design constraints

such as the limited capacities of buffer regions [22] [45] are also not addressed in most

of these approaches.

In this paper, we revisit the problem defined in [22], that of buffer queue sizing

for maximizing throughput of a latency insensitive system subject to regional buffer

constraints. Instead of solving the original MILP formulation from [22], we propose

to solve a simplified buffer queue sizing problem that can be formulated as a param-
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eterized graph optimization problem. In this formulation, for every communication

channel there is a parameterized edge with buffer counts as the edge weight. We then

use a minimum cycle mean algorithm [1] [2] [14] [18] to determine from which edges

buffers can be removed safely. The use of a minimum cycle mean algorithm that is of

polynomial-time complexity allows us to overcome the runtime scalability issue of an

integer linear program solver. We evaluate the performance of the proposed approach

on randomly generated latency insensitive systems of various sizes. In particular, we

generate large size examples that represent the near future system complexities [47].

Experimental results suggest that the proposed approach is scalable. The quality of

the solutions produced by the proposed approach, in terms of the throughput and

the size of buffer queues, is as good as that of the MILP-based approach from [22].

The rest of the paper is organized as follows. In the next two sections, we review

the work presented in [22]. In particular, we present graph models of latency insen-

sitive systems in Section 4.1 and a throughput optimization problem through buffer

sizing in Section 4.2. We propose a simplified buffer sizing problem in Section 4.3

and present its application to the throughput optimization problem in Section 4.4.

Experimental results are detailed in Section 4.5. We conclude the paper in Section 4.6.

4.1 Modeling a latency insensitive system

A system on chip consists of many circuits units that exchange data on the commu-

nication channels [22]. Because of the long interconnect delays between circuit units

and process variation in them, timing violation is a major issue in latest technology

nodes. To take care of the timing violation, wire pipelining is a common strategy in

which a long interconnect is partitioned into short segments by inserting relay sta-

tions, which are essentially clocked buffers with capacity to store [27]. Fig. 4.1(a)

shows a simple system-on-chip made of three circuit units. The long interconnect be-

tween units 1 and 3 are divided into two shorter communication channels by a relay

station as shown in Fig. 4.1(b). While this eliminates the timing violation in the long
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interconnect, the latency of the channel between two units may become multiple cy-

cles; mismatch in latency can therefore occur between various units [23] [22] [27] [43].

Fig. 4.1.: (a) A simple system-on-chip. Blocks 1, 2 and 3 represent circuit units.
Communication channels connect the individual units. The long interconnect between
the units 1 and 3 can cause timing violation. (b) A simple wire pipelining strategy that
inserts a relay station (unit 4) between units 1 and 3 can solve the timing violation
problem. Relay stations are essentially the clocked buffer with storage capacity [27].

Because of the latency mismatch, there can be data losses. The latency insensitive

protocol allows a system with arbitrary communication latencies between different

units to function properly. It uses a signaling scheme that directs a unit to stall

through back pressure [22] [27]. Stallability property can be realized through clock

gating for any number of clock cycles while holding its internal state [23] [27]. In a

latency insensitive system, data exchanged by the units can be marked as informative

(or valid) data and non-informative (or void) data. When any of its input data is

not available, a unit is stalled and in that situation, non-informative or void data is

supplied to the output port of the stalled unit [23] [22] [27] [43].

We shall use the system in Fig. 4.1(b) to demonstrate the stalling mechanism.

Each communication channel is associated with a queue. First, we assume that every

channel has a minimum size buffer queue, i.e., it can store only one piece of data at a

time. We show a sequence of informative and non-informative data produced by the
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Table 4.1.: Progressive trace of the LIS from Fig. 4.1 with minimum size buffer queues,
unlimited buffer queues and optimized queues.

Cycle
Circuit/relay station unit

Minimum Unlimited Optimized
no. 1 2 3 4 1 2 3 4 1 2 3 4

1 1 1 1 τ 1 1 1 τ 1 1 1 τ
2 2 2 τ 1 2 2 τ 1 2 2 τ 1
3 3 τ 2 2 3 3 2 2 3 3 2 2
4 τ 3 3 3 4 4 3 3 4 4 3 3
5 4 4 4 τ 5 5 4 4 5 5 4 4

units 1, 2, 3, and 4 in the LIS, called progressive trace [23] [22] in Table 4.1 under the

block labeled “Minimum queues” for the first five cycles. The integer value i in the

table is the i-th piece of informative data being produced by the circuit unit when

(i− 1)-th informative data are fed into it. Relay station samples data from the input

channel at every clock cycle and passes it to the output channel. We assume that the

primary inputs can always supply data to unit 1 and the primary outputs can always

consume data produced by unit 3.

Assume that units 1, 2, and 3 have valid data at their input channels, they produce

their first informative data in the first clock cycle. On the other hand, unit 4, as a relay

station, does not have informative data in its input channel and therefore provides

non-informative data (denoted as τ) to its output channel in the first cycle. Because

of the non-informative data in the communication channel from unit 4 to unit 3, unit

3 would be stalled in clock cycle 2. In clock cycle 3, unit 2 is stalled since its output

channel is already filled with data generated by the same unit in the previous cycle

but not yet consumed by unit 3. This in turn would stall unit 1 in clock cycle 4. In

cycle 5, units 1, 2, and 3 produce the 4th piece of data while unit 4 provides non-

informative data. The behavior of the units repeats every 4 cycles. The throughput

of the LIS with minimum queues is 3/4 or 0.75 as only three sets of informative data

are generated in every four clock cycles.
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The throughput can be restored to 1 when the communication channels have

unlimited or infinite queues. The progressive trace of such a system is shown in

Table 4.1 under the block labeled “Unlimited queues”. The behavior of the system

with unlimited queues is identical to that of the system with minimum queues in

the first two clock cycles. However, in clock cycle 3 and beyond, unit 1 and unit 2

would keep producing informative data as their output channels have infinite queue

capacity, and units 3 and 4 are always one cycle behind units 1 and 2. Other than

the first two clock cycles, the primary outputs receive one piece of informative data

every cycle.

Although infinite queues provide a sufficient condition for the throughput of a

latency insensitive system to be optimal, it is not necessary to have infinite queues

for optimal throughput. For the system in Fig. 4.1(b), the optimal throughput can

also be achieved with two queue buffers for the channel between units 2 and 3, while

other channels have minimum queues. For the purpose of synchronization, the first

stalling of unit 3 effectively screens out the non-informative data forwarded by the

relay station. If there is only one buffer in the channel between units 2 and 3, unit 2

must be stalled to prevent loss of data. However by having two buffers in the output

channel, unit 2 can now continue to produce informative data. Since unit 2 never

stalls, unit 1 also never stalls. Therefore, the behavior of this system is identical

to that of the system with unlimited queues, as shown in the progressive trace in

Table 4.1 under the block labeled “Optimized queues”.

To formally capture the relationship between throughput performance and buffer

queue sizing of a latency insensitive system, two graph models have been introduced

in [22] [43]. An LIS can be modeled by a lis-graph Gl(V,E,w), which is a weighted

connected directed graph where V is the set of all circuit and relay station units.

(vi, vj) ∈ E refers to the communication channel from unit vi to unit vj, and is called

a channel edge. w(vi, vj) ∈ {0, 1} and the weights of all outgoing edges of a relay

station unit are 1, or equivalently w(vi, vj) is 1 if vi is a relay station and 0 otherwise.

Example of an lis-graph is shown in Fig. 4.2.
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Fig. 4.2.: An example lis-graph Gl(V,E,w) [22]. The graph is constructed by nodes
that represent both circuit and relay station units. Directed edges represent commu-
nication channels that connect various units. The weights of all outgoing edges of a
relay station are 1, for other edges the weight is 0.

Fig. 4.3.: Extended lis-graph Ge(V,Ee, we) for the example lis-graph in Fig. 4.2 [22].
Extended lis-graph is a weighted connected directed graph by adding into its lis-graph
Gl(V,E,w) a mirror edge (vj, vi) (to represent back pressure) with weight w(vj, vi) =
1−Q(vi, vj)−w(vi, vj) for every channel (vi, vj) ∈ E. Q(vi, vj) is the buffer queue size
of the communication channel (vi, vj). In the example, all channels have minimum
number of buffers (i.e. one) except the channel (v7, v4), which has two buffers.

To model the queue size of a latency insensitive system, an extended lis-graph [22]

is defined as follows. An extended lis-graph Ge(V,Ee, we) of an lis-graph Gl(V,E,w)
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is a weighted connected directed graph by adding into its lis-graph a mirror edge

(vj, vi) (to represent back pressure) with the following weight.

w(vj, vi) = 1−Q(vi, vj)− w(vi, vj), (4.1)

for every channel (vi, vj) ∈ E. Q(vi, vj) is the buffer queue size of the communication

channel (vi, vj). For a minimum size buffer queue channel (i.e. one buffer), the mirror

edge weight is exactly the opposite of the channel edge weight, in the extended lis-

graph. Fig. 4.3 shows an extended lis-graph for the corresponding lis-graph in Fig. 4.2.

In the extended lis-graph, all channels have minimum number of buffers except the

channel (v7, v4), which has two buffers [22].

4.1.1 Throughput of a latency insensitive system

As more relay stations are added, more void data may begin to circulate in the

system, thereby degrading the throughput performance. However, the throughput

performance can be improved by allocating buffers to hold informative or valid data

already generated by the source unit but not yet consumed, as demonstrated with

the example in Fig. 4.1. A strong correlation therefore exists between the size of

buffer queues and the throughput performance as having a larger queue would allow

the system to keep producing the informative data and minimize stalling of circuit

blocks. A larger queue, however, comes at the cost of area overhead and routing

bottleneck.

In the extended lis-graph Ge, consider w(C) =
∑

e∈C w(e) and τ(C) to denote

respectively the total edge weight and total number of edges of a cycle C. The cycle

mean of C, denoted as λ(C), is defined as follows:

λ(C) =
w(C)

τ(C)
, (4.2)
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which is the total edge weight of the cycle divided by the number of edges. The

maximum cycle mean λ∗ of Ge is defined as λ∗(Ge) = maxC∈C(λ(C)) where C is the

set of all cycles in G. The cycle which has the maximum cycle mean is the maximum-

mean cycle. (Note that for a graph that has no cycles, the maximum cycle mean is

by definition −∞ [1].) Assuming that there exists some non-negative weight cycle in

Ge, the maximum possible throughput of an LIS is [43]

1− λ∗(Ge). (4.3)

For an LIS with unlimited queues, it is possible that all cycles in Ge are negative.

In order to handle such cases, the maximum possible throughput of an LIS can be

expressed more generally as:

1−max(0, λ∗(Ge)). (4.4)

Computing the maximum cycle mean is very similar to computing the minimum cycle

mean, for which many efficient algorithms exist [1] [2] [14] [18].

Fig. 4.4.: The cycle C3 (dashed edges) has no mirror edges. Its cycle mean would
therefore limit the throughput of the system [22]. Mean of the cycles C1 (i.e.
v1, v2, v3, v4, v8, v1) and C2 (i.e. v1, v2, v3, v4, v5, v6, v7, v8, v1) are more than the mean
of cycle C3. Their means can be lowered by increasing number of buffers by one for
the channel (v1, v8) (bold edge), which is actually the optimal choice for this example.
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4.2 Buffer queue sizing for performance optimization

The expression in (4.4) suggests that to improve the throughput performance of

an LIS, we may size the buffer queues in the communication channels of an LIS in

order to change the weights of the corresponding mirror edges, and therefore reduce

the maximum cycle mean of the corresponding Ge. Let us first analyze how far we can

push the performance of a latency insensitive system by proper buffer queue sizing.

For an LIS with unlimited queues, we can in fact express its maximum possible

throughput in terms of the maximum cycle mean of the corresponding lis-graph as

follows:

1−max(0, λ∗(Gl)), (4.5)

which is very similar to (4.4). It has been discussed in [22] that the maximum cycle

mean of an extended lis-graph can never be smaller than that of the corresponding lis-

graph. In other words, no matter how we size the buffer queues in the communication

channels of an LIS and therefore change the weights of the mirror edges in its extended

lis-graph Ge,

1−max(0, λ∗(Ge)) ≤ 1−max(0, λ∗(Gl)).

The maximum cycle mean of the lis-graph therefore imposes a performance limit that

could be reached by buffer queue sizing.

To explain this through an example, we redraw Fig. 4.3 in Fig. 4.4 where some

of the edges have been highlighted. We also note the following cycles with positive

means:

• C1 = (v1, v2, v3, v4, v8, v1), λ(C1) = 2/5 = 0.4;

• C2 = (v1, v2, v3, v4, v5, v6, v7, v8, v1), λ(C2) = 3/8 = 0.375;
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• C3 = (v4, v5, v6, v7, v4), λ(C3) = 1/4 = 0.25;

• C4 = (v4, v5, v6, v7, v8, v4), λ(C4) = 1/5 = 0.20;

• C5 = (v1, v2, v3, v4, v7, v8, v1), λ(C5) = 1/6 = 0.167.

Out of all the preceding five cycles, C3 (dashed edges) is the only cycle without

mirror edges, i.e., this is a cycle of only channel edges and it is also present in the

lis-graph. Therefore, the maximum throughput that one could possibly get from the

system is (1− 0.25) or 0.75. There are two cycles C1 and C2 whose means are more

than the mean of the cycle C3. To improve the overall throughput, we must lower

the means of these two cycles.

For cycle C1, we can increase from one to two the buffer numbers of either channel

(v8, v4) or channel (v1, v8) to make λ(c1) = 0.2. For the cycle C2, we can increase from

one to two the number of buffers of channel (v1, v8) in order to reduce λ(C2) to 0.25.

Therefore, to lower both λ(C1) and λ(C2), we can increase either buffer queue sizes of

both (v8, v4) and (v1, v8), which will cost us two buffers, or buffer queue size of only

(v1, v8), which will cost us only one buffer. That was the motivation for the original

work on the problem of buffer queue sizing for throughput performance optimization

in [22].

The buffer queue sizing problem in [22] considered two types of constraints,

namely, the performance constraints and the physical design constraints. The perfor-

mance constraints deal with the system throughput that is to be maximized and the

physical design constraints are essentially the regional buffer constraints that restrict

the number of buffers that can be inserted in the respective regions. We first discuss

the performance constraints.
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4.2.1 Performance constraints

Going by the definition of maximum cycle mean [3] [1], If the maximum cycle

mean (i.e. λ∗(Ge) or λ∗ in short) is subtracted from every edge in Ge, it would make

all cycles negative except the maximum-mean cycles. A maximum-mean cycle turns

into a zero-weight cycle after such subtraction.

Since there are no positive cycles in the graph, all longest path distances (from an

arbitrary source node) are valid. We can therefore write the following two constraints

respectively for a channel edge (vi, vj) and its mirror edge (vj, vi) [22].

r(vj)− r(vi) ≥ w(vi, vj)− λ∗, ∀(vi, vj) ∈ E, (4.6)

r(vi)− r(vj) +Q(vi, vj)− 1 ≥ −w(vi, vj)− λ∗,∀(vi, vj) ∈ E. (4.7)

Here, r(vi) and r(vj) are respectively the longest path distances (from an arbitrary

source node) to nodes i and j. By replacing Q(vi, vj) − 1 with q(vi, vj), we re-write

(4.7) as follows:

r(vi)− r(vj) + q(vi, vj) ≥ −w(vi, vj)− λ∗,∀(vi, vj) ∈ E, (4.8)

where q(vi, vj) is the number of buffers inserted in addition to the minimum buffer

size of 1 for channel (vi, vj). A graph that represents the longest path constraints in

(4.6) and (4.8) is shown in Fig. 4.5.

In a valid queue sizing solution, q(e) for channel edge e is a non-negative integer

value, i.e.,

q(e) ∈ Z≥,∀e ∈ E, (4.9)
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Fig. 4.5.: The graph captures the longest path constraints (4.6) and (4.8). r(vi) and
r(vj) are respectively the longest path distances to nodes i and j.

where Z≥ is the set of non-negative integers. The constraints in (4.6) and (4.8)

involve variables that are integers (q(e)) and variables that are real (r(v)); these are

mixed-integer linear constraints.

4.2.2 Physical design constraints

As the insertion of relay stations is performed in the physical design stage, there

may be very little room available for buffer insertion. At this stage of the design, the

layout of a system is almost fixed, with only some regions reserved for buffer insertion.

Each candidate buffer region has a limited capacity and is shared by several channels

that pass through it. This is captured by the following regional buffer constraints [22]:

∑
m(e)=cbt

q(e) ≤ C(cbt),∀cbt ∈ CB, (4.10)

where CB is the set of candidate buffer regions; m : E → CB is the mapping of

channel edges to candidate buffer regions, i.e., m(e) = cbt if channel e passes through

candidate buffer region cbt; and C(cbt) is the maximum number of buffers that can

be inserted in cbt.
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4.2.3 A binary search for the maximum throughput

In the problem of buffer queue sizing for optimizing throughput performance,

the objective is to maximize the throughput (1−max(0, λ∗)), which is equivalent to

minimize the maximum cycle mean λ∗. The mixed-integer linear program (MILP)

formulation is as follows [22]:

Minimize λ∗, (4.11)

subject to (4.6), (4.8), (4.9), and (4.10).

However, solving this formulation directly with an MILP solver has been found

to be very inefficient [22]. Instead, a binary search framework can be used as follows:

For every λ∗ under consideration in the binary search, the feasibility of the constraints

in (4.6), (4.8), (4.9), and (4.10) can be checked using an MILP solver. Instead of just

checking for the feasibility of these constraints, the binary search approach in [22]

solved the following MILP for each λ∗ under consideration in order to minimize the

cost of buffering:

Minimize
∑
e∈E

q(e), (4.12)

subject to (4.6), (4.8), (4.9), and (4.10). The approach is detailed in the pseudocode

Binary search for maximum throughput [22] below.

The binary search for λ∗ is performed within a range [λ∗min, λ
∗
max] = [λ∗(Gl), λ

∗(Ge,min)].

Here, λ∗(Gl) is the minimum possible value of λ∗, which is equivalent to the through-

put of the LIS with unlimited buffer queues, and λ∗(Ge,min) is the maximum possible

value of λ∗, which is equivalent to the throughput of the LIS with minimum buffer

queues. For every λ∗tgt under consideration in the binary search, we solve for (4.12)

subject to the constraints in (4.6), (4.8), (4.9), and (4.10) with an MILP solver. If

λ∗tgt is feasible, λ∗max is lowered to λ∗tgt as we have found a higher lower bound of the

throughput; otherwise, λ∗min is raised to λ∗tgt as we have found a more realistic up-
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Binary search for maximum throughput ( [22])
Input : Gl(V,E,w), CB, C(cbt) ∀cbt ∈ CB, m(e) ∀e ∈ E, PREC
Output: λ∗

1 /* Initialization */
2 λ∗max = λ∗(Ge,min), λ∗min = λ∗(Gl), λ

∗
tgt = λ∗min

3 /* Binary search for maximum throughput */
4 while (λ∗max − λ∗min ≥ PREC)
5 /* Call the MILP solver for buffer queue sizing */
6 solve (4.12) subject to (4.6), (4.8), (4.9), and (4.10) for the target λ∗tgt
7 if(λ∗tgt is feasible)

8 λ∗max = λ∗tgt
9 else

10 λ∗min = λ∗tgt
11 end if
12 λ∗tgt = (λ∗max + λ∗min)/2

13 end while
14 λ∗ = λ∗max

per bound of the throughput. The binary search terminates when the gap between

λ∗max and λ∗min is within the user-specified precision PREC. Although the pseudocode

does not show it, a feasible buffer sizing solution is a by-product of the optimization

process.

4.2.4 A minor improvement

One may realize that it is only important to solve the MILP formulation (4.12)

subject to (4.6), (4.8), (4.9), and (4.10) exactly when there is chance for the λ∗tgt under

consideration to be feasible. We propose a minor improvement to the binary search

framework as follows. Instead of solving an MILP, we solve a relaxed linear program

(LP) (4.12), subject to (4.6), (4.8), (4.10), and q(e) ≥ 0 ∀e ∈ E, where the last

constraint replaces the integer constraint (4.9). If the relaxed LP formulation is not

feasible for the λ∗tgt under consideration, the tighter MILP formulation is also infeasi-

ble. Only when the relaxed LP formulation is feasible for the λ∗tgt under consideration,

we attempt to solve the MILP formulation to check for its feasibility. Compared to

an MILP formulation, an LP formulation can be solved in polynomial time [24]. The

pseudocode Binary search for maximum throughput (our implementation
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of [22]) below incorporates this improvement. Again, a feasible buffer sizing solution

is a by-product of the optimization process.

Binary search for maximum throughput (our implementation
of [22])

Input : Gl(V,E,w), CB, C(cbt) ∀cbt ∈ CB, m(e) ∀e ∈ E, PREC
Output: λ∗

1 /* Initialization */
2 λ∗max = λ∗(Ge,min), λ∗min = λ∗(Gl), λ

∗
tgt = λ∗min

3 /* Binary search for maximum throughput */
4 while (λ∗max − λ∗min ≥ PREC)
5 /* Call the LP solver for feasibility check */
6 check feasibility of λ∗tgt by solving for (4.12) subject to (4.6), (4.8), and (4.10) with q(e) ≥ 0 ∀ e ∈ E
7 if(λ∗tgt is feasible)

8 /* Call the MILP solver for buffer queue sizing */
9 solve (4.12) subject to (4.6), (4.8), (4.9), and (4.10) for the target λ∗tgt

10 if(λ∗tgt is feasible)

11 λ∗max = λ∗tgt
12 else
13 λ∗min = λ∗tgt
14 end if
15 else
16 λ∗min = λ∗tgt
17 end if
18 λ∗tgt = (λ∗max + λ∗min)/2

19 end while
20 λ∗ = λ∗max

4.3 Proposed buffer queue sizing algorithm

In the solution by [22] presented in Section 4.2.3, the main bottleneck lies in

solving the MILP formulation. There is no known polynomial time algorithm for

solving MILP [24]. In this work, we propose to solve the buffer queue sizing problem

indirectly by solving a graph optimization problem. It involves solving a different form

of buffer queue sizing problem, which is related to a graph optimization problem.
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4.3.1 A new form of buffer queue sizing problem

Let us first present this new form of buffer sizing problem. We re-write (4.8) as

follows:

r(vi)− r(vj) ≥ −w(e)− λ∗ − q(e),∀e = (vi, vj) ∈ E. (4.13)

In this new form of buffer sizing problem, we assume that each channel e allows

at most qm(e) buffers on it, in addition to the minimum queue size of 1 buffer. In

other words, q(e) ≤ qm(e). We can therefore include qm(e) in (4.13) as follows:

r(vi)− r(vj) ≥ −w(e)− λ∗ − qm(e),∀e = (vi, vj) ∈ E. (4.14)

(4.14) basically captures the fact that at the outset we want to assign maximum

number of buffers to every channel e. As we are in general more familiar with a

shortest path formulation, we also convert the longest path formulation to a shortest

path formulation by negating (4.6) and (4.14) to obtain

r(vi)− r(vj) ≤ −w(e) + λ∗,∀e = (vi, vj) ∈ E, (4.15)

r(vj)− r(vi) ≤ w(e) + λ∗ + qm(e),∀e = (vi, vj) ∈ E. (4.16)

The variable r(v) now denotes the shortest path distance to node v instead of

the longest path distance from an arbitrary source node. A graph that represents

the shortest path constraints in (4.15) and (4.16) is shown in Fig. 4.6. As we have

negated (4.6) and (4.14) the directions of the edges are opposite of those in Fig. 4.5.

In other words, an edge (vi, vj) in Fig. 4.5 (and in Ge) becomes an edge (vj, vi) in

Fig. 4.6.
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Fig. 4.6.: The graph captures the shortest path constraints (4.15) and (4.16). r(vi)
and r(vj) are respectively the shortest path distances to nodes i and j. The directions
of the edges are opposite to those in Ge and Fig. 4.5.

In this new form of buffer queue sizing problem, we want to remove as many

buffers from each channel edge e. Let λp(e), 0 ≤ λp(e) ≤ qm(e) and λp(e) ∈ Z≥,

denotes the number of buffers we may remove from channel edge e.

r(vj)− r(vi) ≤ w(e) + λ∗ + qm(e)− λp(e), ∀e = (vi, vj) ∈ E. (4.17)

In the new buffer queue sizing problem, we want to maximize
∑

e∈E λp(e), subject

to the constraints that 0 ≤ λp(e) ≤ qm(e), λp(e) ∈ Z≥, and shortest path con-

straints (4.15) and (4.17).

Fig. 4.7.: The parameterization of the graph in Fig. 4.6 by including a parameter
λp(e) on the mirror edge of channel edge e. The parameter λp(e) is to be maximized
in the minimum balance problem.
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4.3.2 A parametric graph and its minimum balance

We can view the graph that models the shortest path constraints (4.15) and (4.17)

(Fig. 4.7) as a parameterization of the graph that models the shortest path con-

straints (4.15) and (4.16) (Fig. 4.6). Every mirror edge of a channel edge e has a

parameter λp(e) that is to be optimized.

For a given throughput λ∗ and the maximum buffer queue sizes of all commu-

nication channel qm(e), ∀e ∈ E, let G
(λ∗,qm)
pe (V,Epe, wpe, Eupe, wupe) denote the para-

metric graph obtained from a lis-graph Gl(V,E,w). For every channel edge (vi, vj)

in E, there is a parameterized edge (vi, vj) in Epe that has an associated weight

wpe(vi, vj) = w(vi, vj) + λ∗ + qm(vi, vj) and a parameter λp(vi, vj), such that the pa-

rameterized weight of the edge is wpe(vi, vj)−λp(vi, vj). It also has a un-parameterized

edge (vj, vi) in Eupe that has an associated weight wupe(vj, vi) = −w(vi, vj) + λ∗.

For such a parametric graph, the problem of finding the minimum balance of the

graph is related to the new buffer queue sizing problem presented in the preceding

subsection. The minimum balance problem is that of finding λp(e), e ∈ Epe, by

simultaneously maximizing λp(e) for all edges without creating any negative cycle [3]

[14].

Consider a generic parametric graph (not derived from a lis-graph) in Fig. 4.8(a),

where every edge e has a numeric weight and a parameter λe. To find the minimum

balance of the graph, i.e., the maximum λe for each edge e without inducing a negative

cycle, we find a minimum-mean cycle (the cycle that has the minimum cycle mean

or MCM) and assign the minimum cycle mean to all edges in that cycle. For a

parametric graph, the mean of a cycle is obtained by dividing the sum of edge weights

by the number of parameterized edges in the cycle, and the MCM is the minimum

of all cycle means in the graph. The minimum cycle mean of 1+2+3+3+1
5

= 2 is from

cycle C1. Therefore, λ(e) = 2 for e ∈ E(C1). Otherwise, C1 would turn negative

for larger λe. Now, all edges have their weights reduced by 2. Moreover, all edges

in C1 now lose their parameters λe since they have been found (see Fig. 4.8(b)).
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Fig. 4.8.: (a) Every edge in the graph has a parameter λe. Largest value of λe for
e ∈ E(C1) is 2, since beyond that value cycle C1 is negative. (b) Given that λe = 2
for e ∈ E(C1), largest value of λe for e ∈ E(C2) and /∈ E(C1) is 3, since beyond that
value cycle C2 is negative. (c) Minimum-balanced graph.

Next, we find the next minimum-mean cycle C2, which has a minimum cycle mean

of 4+0+2+(−1)+(−1)
4

= 1; the denominator is 4 because four out of the five edges in C2

are parameterized. Since all the edge weights have been reduced by 2 earlier because

of C1, λe = 3 for e ∈ E(C2) and /∈ E(C1). Fig. 4.8(c) shows the minimum-balanced

graph where every edge (e) has got its weight downshifted by λe (from its original

numeric weight).

The minimum balance problem is related to the new buffer queue sizing problem as

follows. First, a valid solution to that problem, λp(e), ∀e ∈ E must satisfy the shortest

path constraints (4.15) and (4.17). In other words, a feasible assignment of λp(e) must

not introduce negative cycles in the corresponding graph in Fig. 4.7. A minimum

balance solution of the parametric graph G
(λ∗,qm)
pe meets that requirement. Second, the

minimum balance solution of the parametric graph G
(λ∗,qm)
pe simultaneously maximizes

λp(e). If λp(e) is non-negative and not larger than qm(e), the number of buffers

allocated to the channel edge e, i.e., qm(e)− λp(e) is minimized.
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However, a conventional minimum balance solution of the parametric graphG
(λ∗,qm)
pe

may not have integer values and do not fall in the valid range [0, qm(e)]. This calls for

an integer variant of the minimum balance solution for the new buffer queue sizing

problem.

4.3.3 An integer variant of minimum balance: Iterative reduction of

buffer queue sizes

As illustrated in Fig. 4.8, a conventional process of performing minimum balance

of a parametric graph is an iterative approach that involves two main operations [3]

[14]. In each iteration, the first operation computes the minimum cycle mean [1]

[2] [14]. The second operation then subtracts the minimum cycle mean from all

parameterized edges in the graph. As a minimum-mean cycle is now a zero-weight

cycle, all parameterized edges in a minimum-mean cycle are un-parameterized. The

iterative process continues until all edges are without parameters.

In our integer-variant minimum balance algorithm, we still compute the MCM.

However, our goal is not to reduce a minimum-mean cycle to zero-weight cycle but

rather to remove buffers iteratively as much as possible from every channel without

turning any cycle negative. Let λc be the MCM computed in the current iteration

and qr(e) is the number of buffers left for the channel e. Note that the initial value of

qr(e) is qm(e). As λc is in general a real number and buffer queue sizes are integers,

the number of buffers we can remove from a channel e is only min(qr(e), bλcc).

As λc is the MCM, the following inequality is satisfied:

r(vj)− r(vi) ≤ w(e) + λ∗ + qm(e)− λc,∀e = (vi, vj) ∈ E. (4.18)

Therefore, ∀e = (vi, vj) ∈ E, the inequality below must also be satisfied:

r(vj)− r(vi) ≤ w(e) + λ∗ + qr(e)−min(qr(e), bλcc). (4.19)
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In other words, no negative cycles are introduced in the parametric graph.

Therefore, we can decrement qr(e) and the edge weight wpe(e) by min(qr(e), bλcc).

If that results in qr(e) being zero, we have removed all buffers from the channel. In

that case, we un-parameterize the parameterized edge e = (vi, vj) in the updated

graph.

However, it is possible that min(qr(e), bλcc) is zero. That happens when λc is

less than 1. The implication of this is that we cannot remove buffers from any of the

channels in the graph, and therefore cannot update the edge weights of parameterized

edges. As there are no changes in the graph in the current iteration, the next iteration

will produce the same outcome – an MCM less than 1 and no changes in the graph.

This issue is illustrated in Fig. 4.9.

Fig. 4.9(a) is an example of a parametric graph G
(λ∗,qm)
pe after a few iterations

down the run of the algorithm. The numeric weights of all edges are shown and each

parameterized edge is shown with a short vertical bar that crosses the edge. We also

show in a table the number of buffers left for the channels, denoted by qr. Note that

a numeric value of “0” does not imply the channel has no buffers as each channel

always has a minimum buffer size of 1. The minimum-mean cycle is highlighted in

red color. As the MCM is 0.8 in the current iteration, we cannot remove any buffers

from the channels (and therefore make no changes to the graph).

To resolve this issue, a parameterized edge with the smallest qr in the minimum-

mean cycle is selected and un-parameterized. In this example, the edge (v2, v3) is

un-parameterized. What this essentially means is that, at this point, we assume that

the algorithm has reached the smallest buffer size for that channel, thereby allowing

us to un-parameterize the edge. As we have modified the graph to have one fewer

parameterized edge, the MCM in the next iteration will be higher, as demonstrated in

Fig. 4.9(b). The MCM is now 2.4, which allows us to remove buffers in the remaining

parameterized edge (v4, v3). The removal of buffers is not shown in this example, but

will be demonstrated in Fig. 4.10 in the next subsection.
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Of course, having an MCM value 1 or greater does not necessarily mean that

buffers can be removed from the channels. Whenever there is no change to the

weights of parameterized edges, i.e., no buffers are removed, we would select and

un-parameterize a parameterized edge. It is possible that there are multiple parame-

terized edges in the minimum-mean cycle with the same minimum number of buffers.

In that case, one such parameterized edge is selected randomly and un-parameterized.

4.3.4 Illustration of the algorithm through an example

Let us now illustrate the proposed algorithm through the LIS in Fig. 4.1(b). In

Fig. 4.10(a), we show the parametric graph G
(λ∗,qm)
pe , where each parameterized edge is

shown with a short vertical bar crossing the edge. The numeric weights of the edges in

the parametric graph are obtained based on the original edge weights in the lis-graph,

the respective qm(e) values in the table in Fig. 4.10(a), and λ∗ = 0.2. For example,

w(v1, v2) = 0 in the lis-graph as v1 is a circuit block; therefore, the parameterized

edge (v1, v2) has a weight of w(v1, v2) + λ∗ + qm(v1, v2) = 0 + 0.2 + 1 = 1.2, and the

un-parameterized edge (v2, v1) has a weight of −w(v1, v2) + λ∗ = 0 + 0.2 = 0.2. As v4

is a relay station, w(v4, v3) = 1 in the lis-graph; hence, the parameterized edge (v4, v3)

has a weight of w(v4, v3)+λ∗+qm(v4, v3) = 1+0.2+3 = 4.2, and the un-parameterized

edge (v3, v4) has a weight of −w(v4, v3) + λ∗ = −1 + 0.2 = −0.8.

All channels are initially assigned the maximum allowable buffers (in addition to

the minimum buffer queue size of 1), i.e., qr(e) = qm(e), ∀e ∈ E. The minimum-mean

cycle is identified using red colored edges, and the corresponding MCM is λc = 1.4.

As min(qr(e), bλcc) = 1 for each parameterized edge e, we can remove one buffer from

each channel as shown in the table in Fig. 4.10(b). The weight of each parameterized

edge is also decremented by 1 accordingly. Moreover, as there are no more buffers

left to be removed from channels (v1, v2) and (v1, v4), they are un-parameterized as

shown in the resultant graph in Fig. 4.10(b).
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We again apply the MCM algorithm on this new graph. Since the MCM is now less

than 1, we cannot remove buffers from any of the parameterized edges. To continue

the algorithm, a parameterized edge in the minimum-mean cycle (red colored edges)

that has the lowest qr is un-parameterized. That would be the edge (v2, v3), as shown

in the resultant graph in Fig. 4.10(c). This is in fact the example shown in Fig. 4.9

(see the preceding subsection for more details).

Running the MCM algorithm again on the graph in Fig. 4.10(c) yields the MCM

of λc = 2.4. As min(qr(v4, v3), bλcc) = 2, we can decrement both qr(v4, v3) and

wpe(v4, v3) by 2. Since there are no more buffers left in this channel, (v4, v3) is un-

parameterized. The final graph is shown in Fig. 4.10(d). As there are no more

parameterized edges in the graph, the buffer sizing algorithm terminates. The final

buffer queue sizing solution inserts only one additional buffer in channel (v2, v3) (on

top of the minimum buffer queue size of 1). Each of the remaining channels has

minimum buffer queue size of 1. This is in fact the optimal cost for this example.

4.3.5 Implementation detail

The pseudocode Buffer queue sizing algorithm provides the details of the

proposed approach. Given a lis-graph, a target performance λ∗, and upper bounds on

buffer queue sizes qm, the algorithm first constructs the corresponding parameterized

graph G
(λ∗,qm)
pe (V,Epe, wpe, Eupe, wupe). Each channel e is then initialized with qr(e) =

qm(e) buffers (in addition to the minimum queue size of 1). While there exists a

parameterized edge in G
(λ∗,qm)
pe , the algorithm performs a round of MCM calculation

and graph update. An mcm algorithm is invoked to calculate the minimum cycle

mean λc and also to find the corresponding minimum-mean cycle C. The algorithm

then attempts to remove buffers and update the edge weight associated with every

parameterized edge e using min(qr(e), bλcc). When the residual buffer queue size qr(e)

of a parameterized edge e becomes 0, e is un-parameterized. If the current round of
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Buffer queue sizing algorithm
1 buffer queue sizing(Gl(V,E,w), λ∗, qm)

2 Construct G
(λ∗,qm)
pe (V,Epe, wpe, Eupe, wupe)

3 qr = qm
4 while |Epe| > 1 do

5 [λc, C] = mcm algorithm(G
(λ∗,qm)
pe )

6 buffers removed flag = 0
7 for every edge (vi, vj) in Epe do
8 if min(qr(vi, vj), bλcc) 6= 0 do
9 buffers removed flag = 1

10 /* buffers to be removed */
11 qr(vi, vj) = qr(vi, vj)−min(qr(vi, vj), bλcc)
12 wpe(vi, vj) = wpe(vi, vj)−min(qr(vi, vj), bλcc)
13 if qr(vi, vj) == 0 do
14 /* un-parameterize the edge if no buffers left in channel */
15 Epe = Epe − (vi, vj)
16 Eupe = Eupe + (vi, vj)
17 end if
18 end if
19 end for
20 if buffers removed flag == 0 do
21 /* buffers not removed */
22 /* find a parameterized edge with lowest qr in C */
23 find (vi, vj) = argmine∈Epe∩C(qr(e))

24 /* un-parameterize the edge with lowest qr in C */
25 Epe = Epe − (vi, vj)
26 Eupe = Eupe + (vi, vj)
27 end if
28 end while
29 return qr
30 end buffer queue sizing

graph update does not remove any buffers, a parameterized edge in the minimum-

mean cycle C with the lowest residual buffer queue size qr is un-parameterized.

Although any MCM algorithms from [1] [2] [14] [18] can be used to implement

the mcm algorithm in the pseudocode, we have chosen to use the Young-Tarjan-

Orlin (YTO) algorithm from [14] because of its efficiency, as observed in [7] [37]. Our

implementation of the YTO algorithm uses binary heap and has a time complexity

of O(|V ||Eupe + Epe| log |V |) [7]. As |E| = |Eupe| = |Epe| for the initial G
(λ∗,qm)
pe , the

time complexity of mcm algorithm is effectively O(|V ||E| log |V |).

The main contributor to the time complexity of the proposed buffer queue sizing

algorithm is the iterative invocation of the mcm algorithm. As we un-parameterize

at least one parameterized edge in each iteration, the overall time complexity of the

proposed algorithm is O(|V ||E|2| log |V |).
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4.4 Proposed throughput optimization algorithm

In the formulation of the new buffer queue sizing problem, we assume an upper

bound on the number of buffers for a channel, i.e., qm(e) for channel e. However, the

original formulation of the buffer queue sizing problem in [22] has regional constraints

of buffers, i.e., C(cbt), and not the channel constraint qm(e). In order to apply the

proposed buffer queue sizing algorithm to solve the original problem, we have to

convert regional buffer constraints to channel constraints.

We do so by solving the relaxed LP formulation presented in Section 4.2.4. Solving

for (4.12), subject to (4.6), (4.8), (4.10), and q(e) ≥ 0 ∀e ∈ E gives an non-integer

buffer solution q(e) for each channel e that satisfies the regional buffer constraints.

Of course, the non-integer buffer solution, denoted as qLP (e), from the LP for-

mulation cannot be used directly. We use the following approximation to obtain an

initial guess on qm(e) for the proposed buffer queue sizing algorithm.

qm(e) = 1 + dqLP (e)e,∀e ∈ E. (4.20)

Even though these upper bounds on the buffer queue sizes may not meet the regional

constraint of buffers, they provide a good starting point for the buffer queue sizing

algorithm to find a good residual buffer queue sizing solution qr(e). Since we start

with initial bounds qm that may be infeasible, we must check for the feasibility of the

residual buffer queue sizing solution:

∑
m(e)=cbt

qr(e) ≤ C(cbt),∀cbt ∈ CB. (4.21)

If the constraints are not satisfied, we have to lower the target throughput perfor-

mance in search for a lower-cost buffer solution that meets the regional constraints.

We are now ready to present the proposed throughput optimization algorithm

in the following pseudocode, which is still based on the binary search framework

presented in Section 4.2.
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Proposed throughput optimization algorithm
Input : Gl(V,E,w), CB, C(cbt) ∀cbt ∈ CB, m(e) ∀e ∈ E, PREC
Output: λ∗, q(e) ∀ e ∈ E

1 /* Initialization */
2 λ∗max = λ∗(Ge,min), λ∗min = λ∗(Gl), λ

∗
tgt = λ∗min

3 /* Run binary search for maximum throughput */
4 while (λ∗max − λ∗min ≥ PREC)
5 /* Call the LP solver */
6 check feasibility of λ∗tgt and get qLP (e) by solving for (4.12) subject to (4.6), (4.8), and (4.10) with

q(e) ≥ 0 ∀ e ∈ E
7 if(λ∗tgt is feasible)

8 /* Run proposed buffer queue sizing algorithm */
9 for every channel edge e in E do

10 qm(e) = 1 + dqLP (e)e
11 end for
12 qr = buffer queue sizing(Gl, λ

∗
tgt, qm)

13 if (
∑
m(e)=cbt

qr(e) ≤ C(cbt), ∀cbt ∈ CB) /* regional buffer constraint (4.10) */

14 λ∗max = λ∗tgt
15 else
16 λ∗min = λ∗tgt
17 end if
18 else
19 λ∗min = λ∗tgt
20 end if
21 λ∗tgt = (λ∗max + λ∗min)/2

22 end while
23 λ∗ = λ∗max

We perform a binary search for the best system throughput attainable as in ap-

proach from [22]. A preliminary feasibility check of a particular λ∗tgt is performed by

solving a relaxed LP formulation, which also yields qLP if λ∗tgt is feasible for the re-

laxed problem. If λ∗tgt is feasible, the buffer queue sizing algorithm is called, using

qLP as a good guess of qm as in (4.20). If the residual buffer queue sizing solution

qr satisfies the regional buffer constraints, we have found a better throughput and

therefore, λ∗max is updated. If the relaxed LP formulation is infeasible or the resid-

ual buffer queue sizing solution does not satisfy the regional buffer constraints, we

have to update λ∗min in order to look for a lower throughput solution. The binary

search process terminates when the difference between λ∗max and λ∗min is less than a

user-specified precision level. Again, even though the pseudocode does not show it, a

buffer queue sizing solution that corresponds to the best throughput attainable is a

by-product of the optimization process.
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Further optimization (not shown in the pseudocode) is possible to remove more

buffers from the channels. One can do so by removing a buffer from a channel (and

also making updates to its parameterized edge weight) and checking for negative

cycles using Bellman-Ford algorithm [36] or the mcm algorithm used in this work.

If there are no negative cycles, the buffer can be removed safely. This can be repeated

for every parameterized edge e that has non-zero qr(e). As the final buffer queue sizing

solution usually has a low buffer count, the runtime for this further optimization is

insignificant.

4.5 Experimental results

We have implemented the MILP-based optimization approach from [22] (Sec-

tion 4.2.3), our minor improvement to it (Section 4.2.4), and the proposed through-

put optimization algorithm (Section 4.4) in C++. In these implementations, we have

used lp solve 5.5.2.5 [48] as the MILP solver and the LP solver. These implementa-

tions are evaluated on Intel(R) Xeon(R) CPU E5-2660 2.60 GHz Linux machine with

66GB of RAM.

We consider large size examples that represent the future system complexities [47]

for the evaluation of the proposed throughput optimization algorithm against the

original MILP-based approach and improved version. We vary the number of nodes

(i.e. the number of blocks) in the latency insensitive system from 400 to 9100. For

each combination of the number of blocks, the number of communication channels,

and the number of relay stations as shown in Table 4.2, we create a lis-graph randomly.

For each lis-graph, we randomly generate two sets of regional buffer constraints. One

set of regional buffer constraints is quite relaxed in that the attainable highest system

performance is closer to that of a system with unlimited buffer queue size. The other

set of regional buffer constraints is more stringent in that the attainable highest

system performance would degrade quite significantly. We essentially use a larger

value of C(cbt) in (4.10) for the relaxed constraints compared to the tight constraints.
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Table 4.2.: Details of lis-graphs used for the evaluation of various approaches.

Number of Number of Number of

blocks channels relay stations

LIS1 400 1600 100
LIS2 700 800 100
LIS3 1200 4800 300
LIS4 2000 8000 500
LIS5 2100 2400 300
LIS6 2800 11200 700
LIS7 3500 4000 500
LIS8 3600 14400 900
LIS9 4400 17600 1100
LIS10 4900 5600 700
LIS11 5200 20800 1300
LIS12 6000 24000 1500
LIS13 6300 7200 900
LIS14 7700 8800 1100
LIS15 9100 10400 1300

We first compare the proposed approach against the two MILP-based approaches

using lis-graphs with relaxed regional buffer constraints. The results in Table 4.3 are

obtained using PREC = 0.0001 as the level of precision to decide when to terminate

the binary search in all three approaches. The column labeled “TMQ” corresponds

to the throughput when the latency insensitive systems have minimum buffer queue

size of 1. The column labeled “TUQ” corresponds to the throughput when the latency

insensitive systems have unlimited buffer queue size. The column labeled “Nmin”

shows the minimum number of buffers a system must have. It is the same as the

number of channels in Table 4.2.

For each approach used to solve the throughput optimization problem, we show

the highest throughput performances attainable in the column labeled “TCQ”. The

numbers of additional buffers (on top of the minimum buffer queue of size 1) required

to attain the reported throughput performances are shown in the column labeled

“Nbuf”. For the two MILP-based approaches, Nbuf =
∑

e∈E q(e), whereas for the
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proposed approach, Nbuf =
∑

e∈E qr(e), based on the notation used in the respective

sections describing the approaches. The actual total number of buffers for each system

is Nmin+Nbuf =
∑

e∈E Q(e). As Nmin is same for all the three approaches, highlighting

Nbuf can more clearly demonstrate the quality of the solutions produced by the three

approaches. The two MILP-based approaches are equivalent; therefore, they share

the same “TCQ” and “Nbuf”.

The table also lists the runtimes taken to compute the solutions in the columns

labeled “Texec” for the three approaches. For the improved MILP-based approach, we

show the time taken by the LP solver, i.e., “Tlp”, and the time taken by the MILP

solvers, “Tmilp”. For the proposed approach, we show the time taken by the LP solver,

i.e., “Tlp”, and the time taken by the graph-based buffer queue sizing algorithm, i.e.,

“Tgraph”. The higher the “TCQ”. the better is the throughput; the lower the “Nbuf”,

the lower is the cost; the lower the “Texec”, the more efficient is the approach.

The two MILP-based approaches fail to produce solutions for two test cases LIS14

and LIS15, as indicted by “−−”, even after running the programs for a few days. For

the rest of test cases (LIS1–13), the solutions from the two MILP-based approaches

and the proposed approach have the same throughput performances. The buffer queue

sizing solutions have identical costs except for LIS1, where the proposed approach uses

one more buffer than the MILP-based approaches. As we may consider the solutions

that are available from the MILP-based approaches to be optimal, we observe that the

proposed approach also produces optimal throughput performances for all test cases

LIS1–13. As the regional buffer constraints are relatively relaxed, the throughput

performances for most test cases are exactly or close to TUQ (system performance

when queues are unlimited). The buffer queue sizing solutions from the proposed

approach are also close to being optimal.

The runtimes of the proposed approach remain scalable even when the size of the

lis-graph increases. On the other hand, the two MILP-based approaches see a sharp

increase in runtimes when the size of the lis-graph increases. As expected, the im-

proved MILP-based approach scales better than the original MILP-based approach
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from [22]. Based on Table 4.3, we may conclude that the proposed throughput opti-

mization algorithm is a scalable approach in producing solutions that are optimal or

close to optimal.

In order to obtain some results for LIS14 and LIS15, we also apply the improved

MILP-based approach on these two test cases with lower precision of PREC ∈

{0.001, 0.01, 0.1}. (We use the improved MILP-based approach because it is more

scalable than the original MILP-based approach.) Even with the lower precision, we

manage to obtain solution only when PREC = 0.1, as shown in Table 4.4. The

throughput performances, TCQ, obtained by the improved MILP-based approach at

PREC = 0.1 are not as good as the throughput performances obtained by the pro-

posed approach at a higher precision of PREC = 0.0001. As the throughput perfor-

mances are lower, the corresponding buffer queue sizing solutions have fewer buffers

compared to those obtained by the proposed approach at a higher precision.

We also apply the proposed approach to LIS14 and LIS15 at lower precision of

PREC ∈ {0.001, 0.01, 0.1}. As expected, the throughput degrades at lower precision.

(Note that we report TCQ with six decimal places in Table 4.4 to show more clearly the

degradation in throughput.) We also observe in Table 4.4 that at PREC = 0.1, the

solutions from the proposed approach have the same throughput and buffering cost

as those of the MILP-based approach. Again, the proposed approach is significantly

more efficient than the improved MILP-based approach. The results for LIS14 are

also a clear indicator that the proposed buffer queue sizing algorithm is a heuristic,

as the number of buffers increases from 33 to 34 even when the throughput drops

from 0.423836 to 0.423828.

We now present results for the test cases with tight regional buffer constraints.

As in Table 4.3, Table 4.5 reports the details of the solutions produced by the three

approaches for LIS1–15 using PREC = 0.0001. All three approaches produce solu-

tions that are of the same quality, in terms of throughput TCQ and buffer counts Nbuf .

As we may assume that the MILP-based approaches are optimal, the proposed algo-

rithm manages to also obtain optimal solutions for all test cases. We also observe in
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Table 4.5 that for very tight regional buffer constraints, it may not be always possible

to reach close to the maximum throughput performance. This can be attributed to

the fact that satisfying the regional buffer constraints would require one to sacrifice

the throughput performance as there is a direct trade-off involved.

When it comes to runtime performance, the proposed approach certainly still

scales better than the MILP-based approaches, although the advantage of the pro-

posed approach is no longer that pronounced as compared to the results in Table 4.3.

It is also interesting that the runtime performance of the MILP-based approaches for

the tight constraints (Table 4.5) is considerably better than for the relaxed constraints

(Table 4.3).

Summarizing the results from Table 4.3, Table 4.4, and Table 4.5, the proposed ap-

proach, which essentially combines an LP solver and a graph optimization algorithm,

always runs in reasonable time. Significant portion of the runtime in the proposed

approach goes to solving the LP formulation. One reason for the longer runtime is

that the LP solver is called for every target λ∗tgt, whereas the proposed graph algo-

rithm runs only when a particular λ∗tgt is found to be feasible. In fact, the runtimes for

the LP solver in the proposed approach and in the improved MILP-based approach

are similar. In other words, the scalability of the proposed approach stems from the

advantage of the graph-based optimization over an MILP solver.

One may argue that the scalability is not a direct result of switching from an

MILP formulation to a graph formulation; rather, it is the new form of buffer queue

sizing problem in Section 4.3.1 that contributes to the efficiency of the proposed

approach. Recall that we convert the regional buffer constraints proposed in the

formulation in [22] into the channel buffer constraints so that we can formulate the

buffer queue sizing problem as a parametric graph. This conversion allows us to use

an integer-variant of the minimum balance algorithm to perform buffer queue sizing.

As the MILP is a general solver that is capable of handing the new formulation in

Section 4.3.1, we present a fourth approach of throughput optimization: Instead of

calling buffer queue sizing in line 12 of the pseudocode Proposed throughput
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Table 4.6.: Using an MILP solver to solve the new buffer queue sizing problem for
relaxed regional buffer constraints.

Texec(sec.) =
TCQ Nbuf Tlp + Tmilp

LIS1 0.3077 11 1.2 + 2.8
LIS2 0.5200 15 1.0 + 0.5
LIS3 0.2414 3 7.1 + 3.6
LIS4 0.2285 1 19.6 + 5.1
LIS5 0.3518 5 4.9 + 1.9
LIS6 0.1852 1 30.4 + 9.8
LIS7 0.4118 9 13.8 + 9.8
LIS8 0.2222 22 86.9 + 24722.9
LIS9 0.1765 1 56.7 + 16.7
LIS10 0.4444 16 29.1 + 104.0
LIS11 0.2222 11 193.5 + 4544.2
LIS12 0.2239 19 520.2 + 26816.4
LIS13 0.4523 17 45.6 + 2555.3
LIS14 −− −− −−
LIS15 −− −− −−

optimization algorithm, we use an MILP solver to solve the new form of buffer

queue sizing problem of maximizing
∑

e∈E λp(e), subject to the constraints that 0 ≤

λp(e) ≤ qm(e), λp(e) ∈ Z≥, and the shortest path constraints (4.15) and (4.17).

We present the results of this fourth approach in Table 4.6 for the relaxed re-

gional buffer constraints and Table 4.7 for the tight regional buffer constraints. For

the relaxed constraints, the fourth approach outputs the same TCQ and Nbuf as in

Table 4.3. However, the runtime in general is inferior to our implementation of [22].

For the tight constraints, the algorithm does not perform well as the throughput at-

tainable falls below the throughput reported in Table 4.5 for the other algorithms.

Therefore, it is justifiable to conclude that the parametric graph formulation of the

new buffer queue sizing problem is the main reason for the scalability of the proposed

throughput optimization algorithm.
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Table 4.7.: Using an MILP solver to solve the new buffer queue sizing problem for
tight regional buffer constraints.

Texec(sec.) =
TCQ Nbuf Tlp + Tmilp

LIS1 0.2800 2 1.0 + 0.7
LIS2 0.4807 2 0.7 + 0.7
LIS3 0.2414 3 7.1 + 3.6
LIS4 0.2285 1 20.6 + 5.1
LIS5 0.2727 0 2.9 + 1.6
LIS6 0.1852 1 29.8 + 9.8
LIS7 0.3864 3 12.5 + 3.8
LIS8 0.2000 1 52.6 + 15.5
LIS9 0.1667 0 59.1 + 13.6
LIS10 0.4230 3 22.3 + 7.9
LIS11 0.2083 2 128.9 + 84.6
LIS12 0.2017 3 222.6 + 389.9
LIS13 0.4269 1 35.3 + 27.7
LIS14 0.3441 0 34.9 + 26.0
LIS15 0.3124 2 34.6 + 24.9

4.6 Conclusions

In latency insensitive system design, proper sizing of buffer queues can reduce

the cost of implementation while achieving the same system performance. We have

presented a parametric graph formulation of a new form of buffer queue sizing problem

and proposed an optimization approach based on an integer-variant of the minimum

balance algorithm. Experimental results show that the proposed approach scales well

while quality of the solutions obtained, in terms of system throughput attainable and

buffer queue sizes, is as good as that of the MILP-based approach.
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5. SUMMARY AND FUTURE RESEARCH

This dissertation has explored efficient minimum cycle mean algorithms and their

applications. Particularly, in chapter 2, we have presented several techniques to im-

prove the early termination check in the Hartmann-Orlin’s (HO) algorithm. These

improvements allow the efficient early termination check to be performed in O(|V |)

time on the average empirically. Such efficiency also allows to reduce the cost of

vertical relaxation. Consequently, the proposed algorithm has better runtime perfor-

mance than HO and produces comparable results to YTO for circuit graphs and dense

random graphs. However, when it comes memory usage, the proposed algorithm is

significantly better than YTO.

Minimum balancing is an application of the minimum cycle mean algorithm. In

Chapter 3, we have proposed an improvement to the conventional minimum balance

algorithms by performing fewer re-weighting of edge weights in each iteration, result-

ing in better efficiency. We see 42.56% and 34.26% average runtime improvements

over state-of-the-art minimum balance algorithms for graphs derived from IWLS 2005

benchmark circuits and randomly generated graphs, respectively.

We have also applied the minimum cycle mean algorithm in latency insensitive

system design. In latency insensitive system design, proper sizing of buffer queues can

reduce the cost of implementation while achieving the same throughput performance.

In Chapter 4, we have presented a parametric graph formulation of a new form of

buffer queue sizing problem and proposed an optimization approach based on an

integer-variant of the minimum balance algorithm. The minimum balance algorithm

uses the minimum cycle mean algorithm as a subroutine. Experimental results show

that the proposed approach scales well while quality of the solutions in terms of

the system throughput and buffer queue sizes is as good as that of the MILP-based

approach.
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We now present possible future research opportunities based on these works.

Fig. 5.1.: Showing an example of (a) fully parametric graph where all edges are
parameterized, that is a parameter λ is associated with every edge, (b) parametric
graph where not all edges have a parameter λ.

5.1 Hartmann-Orlin’s algorithm for parametric graph

In the problem formulation for minimum cycle mean and minimum balancing in

Chapters 2 and 3 we have assumed that all edges in the graph are parameterized (fully

parametric graph example, see Figure 5.1) that is, a parameter λ(e) is associated with

every edge e ∈ E in G(V,E,w). But there can also be situation where do not want

to maximize slack or tolerance for all the constraints. If such is the requirement,

some edges in the timing constraint graph would have just a constant value of weight

and no parameter associated with it. This generic formulation is closely related to

the parametric shortest path problem which can be solved by YTO algorithm as

efficiently as for the fully parametric case. In Chapter 4, for solving the buffer queue

sizing problem, we have in fact used the version of the YTO algorithm that can handle

parametric graphs. Remember in the extended lis-graph only the mirror edges are

parametrized. But to solve such problem with the proposed MCM algorithm, there is

a need of extra round of relaxation (which we call horizontal relaxation) to handle un-

parameterized edges. Hartmann and Orlin [18] suggest using Dijkstra’s shortest path

algorithm for horizontal relaxation, but running shortest path algorithm as many

times as vertical relaxation in a straightforward manner can be time consuming if
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size of the un-parameterized graph is large (i.e. there are many edges without the

parameter λ). A speed-up of the horizontal relaxation is therefore necessary. To the

best of our knowledge there is no existing experimental study of the HO algorithm

on such a general problem.

5.2 The proposed MCM algorithm for solving the minimum balance

problem

Although any MCM algorithm can be used as the subroutine for MCM calculation

in the minimum balance algorithm, historically only two MCM algorithms have been

used for this purpose. While Schneider and Schneider [3] uses a modified version of

the Karp’s algorithm [1] that repeatedly calculates maximum cycle mean from scratch

on the modified graph for solving the maximum balance problem (closely related to

the minimum balancing), Young, Tarjan and Orlin [14] shows a way to continue using

the shortest path tree calculated by the YTO algorithm in the previous iteration for

the next iteration to solve the minimum balance problem. Since the algorithm does

not rebuild the shortest path tree from scratch, there is runtime benefit.

In our implementation of the minimum balance algorithm including that of the

Schneider and Schneider’s, we have used the YTO algorithm as the MCM subrou-

tine. Although it is noted that any maximum (minimum) cycle mean algorithm can

be used for solving the maximum (minimum) balance problem, Schneider and Schnei-

der’s study is mostly focused on introducing the problem itself and also on the other

subroutine that collapses a maximum/minimum mean cycle. Given the competitive

performance in runtime on circuit graphs as well as less overhead in memory usage

of the proposed MCM algorithm presented in this dissertation, we think it might be

worth exploring ways to extend the algorithm much the same way it is done with

YTO. Note that a small improvement in one MCM calculation can result in signif-

icant overall improvement when many MCM calculations are involved. Minimum

balancing does require solving MCM problem many times.
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However for the buffer queue sizing problem, the proposed approach has to run the

MCM algorithm from scratch in every iteration, therefore one of the benefit of using

the YTO algorithm, i.e. making use of the previous shortest path tree information

for building the next tree is no more applicable. We must also take into account

the additional memory overhead of the YTO algorithm. It might be worth exploring

parameterized version of the proposed MCM algorithm to implement the proposed

buffer queue sizing approach.

5.3 Solving other integer linear programming problems

The problem of optimal slack distribution in clock network can be formulated

also as a linear programming problem [56]. Since combinatorial algorithms have been

observed to run faster for difference constraint problems [12], minimum balancing

approach for solving the slack distribution problem has been received well by the

research community. However both approaches are capable of solving the problem

optimally in polynomial time.

On the contrary, the mixed integer linear programming (MILP) formulation of

the buffer sizing problem cannot be solved optimally in reasonable time since MILP

is known to have no polynomial time algorithm. The proposed approach to buffer

sizing is scalable but it is still a heuristic technique, no optimal solution is therefore

guaranteed. The reason is that often the algorithm has to make a random choice

to prevent getting stuck. We have discussed the issue before. If the MCM value in

any iteration is below one, no changes occur in the graph and hence the algorithm

makes no progress. We resolve this by making a greedy choice since we always pick

the parameterized edge with smallest number of buffers left and un-parameterize it.

There could be multiple such edges. Notwithstanding, the quality of the solution of

the proposed approach is as good as that of the MILP based approach over a wide

range in size of latency insensitive systems as we have shown in the experimental

results.
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We believe the unique approach that we have developed to solve the buffer sizing

problem is open for adoption in other integer linear programming problems. Particu-

larly, in applications where there are difference constraints with some parameters to

be optimized are integers, it could be worth exploring ways to apply the proposed

method. One thing to note is that the buffer sizing problem that we have solved in

this dissertation is of mixed integer linear programming type because of the presence

of both integers and real variables. The longest/shortest path distance r captures

the non-integer part in the problem since λ∗ is a real variable, while buffer number

captures the integer part. However, the approach can be extended to pure integer

linear programming problems as well.
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