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ABSTRACT 

The fact that every individual has a different sense of humor and it varies greatly from one person 

to another means that it is a challenge to learn any individual’s humor preferences. Humor is much 

more than just a source of entertainment; it is an essential tool that aids communication. 

Understanding humor preferences can lead to improved social interactions and bridge existing 

social or economic gaps.  

 

In this study, we propose a methodology that aims to develop a recommendation system for jokes 

by analyzing its text. Various researchers have proposed different theories of humor depending on 

their area of focus. This exploratory study focuses mainly on Attardo and Raskin’s (1991) General 

Theory of Verbal Humor and implements the knowledge resources defined by it to annotate the 

jokes. These annotations contain the characteristics of the jokes and also play an important role in 

determining how alike these jokes are. We use Lin’s similarity metric (Lin, 1998) to 

computationally capture this similarity. The jokes are clustered in a hierarchical fashion based on 

their similarity values used for the recommendation. We also compare our joke recommendations 

to those obtained by the Eigenstate algorithm (Goldberg, Roeder, Gupta, & Perkins, 2001), an 

existing joke recommendation system that does not consider the content of the joke in its 

recommendation. 
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CHAPTER 1. INTRODUCTION 

People somehow know what humor is, but still, find it difficult to ‘define’ it (McGhee & Pistolesi, 

1979). Humor is a multidisciplinary field and has been studied from perspective of these 

disciplines. Various empirical findings have confirmed that stress and depressing thoughts can be 

regulated with the help of humor (Francis, Monahan, & Berger, 1999). Positive psychology, a field 

that examines what people do well, points out that humor can be used to reduce tension, make 

friends, make others feel good or to help buffer stress (Lurie & Monahan, 2015; Ruch & Heintz, 

2016). Within linguistics, theories have been proposed about joke structure (Attardo & Raskin, 

1991; Raskin, 1985). The emergence of Artificial Intelligence has sowed the seeds of the idea that 

computers can understand the human language. Since humor is a universal aspect of the human 

life, computers may be expected take into consideration the humorous facet. 

 

As the technology advances, many researchers have presented their findings which point out the 

need for computational humor. Some of the applications of computational humor are human-

computer interfaces (Morkes, Kernal, & Nass, 1998), education (McKay, 2002), edutainment 

(Stock, 1996), understanding how human brain works (Binsted et al., 2006; Ritchie, 2001), etc. 

 

It was brought to light that if computer systems can incorporate humor mechanisms more 

efficiently, then they would appear to be more user-friendly hence less alien and intimidating 

(Binsted, 1995). One of the key things to consider in order to achieve this, is that different people 

find different things funny. It is also important to make sure that a joke should be both funny 

enough and not offend someone at the same time. These factors make research in this field 

challenging and call for a computer system that incorporate the humor preferences of the user. 
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Verbal humor is a common form of humor, and one of the subclasses of verbal humor is the joke. 

A joke can be defined as “a short humorous piece of literature in which the funniness culminates 

in the final sentence” (Hetzron, 1991). This research focuses on verbally expressed humor with 

the help of jokes. 

 

The motivation behind this research comes by observing the smart assistants like Alexa and Siri. 

The fact that these smart assistants recite the same jokes to the speakers irrespective of their humor 

preferences determines the problem that this research aims to work on. The goal of this research 

is to take a step closer to understanding human humor preferences and hence recommending jokes 

accordingly. This exploratory study tries to build a framework that can make an impact on making 

computers better understand the human language, which could eventually find its applications into 

AI. 

 

We propose a framework to recommend jokes to the users by taking into consideration the text of 

the joke as well as the user liking of these jokes. To achieve this, we also assume that individuals 

like types of jokes and we can identify these types through the individual’s funniness ratings. The 

proposed framework is based on the identification and quantification of similarity between jokes.  

We represent and compare the jokes in the Jester dataset with the help of six knowledge resources 

as defined by the General Theory of Verbal Humor (Attardo & Raskin, 1991). Once similar jokes 

are identified, we explore whether subject ratings confirm the similarity. Finally, we compare our 

joke recommendations to those done by the existing joke recommendation system, Jester, 

(Goldberg et al., 2001). Jester treats the text of the joke as a black box and relies solely on the user 

ratings for the recommendation. It works as a baseline model to our proposed model and we 
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compare the joke recommendations to the same user by both the models. We also analyze the 

ratings given by the users to the jokes that are considered similar to our model. 

1.1. Significance 

To the best of our knowledge, this is the first joke recommendation study that takes the text of the 

jokes into account as it builds its recommendation based on a humor theory.  

1.2. Research Question 

This research attempts to answer the following question: 

a. Can joke recommendation be improved by considering humor theory inspired features of 

the jokes?  

1.3. Assumptions 

There are three assumptions of this research: 

a. The dataset used in this research is representative enough of the humor field which 

implies that the results obtained from the research are generalizable. 

b. The joke annotations based on one of the humor theories and received from domain 

knowledge experts are accurate. 

c. Joke ratings of the Jester corpus accurately represents perceived funniness ratings of 

users. 

1.4. Limitations 

There are three limitations of this research:  
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a. The dataset that is used in this research does not consider fatigue effects which might affect 

user ratings of jokes. There might be cases when users might get tired of rating jokes back 

to back, which might manipulate the joke rating. This is not taken into account. 

b. There might be an effect of a previously heard joke on joke rating by the user.  

c. The baseline model has an undue advantage over the proposed model because it is trained 

on the user ratings which are eventually used to compare the final results. 
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CHAPTER 2. LITERATURE REVIEW  

2.1 The Evolution of Humor Theories 

Over the years, a lot has been written on the topic of humor and various theories have been 

proposed. Usually, these theories can be divided into three major classes: superiority theories, 

release/relief theories, and incongruity theories. These classes of theories are discussed here since 

it is paramount to understand them before beginning to play with humor.  

2.1.1 Superiority Theories 

Superiority theories date back to the era of Plato (Republic, Philebus) and Aristotle (Ethics, 

Poetics) and both of these thinkers associated humor with vulgarity, vice and offense. According 

to Plato, the person who is laughing often wrongly perceives himself/herself to be superior (in 

terms of being richer, better-looking) than the person he/she is ridiculing (Larkin-Galiñanes, 2017).  

The general idea behind these theories was that people laugh at other people’s misfortunes since 

it makes them feel superior to them (Attardo, 1994); (Raskin, 1985). 

2.1.2 Release/Relief Theories 

Sigmund Freud, founder of psychoanalysis, related humor with conscious and viewed jokes as a 

way to express thoughts that are generally forbidden by society. Release/relief class of theories 

asserts that humor and laughter are a result of the release of nervous energy (Meyer, 2000). People 

generally use humor by telling a joke to handle an intense situation (Raskin, 1985). 
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2.1.3 Incongruity Theories 

The family of incongruity theories state that humor arises when something which was not 

anticipated happens. Aristotle (Rhetoric) was the first philosopher to present the earliest glimmer 

that humor is based on incongruity. Kant (1911) and Schopenhauer (1907) additionally agreed 

with the idea that incongruity is a necessary condition for humor. There has been a debate among 

various thinkers if incongruity alone can be considered to be sufficient enough to be able to mark 

something as funny as theorists such as Schultz (1976) and Suls (1972, 1983) believed that that to 

enjoy humor the resolution of incongruity is also essential. This gave birth to the Incongruity-

Resolution theories which focused not only incongruity but also on its realization and resolution. 

Suls (1972) proposed a two-stage model that stated that when there is some incongruity in the text 

(identified generally at the end), if one can resolve it then it’s a joke otherwise the text leads to no 

laughter and puzzlement (Ritchie, 1999).  

 

Another model to resolve incongruity was summarized by Ritchie (1999) as the surprise 

disambiguation model. The model states that the setup of the joke has two different interpretations 

out of which one is more obvious than the other. The hidden meaning of the text is triggered once 

the punchline is reached, and this is how the audience becomes aware of the new interpretation.  

 

Joke1: “Why do birds fly south in winter?  

It’s too far to walk.” 

 

When the readers read the first line, they think of reasons like warmth, food for birds to fly south. 

But when they read the punchline, the hidden meaning of the text is triggered which is that they 

can’t walk that far hence they fly. 
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The jokes are formulated with the intention of making them ambiguous up until the point when 

the punchline comes which works as a trigger which then makes the readers realize that a different 

meaning of the script had to be used from the very beginning.  

 

Ritchie (1999) compares the two models and lists some differences between them such as the SD 

model attempted to handle ambiguity by requiring an ambiguous setup, whereas the two-stage 

model had no mention of ambiguity. The SD model addressed the issue of incongruity better than 

the other model. 

 

Rothbart & Pien (1977) suggested there should be a further classification of incongruity and 

resolution and proposed two categories of each. They described the categories as follows:  

• “Impossible Incongruity: elements that are unexpected and also impossible given one’s 

current knowledge of the world 

• Possible Incongruity: elements that are unexpected or improbable but possible 

• Complete Resolution: the initial incongruity follows completely from resolution information 

• Incomplete Resolution: the initial incongruity follows from resolution information in some 

way, but is not made completely meaningful because the situation remains impossible” 

2.1.4 Script-based Semantic Theory of Humor  

The Script-based Semantic Theory (Raskin, 1985) made a profound difference in the field of 

linguistics of humor. SSTH is designed as neutral and compatible with all the three theories 

(Raskin, 1985). Raskin pointed out that all the three family of theories discussed above were non-

conflicting, rather they supplemented each other since as all of them addressed different aspects 

of humor such as the Incongruity based theories dealt with stimulus (Speaker), the Superiority 
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theories work with the relationship between the speaker and the hearer and the Release/Relief 

theories commented on the feelings of the hearer. The below diagram shows the “map” of the 

humor theory, in which linguistics is either on a different plane or spread across the board (Attardo 

& Raskin, 2017): 

 

 

 

 

 

Since all the further theories this thesis works with is based on SSTH, it is be both interesting and 

important to understand it in depth. SSTH is the application of semantic script theory to the field 

of humor. 

 

Scripts are organized chunks of information which are related to a particular task or event. For 

example: If someone says, “I got admitted into Purdue University as a graduate student”, while 

the literal implication is just that someone got accepted by the school, but the contextual meaning 

implies that s/he has probably done a bachelor’s degree, gave an exam, applied to the school, wrote 

SOP, the school committee reviewed the application, etc. So, the script captures all of this 

concerning the event of getting admitted to the school. 

 

The main hypothesis of SSTH is as follows:  

“A text can be characterized as a single-joke-carrying text if both of the [following] conditions are 

satisfied:  

Figure 1: Map of Humor Theory (Attardo & Raskin, 2017) 
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(i)The text is compatible, fully or in part, with two different scripts.  

(ii) The two scripts with which the text is compatible are opposite. [...] The two scripts with 

which some text is compatible are said to overlap fully or on part on this text.  

The set of two conditions [above] is proposed as necessary and sufficient conditions for a text to 

be funny.” (Raskin, 1985). 

The working of SSTH can be better understood by the following analysis:  

Joke2: “‘Is the doctor at home?’ the patient asked in his bronchial whisper. ‘No,’ the doctor’s 

young and pretty wife whispered in reply. ‘Come right in.’” 

 

Joke2 triggers the following two scripts, containing information described below (Raskin, 1985):  

 

DOCTOR 

Subject: [+Human] [+Adult]  

Activity: > Study medicine  

= Receive patients: patient comes or doctor visits doctor listens to complaints doctor 

examines patient  

= Cure disease: doctor diagnoses disease doctor prescribes treatment  

= (Take patient's money)  

Place: > Medical School 

        = Hospital or doctor’s office 

Time: > Many years 

= Every  

=Immediately 

Condition: Face to Face 

 

LOVER 

Subject: [+Human] [+Adult] [+Sex: x] 

Activity: > Makelove 

Object: [+Human] [+Adult] [+Sex: x] 

Place: Secluded 

Time: > Once 
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= Regularly  

Condition: If subject or object married spouse(s) should not know 

 

Despite the joke being obscene, it illustrates the collision of the scripts very well. When the above 

joke is read, the script of a DOCTOR is evoked due to the words “doctor”, “patient” and 

“bronchial”. The pronoun in the sentence makes is clear that the subject is a male who he is 

seeking a doctor for medical help. The second script, Lover, is triggered by the words “no” as well 

as the description of the doctor’s wife.  The wife’s reply is incongruous to the first script, and thus 

the second script emerges, which makes the punchline, “come right in” explainable. The joke is 

said to have a partial script overlap between Doctor and Lover – both scripts contain a person that 

comes to the doctor’s house for a visit – and since these scripts are opposing each other based on 

sex/non-sex, the text is considered a joke (Raskin, 1985).  

 

While SSTH is one of the most well-known linguistic theories of humor, it has some drawbacks 

as listed by Attardo (Attardo). Firstly, this theory works well when the text is a joke, but when 

humorous texts other than jokes are considered it fails to give the desired results. Secondly, SSTH 

fails to explain the similarity between two jokes. This led to the birth of the General Theory of 

Verbal Humor by Attardo and Raskin (1991). 

2.1.5 General Theory of Verbal Humor  

General Theory of Verbal Humor was formed by combining SSTH by Raskin with the Five-level 

joke representation model by Attardo (Attardo & Raskin, 1991). This theory proposed that all the 

jokes can be represented in terms of the following six Knowledge Resources: 
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• Language (Cleger-Tamayo, Fernandez-Luna, & Huete): refers to the choices made at 

the syntactical, semantical, pragmatical, etc. levels and most importantly it is responsible for 

the wording and the placement of, the punchline. 

• Narrative Strategy (NS): refers to the genre of the joke like narrative, question- answer, 

riddle, etc. 

• Target (TA): refers to the “butt” of the joke such as stereotypes, certain professions, etc. 

which is the only optional parameter out of the six KR. 

• Situations (SI): refers to the “props” of the joke such as the activity or object or 

participants. 

• Logical Mechanism (LM): deals with how the different scripts are linked together with 

the help of various mechanisms like false analogies, figure-ground reversals, etc. 

• Script Opposition (SO): refers to the SSTH’s script opposition such as real/unreal. 

 

Attardo & Raskin proposed to use all the six KRs as a six-argument template for the representation 

of the joke. They use this representation to compare the jokes and draw conclusions about the 

similarities between them on the basis of the number of common KRs. A hierarchy between the 

six KRs was also established after critically analyzing various interdependence and independence 

amongst them. The following order was proposed: 
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The order is such that once a selection in the knowledge resource at an upper level is made, it 

limits the choices available in the lower level. This hierarchy was experimentally confirmed, with 

the exception of Logical Mechanism (Ruch, Attardo, & Raskin, 1993). 

 

Attardo and Raskin illustrate the comparison on an example of the following three jokes: 

Joke3: “How many Irishmen does it take to screw in a light bulb? Five. One to hold the light bulb 

and four to turn the table he's standing on.” 

 

Joke4: “How many Poles does it take to wash a car? Two. One to hold the sponge and one to move 

the car back and forth”. 

 

Logical Mechanisms 

Situations 

Target 

Script Oppositions 

Narrative Strategies 

Language 

Figure 2: KR Hierarchy (Attardo & Raskin, 1991) 
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Joke5: "Do you think one Pole can screw in a light bulb?" "No." "Two?" "No." "Three?"   "No. 

Five. One to screw in a light bulb and four to turn the table he's standing on."  

Table 1: Comparison of the jokes (Attardo & Raskin, 1991) 

Joke-KR LA NS TA SI LM SO 

3 LA 1 Riddle Irish  Light Bulb Figure Ground 

Reversal 

Dumbness 

4 LA 1 Riddle Poles Car Wash Figure Ground 

Reversal 

Dumbness 

5 LA2 Ques -Ans Poles Light Bulb Figure Ground 

Reversal 

Dumbness 

 

Jokes 4 and 5 differ in three of the parameters, namely, LA, NS, and SI; jokes 3 and 4 differ in two 

of them, namely TA and SI; and jokes 3 and 5 in three of them, namely LA, NS and TA. Jokes 3 

and 4 are the most similar jokes since they differ in only two KRs while the other pairs differ in 

three KRs. Since TA is placed at a lower level in the hierarchy than SI, jokes 4 and 5 are least 

similar even though they differ in the same number of KRs as jokes 3 and 5. 

 

GTVH had various advantages over SSTH as it was able to address the degree of similarities 

between the jokes using the six-tuple representation. GTVH was later extended to handle 

humorous texts other than jokes. But the main drawback of GTVH was that it didn’t address any 

computational aspects and the selection of scripts was largely dependent on domain experts. These 

issues were addressed by the Ontological Semantic Theory of Humor, described next. 

2.1.6 Ontological Semantic Theory of Humor  

The OSTH, described by (Raskin, Hempelmann, & Taylor, 2009), states that Ontological Semantic 

Technology (OST: (Raskin, Hempelmann, & Taylor, 2010), (Taylor, Hempelmann, & Raskin, 

2010), (Hempelmann, Taylor, & Raskin, 2010)) can be used to represent the meaning of the text 
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in the joke. To fully appreciate this theory, it is important to first understand what Ontological 

Semantic Technology (OST) and ontology mean.  

 

Ontology is referred by a different meaning in various communities but in Computer Science, it is 

often referred to as a formal representation of concepts along with concepts and relationships 

associated. Ontology is viewed as a means to facilitate human-machine communication (Guarino, 

Oberle, & Staab, 2009). Since different people have a different understanding of the same concept, 

ontology works as a conflict-resolving method and hence avoids misunderstandings by describing 

everything with precision about a phenomenon and nothing outside of it. It is also important to 

note that ontology is language independent. 

 

OST is defined as “a theory, methodology and, especially, technology” which could be used to 

represent the natural language with the help of conversion of text into text-meaning representations 

(TMRs), which also allowed advanced reasoning by manipulating the TMRs (Taylor, Raskin, 

Hempelmann, & Attardo, 2010). OST ontology will have thousands of concepts connected to one 

or more properties and has only those meanings as entries which cannot be formed by the 

combination of other entries.  

 

Coming back to OSTH, the authors believe that to understand humor, it is important to first get a 

comprehensive understanding of the text. This is achieved by the use of ontological semantics 

which captures the meaning of all the sentences in the text in every context with the help of lexical 

scripts. These scripts get activated by the lexical sense and each script further activates more of 

such scripts.  
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The Joke2 used in the SSTH can be analyzed again to explain the working of OSTH (Rayz, 2020). 

The first step would be to define the lexical scripts of both Doctor and Lover. Then these scripts 

are translated into lexical sense using ontological semantics. They would look something like this:  

 

doctor-n1 

pos: n 

morph: 

NNS +s 

syn-struc: NP var0 

sem-struc: DOCTOR_MD 

 

doctor-n2 

pos: n 

morph: 

NNS +s 

syn-struc: NP var0 

sem-struc: DOCTOR_PHD 

 

lover-n1 

pos: n 

morph: 

NNS +s 

syn-struc: NP var0 

sem-struc: LOVER 

 

It is stated that all the concepts are SOCIAL-ROLES, which means that DOCTOR is a social role 

that a person plays in which s/he attends medical school and then treats patients. Similarly, 

PATIENT is also a social role in which the person seeks medical help. It is important to understand 

that a person can play multiple social roles at the same time as a person can play the role of both a 

PATIENT and a HUSBAND.  

 

The next step is to parse the sentence. The noun patient is responsible for triggering the lexical 

sense of patient-n1, which in turn activates the social role PATIENT. Similar processing for the 
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role DOCTOR_MD happens due to the lexical sense of doctor-n1. While the lexical sense of 

doctor-n2 activates the role of DOCTOR-PHD but the words “bronchial whisper” result in a low 

level of activation. Then the second sentence is parsed in which another social role of a WIFE is 

introduced, which makes the social role of the PATIENT to change to VISITOR. This change in 

social role by a person can emphasize the script overlap. The third sentence shows that the WIFE 

invites the VISITOR in the house after she confirms that the DOCTOR is not home, which would 

trigger the script of LOVER/ADULTERY (this is based on the assumption that the ontology 

acknowledges stereotypes). This brings out the script opposition: receive medical help (stated goal) 

vs did not receive (implied result) (Raskin et al., 2009). 

 

The main key feature of OSTH is that it tries to capture the understanding of the text by humans 

which could be the key to make computers better understand humor. In a deeper analysis of scripts 

in the OSTH, it is also argued that that the annotations of the scripts play no role in knowing if the 

knowledge is activated or not, hence saves time wasted in arguing what to correctly call the scripts 

(Rayz, 2020). So, whether somebody calls the script LOVER as ADULTERY, it doesn’t matter in 

computational use.  

2.2 Recommendation Systems 

Since the goal of the research is to develop a joke recommendation system, the following section 

gives a brief review of the types of recommendation systems (RS). Recommendation systems can 

be defined as the system that aims to predict which item would be preferred by the user based on 

filtering some information. RS can be seen as a type of intelligent system which exploits the 

available user rating of items to make recommendations. RS has become one of the most popular 

applications of big data analytics as many big companies like Google (Das, Datar, Garg, & 
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Rajaram, 2007), Amazon (Linden, Smith, & York, 2003), Netflix (Koren, 2009), etc. have 

deployed RS as their business solution. There is also a great volume of literature available on 

recommendation system based on movie (Choi, Ko, & Han, 2012) news (Cleger-Tamayo et al., 

2012 2012), e-learning, e-commerce (Leino, 2014) music (Li, Myaeng, & Kim), travel (Ravi & 

Vairavasundaram, 2016), etc.  

 

The recommendation systems can be broadly characterized into two classes: Content-based 

systems and Collaborative filtering-based systems. The content-based systems use the personal 

preferences of the user by learning the features of the item liked by the user and then suggesting 

items with similar features (Shani & Gunawardana, 2011), whereas the collaborative filtering-

based systems are based on finding the target users’ neighborhood users and then suggesting the 

items like by them to the target user (Cai, Leung, & Li, 2014). 

 

 

Most recommender systems these days combine both content-based and collaborative filtering-

based approaches to give rise to a hybrid recommendation system. There are studies that compare 

Figure 3: Types of Recommendation Systems (Mohamed, Khafagy, & Ibrahim, 2019) 
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the performance of the three types of recommender systems and the hybrid methods have provided 

better results than the other two (Adomavicius & Tuzhilin, 2005). 

 

Due to the popularity of the RS, there is a vast amount of research going on to improve these 

systems. Scalability is one of the key requirements of RS keeping which in mind Ying, He, Chen, 

Eksombatchai, Hamilton & Leskovec (2018)  proposed a large-scale deep recommendation system 

which is deployed at Pinterest. Another factor affecting the performance of RS is its ability to 

understand the context while recommending items. Beutel et al. (2018) presented a technique to 

incorporate various contextual features like date, time, location, user device which might play a 

role in deciding whether to go with a product or not. 
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CHAPTER 3. METHODOLOGY 

3.1 Dataset 

For this research, the Jester dataset has been used which is available publicly, courtesy to a research 

team from UC Berkeley. We use version 31 of the dataset which is an updated dataset of the 

previous versions. Version 1 (Goldberg et al., 2001) had rating values from -10 to +10 of 100 jokes 

collected between April 1999 to May 2003; and the version 2 had 50 more jokes with  115,000 

new ratings collected between November 2006 to May 2009. Overall, the version 3 of the dataset 

has over 1.8 million continuous ratings of 150 jokes from 54,905 anonymous users which were 

collected from November 2006 to March 2015. It should be noted that many jokes in the dataset 

are no longer relevant (out of date), but they can nevertheless be used to test the methodology. The 

dataset consists of a set of 8 jokes termed as gauge set, as these jokes are rated by all the users. 

The remaining non-gauge jokes have a very sparse rating matrix since around 82% of the user 

ratings are null. 

 

The following table describes the dataset in more detail:  

Table 2: Dataset description 

No. of jokes rated by all the users (Gauge set) 8 

No. of jokes not rated by any user 22 

Average number of jokes rated by every user 33 

No. of users who have rated at least 50 jokes 10503 

 
1 http://eigentaste.berkeley.edu/dataset/ 
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The authors of the dataset also shared some information about the population and the sampling 

technique. They initially gauge a set of 40 jokes which were popularly used in existing humor 

literature, while ensuring that highly offensive jokes were excluded. Later 110 more jokes were 

added to the repository from other sources. The sampling of users was done by a non-probability 

sampling method. The people who had signed up for the newsgroup of the research lab were asked 

to rate the jokes, hence a convenience sampling was implemented. Also, it is worth noting that the 

users were provided by a horizontal “rating bar” which had to be clicked by the mouse and it 

returned scalar values.  

 

For the purpose of this research, the domain knowledge experts labeled each joke of this dataset 

with its six features as defined by GTVH. We wish to point out that two pairs of jokes in the dataset 

are identical and we decided to remove the duplicate from measuring joke similarity. 

3.2 Baseline Model 

The baseline model is Jester which is an existing online joke recommender system (Goldberg et 

al., 2001). The authors proposed Eigentaste, a constant-time recommendation algorithm, a 

collaborative filtering algorithm which recommended jokes to the users on the basis of their rating 

of the gauge set jokes. The flowchart of their algorithm is as follows:  
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Figure 4 depicts how the user ratings are processed to build the model. To overcome the problem 

of the sparse rating matrix, the model is built on the ratings of gauge set jokes only. The algorithm 

uses Principal Component Analysis (PCA) to reduce the dimensions optimally. PCA, first 

introduced by Karl Pearson (1901), is a statistical procedure that relies on orthogonal 

transformation to reduce the dimensionality of large datasets while increasing interpretability and 

minimizing information loss. This is made possible by generating new variables that maximize the 

variance.  To decide on the optimal number of variables a scree plot is created. It shows how much 

variance can be explained by different numbers of variables (Lewith, Jonas, & Walach, 2011). One 

popular choice is to use two variables because that makes the visualization of the reduced data 

Ratings Data 

55k x 150 
Ratings: -10 to 10 

 

Gauge Data 

55k x 8 
Ratings: -10 to 10 

 

Normalized Data 

55k x 8 
Ratings: 0 to 1 

Transformed Data 

55k x 2 

 

Rectangular 

Recursive Clustering  
40 clusters 

Ratings: -10 to 10 

 

PCA 

Figure 4: Baseline Model Flowchart (Goldberg et al., 2001) 
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easy. Also, the scree plot below shows that the first two variables together account for almost 60% 

of the total variance. Therefore, we reduced the data in two dimensions which represent the user 

projections in a 2D plane. 

 

There were different clustering algorithms that the authors explored. But after plotting the users’ 

projections in a 2D plane using PCA, it was observed that there was a high concentration of data 

around the origin. Due to the nature of the reduced data, a clustering algorithm called “Recursive 

Rectangular” was implemented by the authors. The idea behind this clustering technique was to 

bisect the plane around the origin to form clusters that were in the shape of a rectangle. Each 

cluster/rectangle which touched the origin was again bisected to produce smaller clusters.  

 

For all the clusters, the average rating of the non-gauge jokes was calculated which was then used 

to sort the jokes in the decreasing order of preference for recommendation. This yielded a lookup 

recommendation table for each cluster. Whenever a new user entered the system, the ratings from 

the gauge set were collected and represented as a vector which was then projected into the 2D 

plane and the representative cluster of that user was found. Once the cluster is found, the joke is 

Figure 5: Scree curve of variances explained by consecutive eigenvectors 
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recommended from the lookup table. It’s important to note that in this model, the user’s ratings of 

non-gauge jokes have no influence on which joke would be recommended next. 

 

The author state that their algorithm’s accuracy “is as good as 80-NN but its online computation 

is faster by two orders of magnitude” (ibid). While the results obtained are commendable, they 

considered each joke as a black box and did not take the text of the joke into consideration.   

3.3 Proposed Model 

The idea behind the proposed model was to create various clusters each consisting of similar jokes. 

This way, after identifying the user’s favorite joke, the jokes which share the same cluster with it 

could be selected for recommendation. In order to achieve this, we had to quantitatively find out 

the similarity between any given pair of jokes. This can be visualized with the help of the following 

flow chart: 
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The text of the jokes is analyzed or preprocessed with the help of the annotated features of the 

jokes. The methodology is explained step by step below: 

Step 1 (Data Cleaning): The corpus required cleaning since there were two pair of jokes that were 

repeated so we deleted the duplicate joke. After this set, our dataset had 148 jokes. 

Step 2 (Joke Annotation): We initialize the jokes with the respective knowledge resources. In 

this research, we focused on SO, LM, SI and TA, as LA value should differ for every joke and 

most jokes in the dataset have the same NS value. 

Joke Clustering 

(Hierarchical) 

Data Cleaning 

150 jokes 

 

Joke Annotation 

Pairwise Joke 

Similarity 

150 x150 matrix 

User Selection for 

recommendation 

Figure 6: Proposed Methodology Flowchart 
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Step 3 (Pairwise Joke Similarity): We calculated the similarity between the jokes by comparing 

the knowledge resources for each pair of jokes using the Lin Similarity Metric.  

 

Step 3.a. Whenever the knowledge resource is the same for the pair the similarity is 1. If 

any knowledge resource is missing for a joke, then it is considered as null. The following 

formula describes this:  

Similarity (𝑘𝑟𝑎, 𝑘𝑟𝑏) = {
1
0

𝑠𝑖𝑚𝐿𝑖𝑛 (𝑘𝑟𝑎 , 𝑘𝑟𝑏)

 𝑖𝑓 𝑘𝑟𝑎 = 𝑘𝑟𝑏
          𝑖𝑓 𝑘𝑟𝑎 𝑜𝑟 𝑘𝑟𝑏𝑖𝑠 𝑛𝑢𝑙𝑙

𝑎𝑙𝑙 𝑜𝑡ℎ𝑒𝑟 𝑐𝑎𝑠𝑒𝑠

 

where ka and kb are instances of the same knowledge resources. The only exception will be 

made for the similarity of targets (TA), where word2vec similarity will be used. 

 

Step 3.b. If annotation for SO is missing for any joke, then it should be discarded because 

without SO a text cannot be classified as a joke. We came across 6 jokes that did not have 

SO annotations so after deleting those from the dataset we were left with 142 jokes.  

 

Step 3.c: To take into consideration the hierarchy of KRs themselves, as proposed by SSTH, 

we assign a weight, wSO, wLM, wSI, and wTA, to each of the KRs such that wSO < wLM < wSI 

< wTA.  

sim(jokei, jokej) =

[wso wLM wSI  wTA]

[
 
 
 
 
 
 sim(SOjokei

,SOjokej
) 

sim(LMjokei
,LMjokej

)

sim(SIjokei
,SIjokej

)

sim (TAjokei
,TAjokej

)]
 
 
 
 
 

wso+wLM+wSI+wTA
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For this initial investigation, the following values are assigned: wSO=5, wLM=4, wSI=3 and 

wTA=2. 

sim(jokei, jokej) =  [5 4 3 2]

[
 
 
 
 
 sim(SOjokei

, SOjokej
) 

sim(LMjokei
, LMjokej

)

sim(SIjokei
, SIjokej

)

sim (TAjokei
, TAjokej

)]
 
 
 
 

5 + 4 + 3 + 2
 

 

Step 4 (Joke Clustering): Cluster jokes based on their similarity calculated using a clustering 

technique. We implemented hierarchical clustering of jokes based using the similarity matrix 

created in Step 3. 

 

Step 5 (User Selection): For recommendation, the users are selected randomly, and their favorite 

joke is identified by looking at all the ratings given by this user. Then the cluster which contains 

the chosen user’s favorite joke is selected and the jokes which fall in the same cluster are 

recommended. We analyzed the recommended jokes with the help of the actual ratings whenever 

they were available. 

The calculation of the Lin similarity and word2vec similarity for the jokes 6 and 7 is explained in 

detail in the following sections.  

3.3.1 Lin Similarity Metric 

An information-content word-similarity algorithm is adapted to calculate the similarity between 

the jokes. This algorithm keeps the structure of the thesaurus intact and also add the probabilistic 
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information from a corpus. The probability that a random word selected in a corpus is an instance 

of concept c is defined by Resnik as follows (Resnik, 1995) (Jurafsky & Martin, 2018) 

 

𝑃(𝑐) =  
𝑤 𝑤𝑜𝑟𝑑𝑠(𝑐)𝑐𝑜𝑢𝑛𝑡(𝑤)

𝑁
 

where words(Meyer) is the set of words subsumed by concept c and N represents the total number 

of words in the corpus. The formula implies that P(root)=1 since all the words always subsumed 

by the root. The lower a word in the hierarchy, the lower will be its probability. The similarity 

between two words is related to their common information which implies that the more two words 

have in common, the more similar they are. Resnik (1995) proposed one of the first ways to 

estimate the common amount of information by the information content of the LCS of the two 

nodes. Lin (1998) extended this concept by adding that the similarity metric must also take into 

account the differences between the two words. The Lin’s similarity measure (Lin, 1998), adapted 

from Jurafsky and Martin (2018) used for word similarity is:  

 

𝑠𝑖𝑚𝐿𝑖𝑛 (𝑐1, 𝑐2) =
2 ∗ 𝑙𝑜𝑔𝑃(𝐿𝐶𝑆(𝑐1, 𝑐2))

𝑙𝑜𝑔𝑃(𝑐1) + 𝑙𝑜𝑔𝑃(𝑐2)
  

 

where LCS (c1, c2) represents the lowest node in the hierarchy that subsumes both c1 and c2.  A 

high value of Lin similarity between a pair of jokes for each knowledge resource would indicate 

that the pair is very similar. According to the formula, if two instances of the same knowledge 

resource have the root as the common ancestor then the similarity value will be 0.  Similarity 

metric for all the jokes follows a similar concept and an example given in the end of the section.  
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3.3.2 Word2Vec Similarity 

It is not possible for many machine learning algorithms to process strings or plain text in its raw 

form hence the word embeddings came to the rescue. Word embeddings are a class of techniques 

in which the words are represented as vectors in a predefined vector space. It allows different 

algorithms to recognize words with similar meanings. One such word embedding model is 

word2vec. Word2vec (Mikolov, Chen, Corrado, & Dean, 2013 & Dean (2013) is which is a 

shallow neural network that takes a text corpus as input and returns the vector representations of 

the words. For our research, we used Google’s pre-trained model which has word vectors for 3 

million words which were obtained by training on a google news dataset of around 100 billion 

words. We used the Gensim library (version 3.8.1) as it provides the tools for loading these 

pretrained word-embeddings and for querying the embeddings which helped us in finding the 

similarity between the TA instances of the jokes.  

 

But there were some annotations in our dataset which were not present in the text corpus over 

which word2vec was trained, hence their word embeddings were missing. For this research, we 

made appropriate replacements of those words by looking at the jokes and ensuring that the context 

of the joke didn’t change. The following table shows the replacements made: 
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Table 3: TA replacements 

TA annotation  Replacement 

Working class Rich 

GW Bush Politics 

Men that are perceived to be smart Men 

Russian Parliament Politics 

Soviet Union Soviet 

Bad student Student 

Jewish Mothers Mothers 

Jewish Wife Jewish 

Old Men Elderly 

OJ Simpsons Criminal 

Stanford Graduate Graduate 

Liberal Arts Graduate Graduate 

Chuck Norris Superhuman 

Scots and Canadian Canadian 

Hillary Clinton Politics 

US President Politics 

American Sport Football 

Gay/Lesbian Homosexual 

3.3.3 Hierarchical Clustering  

In the baseline mode, the researchers adopted the rectangular recursive clustering technique since 

their data was centered around origin. We did not face the same issue since we had a matrix as our 
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data for clustering. Our aim behind clustering was to club the jokes together based on the values 

in the similarity matrix. We explored Hierarchical clustering and K-means since they are two very 

famous cluster algorithms. 

 

We adopted Hierarchical Clustering because of many reasons. First it was difficult to decide the 

number of clusters (k) which has to be predetermined in the K-means clustering whereas in 

Hierarchical clustering there is no such requirement. Since the latter assigns each joke to a 

singleton cluster and then successively merges them until all jokes have been merged into a single 

remaining cluster, we did not have to find the magic “k”. Hierarchical clustering is visualized using 

a dendrogram which made the visualization of the clusters easy. Secondly, K-means has the 

advantage of being computationally faster than hierarchical clustering but in our case, since the 

dataset of jokes was not very large, the computational time taken by both the techniques was 

roughly the same. With the change in the initial centroids, the clusters changed in K-means making 

it sensitive to the initial centers (Celebi, Kingravi, & Vela, 2013) whereas, in Hierarchical, the 

most similar jokes were always clustered first. So, the latter gave consistent results. To recommend 

the jokes to the user, in the K-means technique we had to randomly select the jokes from the chosen 

cluster. We could eliminate this random selection in Hierarchical clustering as it provided a 

hierarchy between the jokes which made the recommendation easy for this research.  

 

To perform hierarchical clustering, we need the following parameters: distance function and 

linkage criteria. A distance function represents the pairwise distance between the jokes and since 

we used a similarity function as described in section 4.3, we had to convert it into a distance 

function for the clustering algorithm. To do this conversion, we implemented the logic that a high 
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value of similarity between the jokes implied that they have a low value of distance between them 

because similar jokes should be clustered together. We implemented the average linkage method 

which considers the average distance between every point in the cluster to every point in another 

cluster. 

3.3.4 Workflow Example 

We will walk through the steps outlined in the flowchart with the help of the following examples 

taken from our dataset: 

Joke6:  A guy walks into a bar, orders a beer and says to the bartender, "Hey, I got this great 

Polish Joke.” The barkeep glares at him and says in a warning tone of voice: "Before you go 

telling that joke you better know that I'm Polish, both bouncers are Polish and so are most of my 

customers". "Okay" says the customer, “I’ll tell it very slowly." (Jester dataset) 

Joke7: The graduate with a Science degree asks, "Why does it work?" The graduate with an 

Engineering degree asks, "How does it work?" The graduate with an Accounting degree Asks, 

"How much will it cost?" The graduate with a Liberal Arts degree asks, "Do you want fries with 

that?" (Jester dataset) 

Step 1 (Data Cleaning): In this step, we ensured that all the jokes were unique in the corpus.  

Step 2 (Joke Annotation): For jokes 6 and 7, the annotations are: 
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𝐒𝐎
𝐋𝐌
𝐒𝐈
𝐓𝐀

{

actual/non − actual
faulty reasoning
going to bar
poles

}{

actual/non − actual
faulty reasoning
intellectual discussion

graduates2

} 

Step 3 (Pairwise Joke Similarity): We apply the above defined similarity formula over the 

annotations of jokes 6 and 7 by following the steps 3.a and 3.b to get the following matrix. Since 

the jokes have the same annotations for SO and LM, the similarity value is 1.  

[5 4 3 2]

[
 
 
 

 1 
1

𝑠𝑖𝑚𝐿𝑖𝑛 (𝑘𝑟𝑔𝑜𝑖𝑛𝑔 𝑡𝑜 𝑎 𝑏𝑎𝑟 , 𝑘𝑟𝑖𝑛𝑡𝑒𝑙𝑙𝑒𝑐𝑡𝑢𝑎𝑙 𝑑𝑖𝑠𝑐𝑢𝑠𝑠𝑖𝑜𝑛) 

𝑤𝑜𝑟𝑑2𝑣𝑒𝑐 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑃𝑜𝑙𝑒𝑠,𝑔𝑟𝑎𝑑𝑢𝑎𝑡𝑒𝑠)  ]
 
 
 

5 + 4 + 3 + 2
 

A fragment of the hierarchy for the SI knowledge resource can be represented as follows:  

 

Figure 7: A fragment of the SI hierarchy 

 
2 Annotation has been changed from liberal arts graduate to graduates since the former was not in word2vec-based-

model 
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Using the above formula, the Lin similarity value in Step 3.c for the jokes 6 and 7 is calculated 

as follows: 

𝑠𝑖𝑚𝐿𝑖𝑛 (𝑆𝐼𝑔𝑜𝑖𝑛𝑔 𝑡𝑜 𝑎 𝑏𝑎𝑟 , 𝑆𝐼𝑖𝑛𝑡𝑒𝑙𝑙𝑒𝑐𝑡𝑢𝑎𝑙 𝑑𝑖𝑠𝑐𝑢𝑠𝑠𝑖𝑜𝑛  ) =  
2 ∗ 𝑙𝑜𝑔 𝑃(𝐿𝐶𝑆(𝑔𝑜𝑖𝑛𝑔 𝑡𝑜 𝑎 𝑏𝑎𝑟, 𝑖𝑛𝑡𝑒𝑙𝑙𝑒𝑐𝑡𝑢𝑎𝑙 𝑑𝑖𝑠𝑐𝑢𝑠𝑠𝑖𝑜𝑛)

𝑙𝑜𝑔𝑃(𝑔𝑜𝑖𝑛𝑔 𝑡𝑜 𝑎 𝑏𝑎𝑟) + 𝑙𝑜𝑔 𝑃( 𝑖𝑛𝑡𝑒𝑙𝑙𝑒𝑐𝑡𝑢𝑎𝑙 𝑑𝑖𝑠𝑐𝑢𝑠𝑠𝑖𝑜𝑛)
 

= 
2 ∗ 𝑙𝑜𝑔(1)

𝑙𝑜𝑔(0.038) + 𝑙𝑜𝑔( 0.0666)
= 0 

From the Figure 7, we can see that the LCS of both the SI annotations is the root node, the 

probability value of the LCS is taken as 1. The matrix is now updated as follows: 

 

[5 4 3 2] [

 1 
1
0 

𝑤𝑜𝑟𝑑2𝑣𝑒𝑐 𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝑝𝑜𝑙𝑒𝑠,𝑔𝑟𝑎𝑑𝑢𝑎𝑡𝑒𝑠)  

]

5 + 4 + 3 + 2
 

 

We can now use word2vec to calculate the similarity between poles and graduates.  

 

[5 4 3 2 ] [

 1 
1
0

0.046

]

5 + 4 + 3 + 2
= 

0.092

15
= 0.649 

 

The value calculated after the weighted average is 0.649 which quantifies how similar Joke6 and 

Joke7 are. Likewise, we populate a 142x 142 matrix by calculating the pairwise similarity between 

all the jokes. A high value in this matrix represents a high degree of similarity according to GTVH.  
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CHAPTER 4. RECOMMENDATION COMPARISON 

Since the aim of the recommendation had to be personalized for every user, we decided to 

compare both the baseline and the proposed model at the user level.  

Randomly select a 

user from the 

dataset 

 

Baseline Model 

Identify the 

cluster based on 

gauge set rating 

Proposed Model 

Identify the 

location of 

favorite joke in 

tree 

 

Identify the user’s 

favorite joke  
(highest rated) 

Look at the 

average non-

gauge rating for 

recommendation 

Select at the 

sibling of favorite 

joke, move up in 

hierarchy for 

recommendation 

Compare with 

actual ratings, if 

available 

 

Figure 8: Comparison Flowchart 
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It is worth noting that while recommending jokes using the proposed model, if there are multiple 

jokes available on the same level of the hierarchy, then a random selection of the jokes is done for 

that level. 

 

Due to the sparsity of the rating dataset, we are constrained in selecting the users which sheds light 

on one of the difficulties with working with this dataset. As a result, we meticulously select and 

report results of the users who have rated the jokes in both the baseline and the GTVH, to ensure 

that the comparison of the two models is possible. The results for randomly selected 5 users are 

shown analyzed in Table 4 where we also present the highest-rated joke for all 5 users along with 

recommended jokes by the baseline and the GTVH-based mode. 

Table 4: Comparison of Recommended Jokes 

 

For user 1 in Table 2, we observe that the top joke recommended by the GTVH-based model (Joke 

87) has a better rating than the top joke recommended by the baseline model (Joke 89). We analyze 

the top recommended jokes by both the models along for User 1 along with the favorite joke of 

the same user. We can clearly see by the following text of the jokes that the favorite joke of user 

1 and Joke 87 are very similar whereas Joke 89 is very different from these jokes. 

 

User 1’s Favorite joke: An artist asked the gallery owner if there had been any interest in his 

paintings currently on display. "I've got good news and bad news," the owner replied. "The good 

 Baseline Model GTVH-based Model 

 Top Recommended 

Joke 

Rating Top Recommended 

Joke 

Rating 

User 1 Joke 89 8.18 Joke 87 9.37 

User 2 Joke 73 -1 Joke 42 5.71 

User 3 Joke 53 3.56 Joke 72 3.46 

User 4 Joke 5 9.87 Joke 112 0.93 

User 5 Joke 89 4.56 Joke 126 5.62 
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news is that a gentleman inquired about your work and wondered if it would appreciate after your 

death. When I told him it would, he bought all fifteen of your paintings." "That's wonderful!" the 

artist exclaimed. "What's the bad news?" With concern, the gallery owner replied: "The guy was 

your doctor.” (Jester dataset) 

 

Joke87: A man recently completing a routine physical examination receives a phone call from his 

doctor. The doctor says, "I have some good news and some bad news." The man says, "OK, give 

me the good news first." The doctor says, "The good news is, you have 24 hours to live." The man 

replies, "Shit! That's the good news? Then what's the bad news?” The doctor says, "The bad news 

is, I forgot to call you yesterday.” (Jester dataset) 

 

Joke89: A radio conversation between a US naval ship and Canadian authorities... Americans: 

Please divert your course 15 degrees to the North to avoid a collision. Canadians: Recommend 

you divert YOUR course 15 degrees to the South to avoid a collision. Americans: This is the 

captain of a US Navy ship. I say again, divert YOUR course. Canadians: No. I say again, you 

divert YOUR course. Americans: This is the aircraft carrier USS Lincoln, the second largest ship 

in the United States; Atlantic Fleet. We are accompanied by three destroyers, three cruisers and 

numerous support vessels. I demand that you change your course 15 degrees north, that's ONE 

FIVE DEGREES NORTH, or countermeasures will be undertaken to ensure the safety of this ship. 

Canadians: This is a lighthouse. Your call. (Jester dataset) 

 

From the Table 4 we can see that the proposed model works better in comparison to the baseline 

for users 1, 2 and 5, works moderately well for user 3, and fails to perform better for users 4. We 
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want to point out that it is equally possible to find similar jokes to all highly rated jokes for any 

selected user. Nevertheless, based on the results of user 4, we wanted to investigate if highly 

similar jokes are typically rated similarly or not.  

 

To explore how different users rate jokes that are considered similar by the proposed model, we 

selected 5 users who have rated 140 jokes which the maximum number of jokes rated by any user. 

Also, we normalized the ratings to 0-5 for the experiment. We selected all the joke clusters which 

are formed near the distance value of 0.2 for the analysis. Figure 9 shows the graph we created to 

do the analysis for user 6. All the 7 clusters formed created below the dotted reference line were 

analyzed and their corresponding user ratings are also highlighted in the graph. 
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Figure 9: Rating vs Joke clustering for user 6  
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From the graph, we can see that the ratings given by this user to the jokes within the same cluster 

are quite similar. The maximum difference in rating is of 1.07 points for the cluster 4 which 

consists of jokes 31 and 85. Since the ratings are quite similar across all the clusters, we can say 

that the jokes that are considered similar according to the GTVH-based model are liked by the user 

6 to the same extend. But to make a generalized statement, we need to look at the results of other 

users as well. Below is the graph for user 7. 

 

From the above graph, we observe that the ratings given by user 7 differ greatly for the jokes 

clustered together. The difference in ratings is more than 1.5 points for the jokes in the clusters 1, 

3 and 4 whereas this difference is not significantly large for the remaining 4 clusters. It is 

interesting to note that the difference in ratings to the jokes in cluster 4 is highest for both the users 

6 and 7 which hints at the possibility that these jokes are incorrectly clustered together which could 
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Figure 10: Rating vs Joke clustering for user 7 
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be fixed by manipulation of the KRs. To make further analysis we look at the graph in figure 11 

which shows the rating for user 8.  

 

 

We can see in figure 11 that user 8 rated jokes within the same cluster similarly to a large extent 

except for cluster 1. While user 8 rated jokes in cluster 4 quite similarly, the ratings given to jokes 

in cluster 1 were very different whereas both users 6 and 7 rated jokes in cluster 1 similarly. So, 

we can make the same conclusion for user 6 and user 8 that for both these users the similarity 

matrix that we calculated works well since both the users like the closely clustered jokes to the 

same degree.  

Figure 11: Rating vs Joke clustering for user 8  
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Figure 12: Rating vs Joke clustering for user 9 

 

From the above graph in figure 12, we observe that the user 9 liked the jokes within the same 

cluster to the same extent except for cluster 3 in which the jokes have a huge difference of 3.44 

points. Other than cluster 3, the ratings of user 9 are fairly similar so we can again conclude that 

jokes regarded similar by the GTVH-based model are equally appreciated by user 6, 8 and 9 

whereas the same cannot be concluded for user 7. Lastly, the results for user 10 are shown in figure 

13. 
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Figure 13: Rating vs Joke clustering for user 10 

 

Looking at the graph in figure 13, we can see that the user 10 had given very different ratings to 

the jokes within the same cluster. The difference in ratings given by user 10 is more than 1.5 points 

for the jokes in clusters 1, 3 and 4. It is interesting to note that we obtained analogous results for 

user 7 as well since both these users rate the jokes in clusters 1, 3 and 4 very contrarily to the 

results of other users.  

 

The findings from all these 5 graphs are summarized in Table 5 which lists 7 clusters each 

consisting of 2 jokes for the comparison of user ratings of closely clustered jokes. The values that 

we want to draw attention to in the table are italicized to represent that the joke pairs had more 

than 1.5 point’s difference in the user ratings. The summary of the observations are that the intra-

cluster ratings of the users 6, 8 and 9 are largely similar for all the clusters while they greatly differ 

for users 7 and 10. Intriguingly, both the users 7 and 10 rate jokes in clusters 1, 3 and 4 were 
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differently which brings us to the inference that the jokes which are considered similar by the 

GTVH-based model are not equally appreciated by both these users.  

Table 5: Cluster Analysis for the five selected users 

 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 Cluster 7 

Joke Id 92 119 106 121 38 65 31 85 133 143 138 139 110 63 

User 6 3.02 2.88 3.39 2.91 3.10 3.58 4.29 3.22 2.66 3.46 2.86 3.05 3.13 3.64 

User 7 2.45 4.22 3.45 4.66 4.91 3.13 1.02 4.14 0.88 0.87 4.68 4.14 0.99 0.95 

User 8 1.40 4.31 4.53 3.30 4.25 3.36 3.65 3.45 2.94 4.17 3.16 3.29 3.83 4.22 

User 9 3.63 4.12 4.80 4.96 4.79 1.35 2.68 1.75 4.28 3.13 3.13 3.19 2.82 2.77 

User 10 0.19 4.31 3.85 4.34 3.90 1.21 4.31 0.13 4.41 3.81 1.64 1.07 1.85 2.90 

 

There are numerous probable explanations for this result, if we assume that the ratings in the 

dataset accurately represent user preferences of the jokes. The first explanation is that the similarity 

metric that we presented in this research does not correctly represent joke similarity, and the 

knowledge resource TA may need to be weighted heavier than the rest of the KRs for the 

recommendation system. The second one is that the annotation of one of the jokes in the clusters 

may be flawed due to which the analysis shows anomalous results for some users. The third, and 

perhaps most interesting one, is whether users tend to rate familiar jokes lower. Since we lack the 

data on the ordering of jokes that were presented to the users, it is not possible to test this 

hypothesis. However, we have two pairs of almost identical jokes in the dataset and we can look 

at rating for these users which is shown in Table 6.  

Table 6: Ratings given to Identical Jokes 

 Identical Pair 1 Identical Pair 2 

User 6 5.12 0.62 3.15 1.37 

User 7 -5.25 4.68 -7.31 -5.84 

User 8 5.81 0.62 9.62 1.68 

User 9 5.12 5.59 3.53 7.28 

User 10 4.78 0.53 1.15 5.34 
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From the above table, we see that users 7, 8 and 9 have given different ratings to identical jokes. 

We do understand that some variation in the ratings should be tolerable since the users were given 

a scroll button to rate the jokes, but this difference is very high for users 7 and 8 as italicized in the 

table. It is tempting to conclude that the effect of a previously heard or rated joke must be taken 

into consideration while recommendations are made. It is also possible that for some of the users 

the almost identical jokes were presented very close to each other, while for others they were 

spread much farther apart among the 140 jokes. Lastly, the dataset also does not consider the effect 

fatigue effects of the users which may affect the ratings.  
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CHAPTER 5. CONCLUSION 

In this exploratory study, we proposed a recommendation system that utilized the similarity 

between various knowledge resources of all the jokes in the dataset to make personalized 

recommendations. We extracted the similarity between the jokes using Lin’s similarity metric and 

word2vec and assigning weights to the KRs to preserve the hierarchy proposed by SSTH. We 

further clustered the jokes based on these similarity values in a hierarchical manner. To the best of 

our knowledge, this is the first study that extends the concept of a recommendation system of jokes 

towards taking into account the text of the jokes as well. In order to compare results of this work 

with the existing recommendation system, we implemented Jester. The recommendations made by 

both the models were evaluated by randomly selecting users from the dataset and comparing their 

actual ratings which were considered as ground truth. 

 

There are some suggestions and ideas that can be incorporated for improving the proposed model. 

The recommendation for future research about this study is to manipulate  the weights assigned to 

KRs, probably weighting TA heavier than the rest of the KRs for the recommendation system. 

Also, the model’s performance can improve if the effect of a previously heard joke is taken into 

consideration along with the order the jokes are presented to the users while they are rating them. 

We believe that getting a better understanding of user preferences will make the interaction 

between users and various devices that can tell jokes to the users, more friendlily. 
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